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Abstract

Mixture of Experts (MoE), an ensemble of spe-
cialized models equipped with a router that dy-
namically distributes each input to appropriate ex-
perts, has achieved successful results in the field
of machine learning. However, theoretical under-
standing of this architecture is falling behind due
to its inherent complexity. In this paper, we theo-
retically study the sample and runtime complexity
of MoE following the stochastic gradient descent
(SGD) when learning a regression task with an un-
derlying cluster structure of single index models.
On the one hand, we prove that a vanilla neural
network fails in detecting such a latent organiza-
tion as it can only process the problem as a whole.
This is intrinsically related to the concept of in-
formation exponent which is low for each cluster,
but increases when we consider the entire task.
On the other hand, we show that a MoE succeeds
in dividing this problem into easier subproblems
by leveraging the ability of each expert to weakly
recover the simpler function corresponding to an
individual cluster. To the best of our knowledge,
this work is among the first to explore the bene-
fits of the MoE framework by examining its SGD
dynamics in the context of nonlinear regression.

1. Introduction

Mixture of Experts (MoE) (Jacobs et al., 1991; Jordan &
Jacobs, 1993), an ensemble of specialized models equipped
with a router that dynamically distributes each input to ap-
propriate experts, has been extensively studied and success-
fully deployed in a wide range of scenarios over the past few
years. A key milestone was the development of sparsely-
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gated MoE (Shazeer et al., 2017), which was later integrated
into transformer-based large language models (LLMs) and
further refined in subsequent works (Fedus et al., 2022;
Achiam et al., 2023; Georgiev et al., 2024; Jiang et al.,
2024; Liu et al., 2024). This kind of MoE enables the ac-
tivation of only a limited number of trained experts in one
forward pass, drastically reducing the inference cost while
maintaining performance competitive with other successful
architectures of the same order of parameters.

However, theoretical understanding of this architecture is
falling behind due to its inherent complexity. Especially,
while the mechanism of the initialization, the optimization
procedure and the behavior of the router are essentially
the same for each expert, it has been repeatedly reported
that each expert ultimately specializes in its own way, each
contributing to different aspects of the learned task. It is still
unclear why such phenomenon happens and why the router
can learn to fairly distribute an input to appropriate experts
without collapsing to a single expert.

To address these fundamental questions, prior work math-
ematically studied the mechanism of MoE from the per-
spectives of approximation theory on MoE for multi-level
data (Fung & Tseung, 2022), statistical learning in Gaussian
MOoE models (Ho et al., 2022; Nguyen et al., 2023; 2024a)
and nonlinear regression (Nguyen et al., 2024b;c), as well
as optimization in both classification (Chen et al., 2022;
Chowdhury et al., 2023) and linear regression, especially
for continual learning (Li et al., 2024). However, a clear
explanation of the success of the MoE is lacking in the con-
text of optimization in nonlinear regression which is a more
general problem than optimization in classification.

Therefore, in this paper, we focus on such a broader problem
setting of optimization in nonlinear regression. We will
theoretically study the sample and runtime complexity of
MoE optimized with the stochastic gradient descent (SGD)
when learning a regression task with an underlying cluster
structure.

Contributions Our contributions are summarized as fol-
lows. On the one hand, we prove that a vanilla neural
network fails in detecting such a latent organization as it can
only process the problem as a whole. This is intrinsically
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related to the concept of information exponent which is low
for each cluster, but increases when we consider the entire
task. On the other hand, we show that a MoE succeeds in
dividing this problem into easier subproblems by leverag-
ing the ability of each expert to weakly recover the simpler
function corresponding to an individual cluster. To the best
of our knowledge, this work is among the first to explore
the benefits of the MoE framework by examining its SGD
dynamics in the context of nonlinear regression.

Notation P[] and E,[-] denote the probability of an event
and the expectation over the randomness of a random vari-
able z. O(+) and o(-) stand for the big-O and little-o nota-
tions with respect to d. Q(-) and ©(-) represent the lower
and tight bounds. O(-), Q(-) and O(-) denotes the upper,
lower, and tight bound ignoring any poly-logarithmic con-
stant. We call a probabilistic event A happens with high
probability (or w.h.p.) if P[A] > 1 — d~“ with a sufficiently
large constant a > 0; the high probability events are closed
under union bounds over sets of size polyd.

2. Related Works

Theory of Mixture of Experts. Various aspects of MoE
have been theoretically studied in the context of deep learn-
ing so far. Ho et al. (2022) and Nguyen et al. (2023;
2024a) studied the convergence rate of expert estimation in
Gaussian MoE models for classification, and Nguyen et al.
(2024b;c) led similar investigation for MoE with a softmax
gating for regression problems. Chen et al. (2022) pio-
neered studies of feature learning with MoE and analyzed
the training of nonlinear MoE under a mixture of classifica-
tion problems. Building on this, Chowdhury et al. (2023)
extended the analysis to patch-level routing, addressing bi-
nary classification problems within nonlinear MoE settings.
Li et al. (2024) focused on continual learning scenarios, but
the analysis was limited to linear regression problems and
linear MoE. In this work, we consider the broader and more
practical problem setting of nonlinear regression problem
with a nonlinear MoE model following a gradient-based
optimization.

Gradient-based Feature Learning Gradient-based fea-
ture learning of low-dimensional functions using neural
networks has garnered significant attention. Subjects of re-
search encompasses functions such as single-index models
(Dudeja & Hsu, 2018; Ba et al., 2022; Bietti et al., 2022;
Abbe & Boix-Adsera, 2022; Mousavi-Hosseini et al., 2023b;
Baetal., 2023) and multi-index models (Damian et al., 2022;
Ben Arous et al., 2022; Mousavi-Hosseini et al., 2023a; Bi-
etti et al., 2023; Collins-Woodfin et al., 2023; Dandi et al.,
2024a). The information exponent k*, or leap complex-
ity (Abbe et al., 2023), of the target is known to govern
its difficulty of learning it, generally requiring a sample

complexity of n = O(d* 1) (Arous et al., 2021), where
d is the input dimension. Damian et al. (2023) improved
this rate to (:)(d%) by smoothing the landscape. Subse-
quently, techniques such as reusing batches (Dandi et al.,
2024b; Lee et al., 2024; Arnaboldi et al., 2024) or alter-
ing loss function (Joshi et al., 2024) enabled to surpass
the CSQ lower bound (Damian et al., 2022; Abbe et al.,
2023). These approaches improve the sample complexity
near information-theoretic limit n < d, which is associated
with the generative exponent (Damian et al., 2024). This
approach based on the information exponent contributes to
deepening our general understanding about the complexity
of a task and has been applied to specific architectures or
techniques, such as pruning (Vural & Erdogdu, 2024), pre-
trained transformer (Oko et al., 2024b), adversarially robust
learning (Mousavi-Hosseini et al., 2024) and LoRA (Dayi &
Chen, 2024). However, the application of this framework to
MOoE has not been explored yet, and it may hold promise for
elucidating the intricate mechanism of MoE. Recently, Oko
et al. (2024a) has conducted an extensive theoretical study
on additive models, where several single-index models form
a ridge combination. Our setting is analogous to this work,
where the data exhibit an additive structure derived from
diverse clusters.

3. Problem Setting and Preliminaries

In this section, we clarify the problem setting, including the
data generation procedure, the formulation of the MoE, and
the mathematical description of the training algorithm.

3.1. Data Generation

Let us first formally introduce the notion of information
exponent.

Definition 3.1 (Information Exponent). Let {He,} be the
normalized Hermite polynomials. The Hermite expan-
sion of a square-integrable function f is given as f(z) =
> %Hej(z). The information exponent is defined as

IE(f) = k* = iIlijO {] | Qi 7& 0}

The information exponent is defined as the index of the first
non-zero coefficient in the Hermite expansion of the non-
linear target function(Arous et al., 2021). The complexity
of learning a nonlinear function via two-layer neural net-
work optimized by SGD is closely associated with this value
(Arous et al., 2021; Ge et al., 2018; Dudeja & Hsu, 2018;
Bietti et al., 2022; Damian et al., 2022; Oko et al., 2024a).

The generation process is defined as follows.

Assumption 3.2 (Teacher Models). Let C' = Og4(1) be the
number of clusters. Let f¥ (¢ = 1,...,C) represent the
local task specific to each cluster , and let g* denote the
global task shared among clusters. A data pair (., y.) in
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the cluster ¢, where ¢ ~ Unif[1,

ze ~ N(pve, 1q),

., C], is generated as

Ye = fc*(w:—rmc) + ch*(wg zc) + v,

where v ~ N(0,(?) denotes an additive Gaussian noise
that accounts for observation uncertainty. It is assumed to
be sampled independently of the input z.. The scalar p € R
represents a scaling factor that modulates the magnitude
of the cluster mean vectors v, € S1, and is assumed to
satisfy p ~ A,, where A, is a sufficiently large constant
upper bounded by poly log d. The coefficient s, € R en-
codes the influence of the global task within cluster ¢, and
is constrained such that s, = 0 and s, = ©O(1) for
all c. f¥ and ¢g* are univariate polynomials with informa-
tion exponent k* > 2 and degree p*, and feature indices
wg,wy € S9!, We write the Hermite expansion of f and

g* as f* = f*k*[yHel and g* A"
spectively. The Hermite coefficients satlsfy 1Be, k*\ =
for all c¢. The link functions and the index features are
normalized as E.[f} (w} ' 2)?] = 1, E.[g*(w} " 2)?] = 1,

will = 1, and [Jw} || = 1 where z ~ N(0, Id)

Hel, re-

This model is designed to introduce task interference by
> . Se = 0, making the learning process more challenging
as gradients from different clusters conflict, hindering ef-
fective learning. This scenario is closely related to a line
of work on gradient interference in multi-task learning (Yu
et al., 2020; Liu et al., 2021; Guangyuan et al., 2023; Zhang
et al., 2024b) and recent work on MoE has also addressed
this issue (Liu et al., 2024; Yang et al., 2025). Note that all
fZ and ¢g* have the same information exponent £* > 2 and
their £*th coefficients have the same absolute values, which
implies that all f7 and g* have the same difficulty, making
it even more difficult to distinguish each component from
the others. We will show that a vanilla neural network is
incapable of handling such tasks, whereas the MoE can. We
also suppose that k* is even, instead of assuming that the
products of the Hermite coefficients of the teacher and the
student models are positive in Simsek et al. (2024). We also
impose a condition for each feature vectors w; and v} as
follows.

Assumption 3.3 (Task Correlation). For all, € [ClU{g}
such that i # ', w w} = O(d~2). Moreover, for all
e [Clu{g}andce [C], v ws =0.

This condition indicates that the tasks for each cluster are
diverse. The correlation between two vectors w; can be
satisfied, for instance, when the vectors are randomly drawn
from Unif (S9~1). The cluster signal v, is assumed to be
orthogonal to all feature indices for analytic tractability,
and we believe this is not a necessary condition of our sub-
sequent result. While Chen et al. (2022) assume mutual
orthogonality among the feature indices, we relax this as-
sumption in our analysis. Indeed, a randomized correlation

v* Tw? ~ O(d~'/2) should only introduce a negligible per-
turbation ~ d~1/2 to the Hermite coefficients Be,i and y; of
the teacher models.

3.2. Structure of the MoE

A MoE consists of its M experts f,...

function h(z;0) =
RAxXM

, fu, a gating
©"x where © = (0y,...,00) €
and a routing strategy that uses the output of the
gating function b = (hq,...,hy)" to distribute the in-
put to the appropriate experts. For example, for a top-
1 routing, the index of the assigned expert is chosen as
m(x) = argmax,,h,,(x). We also define m,,(x;0) =

exp(hm(x))/ >, exp(hm/(x)) as the softmax gating
functions.

In this paper, we will focus on two routing strategies. On the
one hand, we define F} (x; W, ©), the output of MoE follow-
ing a top-1 routing weighted by the corresponding softmax
gating value, i.e., i (2; W, 0) = T,y (2) frn(z) (25 Win).
This weighting enables to track the gradient of the gating
function which is technically impossible with the simple
top-1 routing. On the other hand, we introduce the (adap-
tive) top-k routing. We adaptively choose k experts for
each input = based on the value of each h,, and a thresh-
old. Here, we set the threshold to 0 and define the output
as Fyp(z;W,0) = 2%21 1hm(z) > 0]fm(x; W,y,) in
Phase II; formally defined in Section 3.3. This choice of
router is related to a recurrent problem that the router may
fail to determine the appropriate expert when there are sev-
eral models playing similar roles. After Phase II with top-1
routing, a data point x., is no longer routed to experts outside
the set of professional experts (formally defined in Defini-
tion 4.7) for cluster c; however, competition among the
professional experts may still occur. In general, this can re-
sult in issues related to load imbalance or the emergence of
redundant experts, which may result from top-k routing with
a fixed k£ € N (Zhou et al., 2022). To address this, expert
choice routing (Zhou et al., 2022), soft MoE (Puigcerver
et al., 2024), and several auxiliary losses, such as load bal-
ancing loss, importance loss (Shazeer et al., 2017), and
z-loss (Zoph et al., 2022), were heuristically introduced to
promote the even distribution of data and encourage diver-
sity among experts. There have indeed been prior attempts
to vary the number of activated experts depending on each
token (Huang et al., 2024; Zeng et al., 2024). With our adap-
tive top-k routing in Phase III and IV, we can also avoid this
phenomenon without changing the loss as we will show that
it prevents the data from being routed to non-corresponding
experts and ensures that the experts that could be activated
during inference are trained evenly.

Importantly, our adoption of adaptive top-k routing is com-
pelled by theoretical and technical considerations, and
stands in contrast to the classification setting studied in Chen
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et al. (2022); Chowdhury et al. (2023). This phenomenon
arises specifically from the challenge of estimating a contin-
uous function in the regression setting.

For each expert, we consider a two-layer neural network
Sz W) = 5 Z}Ll Um.jOm (W, ;& + b ;). The Her-
mite expansions are given as ap, jom (2+w,, Vetbm ;) =
Y20 SeHe (2).

Moreover, we assume that the activation function o,,, satis-
fies the following assumption used in Oko et al. (2024a) to
ensure that a fraction of neurons can align with the feature
index even though the target functions are unknown.

Assumption 3.4 (Student Activation Functions). The activa-
tion functions o,,, of the student model and the link function
f2 and g* of the teacher models satisfy one of the following
conditions: (A) oy, is a randomized polynomial activation
of degree at most O(1) as defined in Appendix A.3 and [
satisfies Assumption 3.2 forallc=1,...,C, or (B) o, is
the ReLLU activation function, with the additional require-
ment that for each f;*, the absolute values of the all non-zero
Hermite coefficients |ay, ;| are ©(1). In addition to the
conditions (A) and (B), we technically assume that the sign
the Hermite coefficient cv,y, j ; . of 0, (- +pwfn’j—rvc +bpm, ;)
is invariant during the optimization since we cannot evaluate
the contribution of higher-order Hermite coefficients.

3.3. Training Algorithm

To precisely track the model’s evolution, we divide the
training algorithm into layer-by-layer, similar to previous
studies that have researched feature learning in neural net-
works (Damian et al., 2022; Ba et al., 2022; Bietti et al.,
2023; Abbe et al., 2023; Mousavi-Hosseini et al., 2023b;
Oko et al., 2024a; Lee et al., 2024). Specifically, we consider
an algorithm separated into four phases. See Algorithm 1
for the outline.

Concretely, we start by initializing the weights of the ex-
perts as wh, ; ~ Unif(S%1) and a,, ; ~ Unif{—1,+1}
following Oko et al. (2024a) and Lee et al. (2024) and the
weights of the router’s gating network 6,,, to zero. In Phase
I, the first layer of the expert is optimized using a correlation
loss, a technique supported by prior studies (Bietti et al.,
2022; Damian et al., 2022; Abbe et al., 2023; Oko et al.,
2024a; Lee et al., 2024). For optimization, the spherical
gradient, defined as Vf, JL = (I — wmdw;}j)v L,
is employed, as explored in Arous et al. (2021); Damian
et al. (2023); Oko et al. (2024a); Lee et al. (2024). Phase 11
is devoted to the router’s gating network which is trained
via gradient descent. In this stage, we add random noises
rt. ~ Unif|0, 1] into the top-1 routing to enhance the sta-
bility of the router learning as in Chen et al. (2022). Before
entering Phase III, the expert weights w,, ; and a,, ; are
reinitialized. While not strictly necessary, this reinitializa-

Wm,j

Algorithm 1 Gradient-based training of MoE

Require: Learning rates 7', regularization parameter )\,
sample sizes 17, 15, T3, T}, initialization scale C},.
Initialize wgw» ~ Unif(S™1(1)) and a,; ~
Unif{+1}.

Phase I: Normalized SGD on first-layer of experts
fort =0to7, —1do
Draw new sample (x%,yt).
Wiy W AUV, P ().
whth el forj =1,

end for

Phase II: SGD on gating network of router

fort =Ty toTy + 15 — 1do
Draw new sample (xL,yt).

O = 05, + 'YV, Fi(al).

end for

Phase II1: Normalized SGD on first-layer of experts

Reinitialize w), ; ~ Unif(S*'(1)) and ap; ~

Unif{+1}

fort =T, +T>to Ty —|—T2—|—T3 —1do
Draw new sample (z¢, 3?%).

witt e wh, 0tV Fuy(a t)
t+1 t+1 t+1 _
w,,, ; S/ w5l fOFJ L., J.

end for

Phase IV: Convex optimization for second-layer of
experts

Initialize b,,; ~ Unif([—C, Cp]) and set @; <
O jwii T T2HTs where 6, j ~ Unif{£1}.

m,7 Wm ,J
T +To+T3+Ty—1
Draw new samples (2, y¢), 27, T 1,01,

Solve:
1 2
{@m}m < argmin— Z (Fa(a')—y") —I—)\Z lamll3
am€ERY T4 t=7s m
where 75 = 20 Tyand 76 = S0, T;.

tion helps ensure that the early learning of w does not
interfere with or dlsrupt the effective learning of wy, par-
ticularly when f* and g* are similar functions. Note that
if the activation function is ReLLU, a random sign flip of
W5, as described in Oko et al. (2024a), becomes neces-
sary. See Appendix A.3 for details. Finally, we conclude
the training with Phase IV, where convex optimization with
Ls-regularization is executed to the second layer using noise
terms by, ; to facilitate the estimation of the polynomial of
the ReLU activation function. Note that we use different
routing strategy for Phases I and II (F}) and Phases III and
v (F ). Refer to Remark 4.12 for details.

We will show that, at the end of each phase, a specific repre-
sentation of the complex task under consideration is learned,
which is possible thanks to the idiosyncratic architecture of
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a MoE. More precisely, at the end of Phase I, some neurons
within each expert weakly recover certain vectors and spe-
cialize to the corresponding cluster. In the next stage, the
router learns to successfully dispatch data to the appropriate
expert based on the weak recovery of clusters assigned to
each expert. As for the second half of the algorithm, we
prove that each expert successfully recovers both the local
task and the global task associated with its assigned cluster.

4. Main Results

In this section, we provide our main results. We first prove
that a vanilla neural network fails in detecting the latent
structure of our task as it can only process the problem as
a whole. Next, we show that the MoE, on the contrary,
succeeds in dividing this problem into easier subproblems
by leveraging the ability of each expert to weakly recover
the simpler function corresponding to an individual cluster.

4.1. Limitations of the Vanilla Neural Network
4.1.1. MAIN THEOREM

Here, we consider the vanilla neural network
1
fm(z; W) = 7 Z amﬁjom(w;jm + b )
j=1

as the student model. This also corresponds to the special
case of a MoE with only one expert. The size of the vanilla
neural network is at most J = O(polyd).

We will demonstrate that there are some scenarios of our
teacher model that a single expert cannot solve. For example,
consider the following. See Appendix B for further details.

Example 4.1. We construct a specific problem of our teach
model 3.2 as follows. Assume all feature vectors w; and wy
are completely orthogonal for simplicity. Moreover, func-
tions are defined as f*(w* ' z.) = B - Hepr (wi ' z.), for
all ¢, and s.g*(zc) = (—1)" Hey- (w}; " ) for ¢ = 1,2
and otherwise 0. We assume that there exists at least one pair
(¢, ') such that sgn . g« # sgn e k. We additionally
assume k* > 5 to prove the result in Lemma B.15. (s.).
are defined as s; = 1, s = —1 and s. = 0 (otherwise),
to satisfy > _s. = 0. This means the signal wy is hard to
recover. In short, the data y,. are generated as

B ke Hepe (wi " @) + Hepe (w) Twe) + v ife=1,

o o Hep w*Txc — Hep- w*TxC +v ife=2
6 ) 2 g ’
Be, i~ Hep (wz—rxc) +v if e > 2.

Remark 4.2. It may be possible that sgn o, j i+ #
SgN Qv j7 i+, When j # j’ because we randomly initialize
Am 5 and bm’j.

The next theorem shows that w?,, ; hever catches the signal
wy for all ¢ because the gradient for wy is erased by those

*
for w}.

Theorem 4.3 (Difficulty of finding the “hidden” signal wy).
During the population spherical gradient flow of wfnj, for
allj=1,...,J, we have

sup [wh, ; wi| < O(d1/?)
t>0

with high probability.

Theorem 4.3 indicates that there is an insufficient number of

neurons that can align the feature vector wy. As a result, it

becomes difficult to estimate the function s.g* (w;T -). This
phenomenon is due to the condition ) _ s, = 0 and that the
naive neural network (with polynomial width) cannot utilize
the vectors v, to detect the cluster structure. Interestingly,
such difficulty of SGD for the naive neural network has not
been shown in prior works studying the optimization dynam-
ics of the MoE (Chen et al., 2022; Chowdhury et al., 2023;
Li et al., 2024). This was possible thanks to our theoretical
analysis based on the information exponent, which appears
in the context of nonlinear regression.

4.1.2. PROOF SKETCH

We provide a sketch of the proof for the theorem. We demon-
strate that a vanilla neural network predominantly aligns
with simple tasks w}, which prevents it from aligning with
the more subtle one wy. For a comprehensive explanation,
please check Appendix B.

The spherical gradient flows of \wfn,ij;k\ are approxi-
mately evaluated as

d t T *

t T *
&|wm,j w

| = é(n‘]71|wm,j W, k*il)

C

where 7 is a learning rate, under the condition
that Bcp+om ji+c > 0. By integration, it takes
O(n~tJd* ~2)/2) time for the weak recovery.

Now, the most important observation is that the signals of

w; are canceled out:

Lemma 4.4. Recall that the inputs are generated as x. =
pve + 2z, where z ~ N(0,1;). The Hermite coefficients
Qi jiic ofam(~+wfn7ijc+bmj) are close up to O(d’l/Q)
at the initialization. Please refer to Lemma B.4 for the proof.

T T _
Therefore, when initialized as [w0, ; w}| ~ d~'/2,

d T
t *
— W W
dt m,j g|
-1 Z t T skt —1
577‘] ’ ScQm,j,k* c |wm,j g
(&
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<ng 'l T

—1,¢ T s (k*+1)—1
SUJ ‘wm,] wg‘( ) ’

*|k*—1
g

which implies that the information exponent of g* increases.
It takes at least Q(n~1.Jd((*"+1)=2)/2) time for the weak
recovery. Therefore, for all 7, detecting one of the signals
{w} becomes easier than w;; and each w,, ; tends to align

with w rather than wy.

Next, we identify the subset of tasks C; from the entire set
[C] that neuron wy,; can align with based on the necessary
condition: for all j, there exists ¢ such that B¢ j« 0, j k= ¢ >
0 with high probability. Let C; be such a subset of C, then
we can show that w,, ; can only detect w; where c € C;.

Based on the above argument, we obtain that for all j, wy, ;
aligns some feature vectors among {wy }, not hidden wj:

Lemma 4.5. For all j, there existsta < O(Jn~td*F —2)/2)
such that for all t > ta,

1 |wfn,ij:| > Qd~ VA=V EED) for some ¢ € Cj,
2. b, Twi] S O(dV2) forall ¢ ¢ C;,

T ool AL
3 |w$n,j wg| /SO(d 1/2)

hold with high probability.

See Lemma B.15 for formal proof. Intuitively, when the
inequalities in Lemma 4.5 hold, then the alignment in the
following inequality does not grow because the derivative

continues to be negative: Let &, ;= w}, ij; and
Kt e = wfnijwc. Forall t' € [ta,t],
d
*(I&t gl 1 e D=t
k*—
ch (|£m ] g| !
+Z Bck*amgk C) m,j, c) |§ ,jg|
N———

°#C; <0(1)

’ k:* ’
- Z /Bc k*Qm 5 k*c ("ifn,j,c) |€£n j,
ceCy v
>Q(1)

et A (= (k*=2)/2 _ §(q—k"/4-1/8
SO (4707722 = a(a k)
<0,

)

>d—k*(1/4+1/(8k™))

where we used the additional assumption k* > 5, and the
definition of C;. Therefore, the alignment |wfn’j—rw;| +
Y oge, |wh, ;w?| is bounded by O(d~1/?) for all £. See
Theorem B.17 in Appendix for more rigorous discussions

4.2. Learning Dynamics of MoE
4.2.1. MAIN THEOREM

On the contrary, the MoE successfully learns the teacher
model defined in Assumption 3.2 by enabling the router to
appropriately partition the data among the teacher models
for each cluster. This is stated formally in the following
theorem. We further characterize the sample complexity of
this learning process under Algorithm 1.

Theorem 4.6. Under Assumptions 3.2, 3.3, and 3.4, set
J = O(e~Y) as the number of neurons, Ty = ©(d* 1)
as the number of training steps for Phase I, To = O(d) as
the number of training steps for Phase II, Ts = (:)(dk*_1 \Y
de=2 V €73) as the number of training steps for Phase III,
and Ty = ©(e2) as the number of training steps for
Phase IV. Then, under the suitable choices of n° and ),
with probability at least 0.99 over the randomness of the
dataset and initialization,

Ezc [ FM(xc; {&m}rﬂr{:l) -

fo(ze) — ch*(xc)u <e

We considered the case where each cluster possesses its
own single-index model while collectively sharing a global
single-index model across all clusters. This global task in-
duces interference, which attenuates the signal of the shared
model. This setting is potentially difficult for a vanilla neu-
ral network to learn as shown in Subsection 4.1. The total
sample complexity is O(dk* ~1) and the time complexity is
polynomial in d. This complexity is the same as learning
single-index model by a vanilla neural network (Arous et al.,
2021) while kernel ridge regression requires O(d?") (Ghor-
bani et al., 2021; Donhauser et al., 2021) with respect to d.
After the weak recovery of Phase I, the router successfully
divides the clusters and enables the expert to learn their
target functions.

Experiments To illustrate the dynamics of the MoE fol-
lowing Algorithm 1, we focus on a synthetic problem where
C = 2 in the problem setting of Assumption 3.2. We define
fi = Hes + Hes and f5 = Hes + Hey for the local tasks,
and ¢g* = Hes for the global task. The vectors w7, w5 and
wy were of dimension 200, generated randomly and applied
Gram-Schmidt orthogonalization to satisfy Assumption 3.3.
As for the student model, the number of experts was set to
8, and the hidden dimension of each expert to 500. The
learning rate was set to 1 for all optimization schemes, and
Ty = 3.5 x 105, T, = 300, T3 = 107.

The alignments of the experts and router at the end of Phase
I, IT and III are shown in Figures 1 and 2. As we can
observe, in Phase I, differences among experts arise due to
initialization, resulting in variations in the degree of weak
recovery for local tasks. In Phase II, the router leverages
these differences in recovery, which are reflected in the
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01234567
Experts

(a) Phase 1

Figure 1. The alignment of the experts after Phase I (a) and router
after Phase II (b) with the respective feature vectors of each task.
In Figure (a), the alignment of w, ; and w; (¢ = 1,...,C) or
w; (vertical axis) is computed, and for each expert, the distribution
of the number of w, ; with larger alignment than max; . w;, jWe
is reported. In Figure (b), we visualize for each router h,, the task
with the best alignment in yellow.
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Figure 2. The alignment of two experts after Phase III. The align-
ment of wy, ; (horizontal axis) and w} (¢ = 1,...,C) (vertical
axis) is computed. The last row is the alignment between w., ;
and wy.

gradients, as a signal to learn to dispatch the data from each
cluster to the corresponding expert. In Phase III, once the
router has learned to appropriately allocate the data, each
expert can effectively learn both its assigned local task and
the global task without signal interference across clusters.

4.2.2. PROOF SKETCH

In this section, we will provide an overview of how the MoE
can detect and learn the latent cluster structure using popu-
lation gradient flow, and how our intuition can be extended
to the SGD. We proceed in five steps: initialization, Phase I,
Phase II, Phase III, and Phase IV. Please refer to Appendix C
for further details in empirical and discretized dynamics.

Initialization. At the initial state, experts are divided
based on the task of the cluster with which they exhibit
the highest alignment. We define (for each task) an expert
that will eventually specialize in that task as follows:

Definition 4.7 (The set of the professional experts for class

c).
T &

-5k * O\ . 0
(]m7cm) T argmaxj,cwm,j We

M. ={m|c=c},}.

T .
wfn j+» wg. has a larger value by a constant factor with

proba%ility at least 0.999, which divides the experts into the
exclusive subsets that are specialized to each cluster c:

Lemma 4.8 (Following Chen et al. (2022); Oko et al.
(2024a)). If M 2 C'log C, it holds that

P|M.| > 1, Ve| > 0.999.

For all m, if /logd > J 2> C~'log M, there are one
NEUTON Wy jr.
Winj | We, 2 |wWinj T wer| + QA7)

~

max
e/t cs, or ) i,

with probability at least 0.999.

At the initialization, the inner products only differ by a
constant. However, when two sequences have initial values
that differ by a constant factor, this can cause differences
in their growth rates, ultimately placing them in different
asymptotic orders. Such a technique has been employed in
various contexts (Ben Arous et al., 2022; Chen et al., 2022;
Oko et al., 2024a). See Appendix C.1 for details.

Phase I (Exploration Stage). From this phase, we will
take for granted that the conditions of Lemma 4.8 are satis-
fied and will use the term with high probability withing this
scenario (i.e., conditional probability). In the exploration
stage, one of the neurons in each cluster achieves faster
weak recovery for its assigned cluster compared to other
neurons, due to the alignment differences introduced during
initialization. Now, for m € M., each w, Tw’c" follows a

gradient flow as

J

d, .

T k*—

T & ~ | t
m,j We —me,j

Then we have the following result:

Lemma 4.9 (Infopnal). For all m € M, there exists some
timet; <T) = O(dk*fl) such that

L fwly ;. wil = (1),
2.ty wy = Od2) for all (¢!, ') # (¢ G,
3. |wf,1th'w;| = O(d~'/?) for all j.

Lemma 4.9 shows that the expert m € M, weakly special-
ize to the cluster ¢, enabling the router to identify experts via
weak recovery. This result highlights that, in order for the
router to effectively distinguish among experts, a weak re-
covery of the feature index is required. This, in turn, implies
that a sample complexity of é(dk* ~1) may be required dur-
ing the exploration phase, implying that a sufficiently long
exploration stage is warranted before the router can engage
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in meaningful learning. This contrasts with the linear expert
setting of Li et al. (2024) and the classification framework in
Chen et al. (2022); Chowdhury et al. (2023), as this finding
is rooted in non-convex optimization in linear regression.
To prove Lemma 4.9, we leverage the information exponent
of the teacher models instead of using the cubic activation
in Chen et al. (2022). Compared to the results for additive

models in Oko et al. (2024a), we evaluated the growth of

t .
m,j

w Tw: for all j.

Phase II (Router Learning Stage). Here, we discuss
how the router extracts the feature vector v, corresponding
the cluster ¢ from the weak recovery of the experts. We
show that the parameters 6,,,, for some m € M., become
positively correlated with v,, while, on the other hand, 6,,,/,
for all m’ ¢ M., become negatively correlated with it. This
is enabled by the fact that the gradients of the gating network
encode informative signals elicited by the weak recovery of

the experts.

Lemma 4.10. For all ¢, m} = argmax,, h.,(v.) € M,
andm’ ¢ M.,

07y, < —0(1) <0 < Q1) < 07 o,

Proof. (Sketch). Take m ¢ M. The population gradient
for the gating network of the router is evaluated as

T
— Ve VQmE[E]
~ e t T s k*
~— Q( E Wy 5w )
m/’'eEM. VG v
=Q(1), due to weak recovery
~ T *
+O( g (why ; w} k )
m/'¢M.,Vj,c k% /2
~ —Q(1).

Therefore, v 872 < —Q(1) and lastly we use 3, 6,, =0
to bound fi; () = O, . O

*
c

This lemma implies that, for . = pv, + z,

o () {i 8

with high probability based on the assumption that p =
poly log d is sufficiently large. Interestingly, the concept
of the information exponent and the weak recovery had
essential roles in the router learning.

Remark 4.11. In Chen et al. (2022) and Li et al. (2024),
the norm of the cluster signal pv, is as large as the norm
of the noise independent of v.. However, in our setting,
lpvell2 = polylogd and ||z ~ d'/? > | pve|2 with
high probability. Due to this setup, we had to employ a

1 I *
if m=m,

if m¢ M,

much more subtle argument than theirs. Specifically, we
carefully bounded ||V, E[£]||2 and 6} z = O(||0,, ||2d"/?).
Using Stein’s lemma, ||V,,, E[£]|2 is bounded as O(1).
Remark 4.12.  'We use different router algorithms in Phases
I and II compared to Phases III and IV because the size of
the set M, is not fixed. Since there is a variation in | M|
from 1 to O(poly logd) for each cluster ¢, employing a
fixed-k top-k algorithm may fail in routing the data to the
corresponding experts. On the one hand, if we set the k of
top-k as k > | M| for some ¢, there might be some ¢’ # ¢
such that the corresponding input x. is routed to m € M.
On the other hand, if we have the & of top-k as k < | M|
for some c, then there may be no expert in the corresponding
set M. that is always selected (routed) when z.. arrives.

Phase III (Expert Learning Stage). In this phase, as the
router has learned to dispatch data appropriately, each expert
receives and trains only on its designated cluster. Each
expert first weakly recovers and then strongly recovers both
the local and global tasks of its corresponding cluster. At
this point, there exists at least one m € M, such that
hm(2ze) > 0 and for all m ¢ M., h,,(z.) < 0 with high

probability. Therefore, the teacher polynomials s.g™ (w}, T ),

where 3" 5. = 0, are successfully decomposed into (1)
functions and it enables the experts to learn wy and g*. As
for the MoE model, when the input z is from the cluster c,

the MoE model
X M
Fap(we; {m b ey) = Z 1 [hm(zc) 2 0] frn(2c)
m=1

is equivalent to

Fymo (e {amtmen,) = Z 1 [hm(ze) 2 0] frm(e)
meM.

with high probability. Thus, the MoE model was de-

composed into {Fy.}. which do not share the param-

eters because M, N My = 0, Ve # . Addition-

ally, using hp,:(z.) > 0 with high probability where

m} = argmax,, hpy, (ve) € M., it holds that

Vwmg,j FMC(.ﬁC; {&m}me/\/lc) = V'wmz,_,» fm; ('rc; am)

with high probability. Hence, Phase III can be completely
decomposed into the subproblem of the weak (to strong)
recovery of w;lz jwe and w;Z jw; given the inputs {x< };,
in each cluster c. We show the strong recovery of neurons,

in parallel with Oko et al. (2024a).

Phase IV (Second Layer Optimization Stage). In Phase
IV, the experts with aligned vectors estimate the link func-
tions f and ¢g* through second-layer optimization.

First, with some expert m € M, and w,,; ~ w; and
Wnjr ™ w;, we construct a,, such that

T

fm(xe) = fo (w:TxC) + ch*(w; )
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as a feasible solution.

Next, we decompose the whole convex optimization prob-
lem into c individual subproblems that do not share the
experts to employ the results in the standard analysis for
additive models in prior work (Oko et al., 2024a).

5. Conclusion

In this paper, we theoretically showed that a MoE can learn
the latent cluster structure of a problem with a sample com-
plexity that depends not on the information exponent of the
whole task but on the local information exponent of each
cluster. In addition, we have demonstrated that the vanilla
neural network with polynomial time complexity fails to
detect such a structure. While this work contributes to the
further understanding of the underlying mechanism of MoE
and its success, it is still unknown whether the MoE architec-
ture is indeed effective to pursue the information-theoretic
limit. We believe this constitutes a promising direction for
future work.

Implications and Future Directions Our findings offer
several insights for designing more effective MoE architec-
tures. First, while our analysis demonstrates that MoEs mit-
igate gradient interference through explicit partitioning, the
number of experts is typically chosen heuristically in prac-
tice. This raises the possibility that incorporating gradient-
aware routing mechanisms could lead to more principled
and efficient expert allocation strategies, as recently ex-
plored in Liu et al. (2024); Yang et al. (2025). Second, to
prevent competition among professional experts, we em-
ployed top-k routing to reduce potential load imbalance.
This motivates the design of adaptive routing schemes that
dynamically adjust £ during training—a perspective sup-
ported by our theoretical analysis in nonlinear regression
and recent findings in NLP that adapt k£ per token (Huang
et al., 2024; Zeng et al., 2024). Third, freezing or pruning
redundant experts may further alleviate competition and
reduce deployment cost, aligning with recent proposals on
expert merging (Zhang et al., 2024a).

Beyond architectural design, our analysis also informs the
training process of MoE systems. In particular, we showed
that learning a meaningful router relies on observable differ-
ences in the experts’ weak recovery, which in turn requires
a sufficiently long exploration stage due to the non-convex
nature of the objective. This suggests that upcycling dense
checkpoints pretrained on diverse domains may offer a prac-
tical means of accelerating convergence—an approach that
has gained traction in recent large language models (Komat-
suzaki et al., 2023; Wei et al., 2024). Finally, our analysis
highlights that different phases of training pose distinct chal-
lenges. Specifically, the noise introduced during Phase II
serves to ensure uniform gradient flow and provide suffi-

cient learning signals for all experts, whereas the adaptive
top-k routing employed in Phases III and IV is designed
to mitigate competition among professional experts. These
observations point to the potential of stage-specific rout-
ing strategies tailored to the evolving dynamics of MoE
training.
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A. Preliminaries
A.1. Hermite Polynomials

In this subsection, we present key properties of the probabilists’ Hermite polynomials that are essential for analyzing
functions under the Gaussian measure. For a more detailed treatment, we refer the reader to Section 11.2 of O’Donnell
(2021).

Let u be the standard Gaussian measure and L?(y) the corresponding square-integrable function space with respect to .
For f, g € L?(u), the inner product is defined as (f, g),, == E.,[f(2)g(2)].

Definition A.1. The ith Hermite polynomial He; : R — R, ¢ € N is defined as

o0 = -1y (2) o ().

Lemma A.2. The normalized Hermite polynomials {He; /\/i}; form a complete orthonormal basis for L? ().

Lemma A.3. The Hermite polynomials satisfy the following properties:

1. Derivatives:

d .
aHei(z) = iHe;_1(2),

2. Integration by Parts: For f € L?(u) and 2,2 ~ N (0, 1;) such that Cov(z,2') = p € [-1,1],
E. . [Hei(2) f(2)] = pE. o [Hei—1(2) f'(2')],
3. Orthogonality: For z,z' ~ N (0, 1) such that Cov(z,2') = p € [-1,1],

(p' if i=
0 otherwise,

Ez,z’ [Hel(Z)He](Z/)] = {

4. Hermite expansion: For f € L*(p),
L? = (e
f(Z) = Z ?Hel(’z% Q; = <f7 Hei>#‘
i=0

?

A.2. Bihari-LaSalle Inequality and Gronwall Inequality.

In this subsection, we present the discrete version of Bihari-LaSalle Inequality and Gronwall Inequality, which serve as tools
for analyzing the growth behavior of nonlinear recurrence relations. These inequalities will be used repeatedly throughout
our analysis. The derivation is adapted from Ben Arous et al. (2022).

Let us consider the sequence { A;}?°, defined as
At+1 - At + B(At)k_l

where £ > 3 and B > 0. Then we have the following evaluations:

Lemma A.4. We have
A

A, > —.
(1= Bk —2)(4o)~20) ==

Moreover, if Ay > 1Vt < T, we have

Ao
(1= B(1+ B)*1(k = 2)(Ao)20) 72

A, <

13
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Please note that if two sequences start off differing by a constant factor, their subsequent growth rates can diverge, leading
them to differ in order of magnitude: Let us take two sequences as

At+1 :At —+ B(At)kil, AO = BO = Od(l),
. . . . 1
_ k—1 _
At+1 —At+B(At) s A()—)\B(), 0< A< (1+B>

Then, it takes at most B! (k — 2)~1(By)~(*~2) =: ¢; time to obtain A; > Q4(1). Let ty < t; be the first time s.t.
Ay > Q4(1). On the other hand,

Ato S Atl S AO 1 S AO 1 = Od(l)'
(1= B(1 + B)*1(k — 2)(ABy)+—2t;) ¥ =
1— (14 B)F1\F2
—_— —m——
<1

A.3. Activation Functions

In this study, we consider the misspecified setting, where the target function and the activation function are different.
However, in order to ensure the alignment between a neuron and a corresponding target task, we expect that the sign of the
Hermite coefficients of the target function and the activation function to be the same. Remember that the Hermite expansion
of the neuron j is expressed as a, ; ch(wm,sz +bn,) = ZZ 0 a’y ‘He; (Wi, ]Tz) and the Hermite expansion of the

target function of cluster c of the local task is expressed as f¥(w Z‘Tz) = fz . % He; (w? ) We assume that at least a
Q(1) fraction of neurons (j € [J]) satisfy auy, j ;8. > 0 for ¢ = k* and vy, 5,i8c,; > 0 for k* <4 < p*. Similarly, for the
global task g, we have scapy, ;v > 0fori = k* and s.ouy jv: > 0 for k* < ¢ < p*. This condition is satisfied under
certain activation functions.

For ReLLU activations, the following lemma shows that o, ;; is positive for all 7 with probability at least i and the desired
condition holds with probability at least % over the randomness of the initialization of a,, ;.

Lemma A.5 (Lemma 15 of Ba et al. (2023) and Lemma 17 of Oko et al. (2024a)). Given degree p* € N and b ~ [—Ch, Cy],
the i-th Hermite coefficient of ReLU(z + by, ;) is positive with probability %for all k* <@ < p*, if Cy is larger than some
constant that only depends on p*.

For polynomial functions, we randomize the activation functions as o, ;(2) = f e %Hei(z), where ¢; ; are independent
il :

Rademacher variables. The following lemma shows that the randomization of the activation functions ensure this condition.
Lemma A.6 (Lemma 18 of Oko et al. (2024a)). Given degree p* € Nand b ~ [— Cb7 Cy), for each kX, < k*' < kX .., the

max’

i-th Hermite coefficient of a., Jam(z + by, ;) is non-zero with probability QU(Cy Y), for all k*' < i < p*. Here, §) hides
constants only depending on p*.

B. Proof of Limitations of the Vanilla Neural Network

In this chapter, we prove how spherical gradient descent using a standard neural network fails to learn some of the signals,
introduced in Section 4.1. Here we have only one expert as

J
1
f m :jz ij'm mj +bm7j)'
From here, we fix m = land j € [1,...,J]. Letx}, ; . = wr T wt, jand &l o= w;Twm ;- They represent alignment of

the neuron win ; with the signals w; and wy respectively.

Definition B.1 (Restate). We consider the following teacher model:

* We have C' = O(1) classes and the strength of the cluster vector is p = poly log d.

14
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» All feature vectors are completely orthogonal.

Additionally assume £* > 5.

¢ Teacher models are defined as

- frwr T xe) = BepHegs (w? T z,), forall ¢ € [C],
- 5.9%(w.) = (=1)“"'Hey- (w;—rxc) for ¢ = 1, 2 and otherwise 0,

— k™ is even.

We assume that there exists at least one pair (c, ¢’) such that sgnf. p« # sgnferj«.

°scaresetas
+1 if c=1, j=1,
Se=4{ -1 if ¢=2,j=1.

0 otherwise.

¢ In other words,
B k- Hepe (wi " @e) + Hepe () T20) +v if c=1,
Yo = { Po.-Hep- (wh ' z.) — Hey- (w;T:cC) +v if c=2.

ﬁc’k*Hek*(wZTxc) +v if ¢>2

* | j k| = ©(1), where o, j i+ is the k* th Hermite coefficient of a,, ;ReLU(: + by, ;).
Remark B.2. We denote the k*th Hermite coefficients of o, (- + w,ijvc + bm,j) as (v j k*,c- 1t may be possible that
SENy, j k* ¢ 7 SNy k= if § # j' because we randomly initialize a,y, ; and by, ;.

Assumption B.3. We assume that the size of one student to be at most J = O(polyd).
Outline of the proof. The outline of the proof is as follows:

1. We first show that

* The Hermite coefficients corresponding to £Hey« (w;—rxc) cancel out (Lemmas B.4 and C.38),

* For all neurons w,, ;, there are some tasks ¢ € [C] such that the signals of w} grow (Lemma B.7), the set of such
Wy, ; is defined as C;.

2. For each jth neuron, the above points imply that there are three types of signals, as shown in Lemmas B.9 to B.11:

(a) w},c € C;: Learnable (%|nfn7j7c| is positive),

(b) wk,c € [C]\C;: Not learnable (%|an,j7c‘ is negative),
(c) wy: Not learnable (the growth rate of the product w;rw; is too small compared to (a) because the Hermite
coefficients cancel out (Lemma B.4)).

3. We show that all neurons tend to learn the features (a) w}, c € C; (Lemma B.12).

4. In Lemma B.13, we repeat the argument in Lemma B.12 while keeping the condition of Hermite coefficients in
Lemmas B.4 and B.5 until the products (a) become sufficiently large.

5. We finally show the growth of other products (b),(c) will be blocked (Lemma B.15) once the products corresponding to
(a) become too large, additionally assuming £* > 5

15
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B.1. Characterization of Hermite coefficients

Here we will show that the Hermite coefficients corresponding to +=Hey (w;Tmc) cancel out. That is why wy is not
learnable. Lemma C.8 informally implies that

T *_
(L tmggen + (=1) g2 )Wl wi) !

d tT *
i wy|

from Hey,« (w;Txl) from —Hep« (11);T(L'2)

T *_
S”’(am,j,k*,l —am,jﬁk*ﬂ)(“’; “’;)k '

§nd71/2(w§—rw2)k*fl.

t

1/2
m,j,c

We see that the growth rate of [£f . | = |w§TwZ\ is small compared to . This results in the

m,j,9
hardness of learning wy compared to w;, ¢ € C;.

by a factor of d~

Lemma B.4. At the initialization, the Hermite coefficients of o, (- + pw;';,jvc + by ;) and o (- + pw;l’jvc/ + by, ;) are

evaluated as )
|O‘m,j,z'7c - amjic’| hS p\/@/\/& (< O(d‘1/2))

by continuity, and |Cy, j 1+ | = O(1) and sgn(aum, j o) = sgn(mje1) forall ¢, ¢’ € [1, ..., C] with high probability over
the randomness of the random initialization of wp, ;

Proof. Remember that the inputs are generated as x|c = pv.+z, z ~ N(0, I). w;',;)jvc < V/Iog d/+/d with high probability
over the randomness of the random initialization of wy, ; since wd, ; ~ Unif(S?~') and v, € S*~!. Then we get

< py/logd/Vd

|V ke — Qm ke

for all ¢ € [C] since

| gk = Qmojer el = 1 Bann0,)[(0m(2) = om (2 + pwy, jve) ) Hep- (2)]] S lpw, jve|-

Note that o, j 1+ = E.onr0,1)[0m(2)Heg- (2)] and use Lipschitz continuity for ReLU and use binomial expansion for
polynomial activations. By the triangle inequality, we obtain

< py/logd/V,

A jk* e 2 Omjiex — O(pry/log d/\/g) and ke S Qe + O(p\/logd/\/&).
=0(1). O

|t gk e = Qmgkr e | < 1 Qmjer e = Qg |+ | Qmjoex e — Qi

Finally, use the assumption that |a, ; ;-

We will show that the inequality in Lemma B.4 at the initialization continues to be satisfied:

. . T
Lemma B.5. Let of ... . be the k* th Hermite coefficient of o (- + Wt . ve + by.i). Note 00 .. = Qi e
m,j,k*,c m,j )] m,j,k*,c BVELA

Assume k™ > 2, SuP.cc] K je S d=12HCR) forall s < t, and t <~ Jd* =2)/2, Then we have

‘Oé?n,j,k* - O‘:;z,j,k*,c| /S O(d71/2) for all C7j

at arbitrary time u < t.

Proof. As discussed in Lemma C.8, we have |w§Tvc| SO 2) + O(mJ " [ |kh, . ¥ dt) < O(d/?). Next, we

m,j,c
repeat the same argument in Lemma B .4. O

t
Ym.j.k* e
QX g, k*

Remark B.6. We also assume = (:)(1) and the sign does not change for all time ¢ (assumed in Assumption 3.4)

t

Lemma B.5 and Remark B.6 imply that we can temporarily ignore the dynamics of a;,, ; ;..

coefficient as vy, j k= . for now.

- S0, we omit ¢ and denote the
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Lemma B.7. For all j, there exists c such that
ﬁc,k*am,j,k*,c >0

if C > 2 with high probability.

Proof. Fix j. Use sgno, jk+,c = SgN0y, j k= for all c, ¢ with high probability and there exists at least one pair (c,

such that sgn/3. - 7# sgnfB.,~ by assumption. These events imply that sgne i v j i+ ,c 7 SENBe ke Cm j k* e’ -

Based on the above lemma, we define the set of w}; which is “learnable”:

Definition B.8. The set C; C [C] consists of the class ¢ such that S g+, j g+, > 0.

We roughly observe that

- {nJ Ukb, oM ifeed,

t -1 t
—|k, . | ~=nJ Ol i k* c|Kr s N
dt| mogiel 20T B Qg el s nJ ek, M T ife g Cj,

m,j,c

which implies that C; reflects the learnability of the tasks. We more formally have the following result:

B.2. Evaluation of Spherical Gradient Flows

Lemma B.9. Assume the conditions posed in Lemma B.5. We have

*

k*—1 + (Oém,j,k*-,l — am,j,k*,Q) |£m,j,g

O(d-1/2)

d, n t
Y glmae S a7 | I
c#C;

In addition, if

o |kt ol 2 0(d™V2) forall c € C;,
o Kl el SOV forall e ¢ ¢,
|€m]g‘ (d 1/2+1/(2k ))fOI"C— 1 2

hold, then we have
*—1

k
ngn ,]C dt ZL,JCZO(](Zhimjc)

ceC;

)

O

Proof. By the standard argument of spherical gradient flow (please refer to Lemma C.7 for the parallel discussions in the

discretized dynamics), we have

d nk* *_
G bt I (Bt e ) ™0 = ()

(37 serttmnee) Emig)® THWE) T (W)) — K jicbm.jig)
CI

+ D Bew @mgreer (Bmge)™ (W) T (W) = Kmjertfim,jie)
c’eCi\{c}
C
+ Z ﬂc’k*amjk*c/ (’im,j,c/)k*il((wz’)—r(w:) — Km,j,¢/ nm,j,c)
c'¢Ci\{c}
_nk*

TCJ (ﬁck*am ik e(Bmge)™ THL = (Bmojie)?) = (Qmjre1 — Qi) Emajig)® Kmojic

17
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C C
k* k*
§ Bc’k*amjk*c’ (’{m,j,c’) Rm,j,c — § Berk= Qmjk*c! (Rm,j,c’) Rm,j,c | »
—_———— —_————
reC. v 1dC ~
TN S— N D

where we used Definition B.8 that is rewritten as

1 if CECj
581k Qg e = —1 otherwise

and |y jiec| = @(1) in Assumption 3.4 at the last inequality. Now we have shown the first inequality in the statement.

Next, we will show the second inequality. Consider the sum for ¢ ¢ C;. We have the assumption that |~
d=1/2H1 k) < 0,4(1) for all ¢ ¢ C; and k* is even. Then,

g ,j C m,7 c
C¢C

m]o' ~

nk* - :
S | 7 mindlBe e omg ke eI - o(1)*) D (k) T HC Jamjrs — amgnez| (Emjg)*
< c¢C;

*

<O(d—1/2), from Lemma B.5

C C
. .
=3 Y Beramgpre |Emge [ mgel = Y Y Bekmjkrer [Kmjerl* [fm el

reCfoy T~ ode
c¢Cj c’eCi\{c} =+0(1) cg¢Cj c'¢Ci\{c} =—9(1) <maxrec |K/m . p‘k*_H
Ui _ .
Sy | = 0 Il O 4 O e
céC;
n 2 E*=1 | A(g-1/2 k*
Sar | == C%0a() D 1wl T+ O ) gl | (K5 el S 0a(1), Vo)
C¢Cj
k*—1

SEg | e e | OWT e

cJ

cgCj
where we used (237 | \a,-|)k < LS la;¥ for k € Z>q and a1,...,a, € R by Jensen’s inequality in the last
inequality. As for the sum for ¢ € C;, we similarly have
> sl )
m.jie) g3 Fim.j.c
ceCy dt
E*—1
el LS D el — C?max [ j.o|” T = Od™?) ()" Fmie
cJ ceC, ceCy
E*—1
n g ~ *
Z@ Z ‘Kfn,j,c| C 2 C2 Héax‘/i m,j, c|2 - O(d 1/2)(fm;jvg)k |I{/m7jic|
c€eC; (1) O(d*(k*+2>/2)<<é(d*(k**1>/2)§the first term
* Od
2d T

18
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t .
m,j,g

Lemma B.10. Assume the conditions posed in Lemma B.5. It holds that

Next, we control the dynamics of & corresponding to wy. The growth rate is small because the signals cancel out:

d n ~ Bt « o
&‘Efn,j,g S aO (am,j,k*,l - am,j,k*,2)£m7j7; + |£fn,j,g|<z |"£m,j~,6|k - Z |K’m,j,0|k )
<d-1/2 c¢C; ceC;y
forall j.
Proof. We have the population GF as
d
Sgn(fﬁm’?g)&gfndﬂ
t nk* E*—1 2
=5g0(Emjo) o7 ((Oém,j,k*,l = ke ,2)(mgg)” (1= (§my1,)7)
c
+ Z Bc,k*amjk*c(’im,j,c)k -t ((’lUZ)T(’LUZ) _Hm,j,cgm,j,g)
=1 —
nk* -
=sgn(&, .,) 7 | Qmgga = ke 2) Emagng)™ T L= (Gmg1)?) = D Bk Omirec(Bim.jie) émojig
c=1

<d—1/2, from Lemma B.5

FH A = Emn)?) + | = D0 Ber @mjer o) (Bm i)™ + D (<Ber tmiie ) (Kimgie) | €migl
—_——— —_————

n S
< 0 s
ceCy >0 C¢Cj >0

where we used

3 1 if ce(;

Sgn * (Y. P k* o =

Bit e ke Cm. gk —1 otherwise

at the last inequality. O
Even if we ignore | j |, ¢ € C;, which has the effect of reducing the gradient, the growth rate of [¢}, ; [+ > cc, K el

is small with the “information exponent” equals to k*:

Lemma B.11. Assume the conditions posed in Lemma B.5. Then we have

B
d d N ~
Sgn(é.:n,j,g)& 7tn,,j,g + Z Sgn(“fu,j,c)&nﬁn,j,c S jO ‘ng,g' + Z |Hm,j,c‘
C¢Cj C¢Cj

Therefore, if t < O(Jnfld(k*%)ﬂ)’

gl T D Kb ol S O™?).
cgC;

m,j,c m,j,9

Proof. First, |0, ;.| < O(d~1/?)forallc ¢ C;and |¢}, . | + Dege, Bl = O(d=?)att = 0.

Next, we assume that there exists the time 7 < O(Jy~'d* =2)/2) such that |, | + Degc, 15T

m,j,¢

+ X eqc, |I€;;7j’c| ~ d~'/?+% for some 1/(2k*) > & > 0' Then the assumptions in Lemma B.9

’
.
SUPr ety 7] ‘gmu’,g

'We require 1/(2k*) > § to satisfy |w] v| < d~'/2.
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are satisfied. Therefore, we have

d oy
Sgn( m]g dt mjg+ ngn mgc fn jO |£m,j,g‘+ Z ‘K:mwjac|
cgC; céC;

fort € [0, 7].

Then we will show the contradiction. Let ¢}, ; /| + o K. j.cl = 2t. the dynamics of 2, ¢ € [0, 7] is evaluated as
d x
—z, <A k
't J( )"

where A < poly log d is a constant. By the Gronwall inequality,

Lo

Ty <
(1 — (k* — 1)~ (zo)F" ATt

)wc*fl)'

Therefore, we obtain

|£:—n,j,g| + Z |HTm,j,c|

C%Cj
O(d—l/Q)

<
~ 1 1k —1)

(10 (1600l + Sege, Iusel) 710} )
< O(d—l/Q)
~ - (k1)

(1 _0 (df(k*fl)/2d(k*72)/2))
SO(d™'?),

which contradicts that |7, | + Ecgc Kol 2 d™ /243 This implies that [ el S d=1/2 for all ¢ ¢ C; holds if
t < Jnp~td* =2)/2 and solving the ODE again leads to the desired result. O

B.3. Balancing the Race: Learning Before the Hermite Coefficients Deviate

¥, ¢ € C; becomes sufficiently large before the Hermite coefficients o
deviate too much using a recursive argument.

We will show that the alignment w,), jw} ik

The following lemma shows that w; tends to align with w}, ¢ € C;:

Lemma B.12. Assume the conditions posed in Lemma B.5. There exists t; < O(Jn_ld(k* _2)/2) such that
1. ZCEC |’ffrll,j,c‘ o~ =2/ R

2. |kl 1< O(dY?) forall c ¢ Cj,

m]r
3. [&1.ql S OW@™1?) fore=1,2.

Proof. Combine the results in Lemma B.9 and Lemma B.11. Lemma B.9 implies the first condition by Gronwall
inequality. Lemma B.11 leads to the second and the third conditions because max{max.gc, |, el [343 gt <

t
|£’rr1L,_],g‘ + chcj ‘ 'm,],c . 0

The intuition of the final part in the proof of the above lemma is as follows: The differential equations of x? := Zcecj |/§ﬁn7 j7C|
and y" = >cc, Kt e+ |Emaig

are
—' ~ nJﬁl(xt)k**l, 20~ d=1/?
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and

d .
V' S nJ Ly, Yt a2

It takes at most 7~ .J(2°)* =2 = =1 Jd*"~2)/2 time for 2" to grow up to d~2F 7%= and on the other hand, it takes at least
I ()t ==L gdE D72 (> =1 JdE —2)/2) time for 4! to become larger than O(d~1/2).

Repeating the same argument in Lemmas B.5 and B.9 to B.12, we have the following recurrence formula:
Lemma B.13. Assume k* > 2, A; < 1/2 and there exists t; < O(Jn~*d***" =) such that

St _

1. Zcécj |l€'rn,l]{,c1 l/| ~d Al;
St 3

2. Yege, IWmiet 1+ lmggl S 4712

1
3. st

m,j,k*,c = Qm gk

D(d=1?).

Then, there exists ti41 < n~ ' JdA* =2 such that

ty

l/ 1 ~ A _ k¥=2
1. ZCEC |k e | >~ d="+1 where A1 = %= A+

1
2k*

Z ,_ tyr _
2. Fege, IFnlict 1+ Em gl S 72

»JHC

3 JaZt " — a0 ] < Ot v < O(dY2).
Proof. Let |w}, ; | < d~ St At e [t, ti+1]- Following Lemmas B.5 and C.8, we have

T N N tipa
[wh v SO(d™2)+O0(nJ ! |kt

ty

SO(dY/2) + 0 (4 i +Al(k*—2))

K dt)

<O(d™'7?),
which implies the third inequality. Based on this, the first two inequalities follow from Gronwall’s inequality. The differential
. . Sty . Sttt
equations of o* := 37 o [k i Tt [and yt =30 o (KT 4 [ | are
d .
ax N,'/]J ( )k: 717 xogd—A,
and
Yyt <nd” ke O~ g=1/2,
Y ST,y
It takes at most 7~ LJ (z0)% =2 = =1 Jd4:(*"=2) time for ! to grow up to d~ 7 A==+ and on the other hand, it takes
atleast =1 J ()~ = 5= 1Jd*F /2 (> 5n=1Jd4(* =2)) time for y* to become larger than O(d~1/?). O

As shown in Lemma B.13, A; is shrinking as

k* — 1 1
A = A Apg ==
1= A + BYES 0= 5
asymptotically approaching 1/4. Repeating the above argument, we have the following result:

Lemma B.14. Assume k* > 2 and take arbitrary A > 0. There exists ta s.t.

¢ ZceC | ,j c _1/4_A'
¢ ZC¢C |"{m] c‘ + |€m,j,g ~ -1/
A T Ny og—
¢ |O‘fﬁ,j,k*,c - a(v)n,,j,k* S O(“’; ve) S O(d=1/?)
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*

B.4. Blocking the alignment w!, va p

We will show that the conditions in Lemma B.14 hold for ¢ > ta. Note that |af, ikt e
Lemma B.15. Tuke A = 1/(8k™) defined in Lemma B.14 and take arbitrary t > ta. Additionally assume k* > 4. Then we

— Qum_j k| 1S not assumed in ¢ > ta:

have
¢ —1/4-A
Z ‘K;m,j,c| Z d /
ceCy
and
d
& m]g‘—’—z‘ﬁm]c‘ <O
c¢C;
Proof. Letta is the first time that - >cec; K. j.cl = 0 (note that we can take ¢ such that < ZC€C |Kla el = 0 while

satisfying the conditions in Lemma B.12 and this gradient flow stops at t = o, > ta). First, because - I cec; |/{ | >0

| = 0), we have - >°

m,j,c

and the continuity of the derivative (exceptfor } . |wla e cec; Kt jcl > 0forall s € [ta,tar].
D =

This implies that 3 ¢ [, ;.| 2 d~1/472 forall t > ta.

m,j,c
Next, we bound the derivative of &7, ;o| + > gc, [ ;|- We assume that, there exists ¢ € [ta,00) such that,
+ 2 cge, \nf,;)jﬁ ) ~ O(d~/?*%) with 1/(6k*) > & > 0. However, for all s € [ta,1],

t,
Py s (lﬁm,j,g

d
Sgn(mw mjg+zsgn ch ch

c¢C;
n A *_ x
5@ O( ( Qg k* 1 — fn,j,k*,Q) ‘57717j,g|k 1(1_ §7n_/11 + Z Bc7k*a$njk*c)(ﬁ’maj70)k 7j79|
—_———
<O(1), NOT assuming Lemma B.5 e#C; <0(1)
k*—1
« n ~ ~ "
=D Bep e (Bmge) mggl [+ 57 | Q| Do sl | (@1 = O 2) Omil™)
e€Cs >Q(1) 2d=1/4=a ofC <O(1),NOT assuming Lemma B.5

n o
S A7 1&m.glO (d (k" =2)(1/2=0) _ Qg (1/4+A)))

where we used —(k* — 2)(1/2 — 0) = —(k* — 2)(1/2 — 1/(6k*)) < k*(1/4 + 1/(8k*)) = k*(1/4 + A) under
the assumption that k* > 4 (i.e. k* > 5). This contradicts with the assumption that (|§m gl T chcj Ko el ) =

(poly log d)d—'/?*9. Therefore, we have (|§fn_’j’g| + chc Kt ). C|) < (polylogd)d—'/2 for all t € [ta,00) and this

leads to sgn(&}, ; ) det gg T 2ege, sgn(nfn’j’c)% K, jc S 0 repeating the same calculation. O

By Lemma B.15, we have the following lemma:

Lemma B.16. Assume k* > 4. The following conditions hold true for all t > ta:

]' Zcecj |H£n,j,c ~
2. |f<;fn7j,c| < O(d=?) forall ¢ ¢ C;j,

3 1 O(d=/?) forc=1,2,

Finally we have the following theorem by Lemma B.16:
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Theorem B.17. Forall j =1,...,J, c=1,2, we have
sup €, 4] S O(d™1/?)
t>0

with high probability.

C. Proof of MoE Training

In this section, we present a formal proof that the MoE can learn teacher models (Theorem 4.6), under Assumption 3.2,
Assumption 3.3, and Assumption 3.4. We execute the gradient-based optimization process outlined in Algorithm 1. Our
proof builds upon and extends the reasoning presented by Oko et al. (2024a). We introduce polylogarithmic constants A;
and a;. A; is of the order polylog(d), while a; is of the order m, with the following order of strength:

A1 <ay ' <Ay <Ay <as ' <A .
0< 177<2 :1V<2 SALJ s TS 7‘13 —60).

a2 ~ 3 ag NAp 5145,146 5@5
Aj is derived from the high-probability bounds on the gradient of the experts. ao is derived from the threshold of the
weak recovery of the neuron for the tasks. A5 and As are high-probability uniform bounds on the noise and small terms
in the gradients of the experts and that of the gating network, respectively. As is derived from the upper bounds of the
specific components in the gradients of the experts. A4 is derived from the upper bounds of the task correlation. a4 and as
are derived from the upper bounds of the learning rates of the experts (7.) and the router (1,.), respectively. ag is derived
from the sufficient step size in the optimization of the gating network. Ag originates from the lower bound of the Hermite
coefficients in the router learning stage. A, reflects the order of the mean vector scaling in terms of p, as given by p ~ A,

An outline of the proof of MoE training is as follows:

1. Initialization (Appendix C.1)
We first show that, after initialization, there exists a neuron 5,7, within the set of professional experts M. (Definition C.1)
corresponding to the task c that aligns with a constant factor stronger than other neurons (Lemma C.2 and Corollary C.3).

2. Exploration Stage (Appendix C.2)
After the exploration stage, the neuron j,, which was strongly aligned during initialization, undergoes weak recovery
for the task c}, it specializes in, whereas other neurons fail to achieve weak recovery and remains at a saddle point
(Lemma C.6).

3. Router Learning Stage (Appendix C.3)
After the router learning stage, the router directs the data x. from cluster corresponding to task c to the experts in M.
(Lemma C.14).

4. Expert Learning Stage (Appendix C.4)
After the router completes its learning and experts are reinitialized, the experts m belonging to M ., which now receives
the data x., achieve weak recovery (Lemma C.23) without being affected by inter-cluster interference and subsequently
attain strong recovery (Lemma C.28).

5. Second Layer Optimization Stage (Appendix C.5)
We finally show that by performing convex optimization on the second layer of the expert, the MoE achieves an e-error
with respect to the teacher function (Lemma C.31).

To establish Theorem 4.6, we apply a union bound over multiple events. Given that M = O(1) and J < +/log d, the set of
events that hold with high probability remains closed under certain union bounds. By combining the aforementioned events,
we conclude that the event in Theorem 4.6 holds with probability at least 0.99.

C.1. Initialization

To start off, we consider the initial alignment between the neurons and the index features. The following lemma shows that a
constant fraction of the neurons aligns with the task of their corresponding cluster by a constant factor more strongly than
the remaining neurons. We provide a definition of the set of professional experts that depends on initialization.
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Definition C.1 (The set of the professional experts for class c).
(Jims Cm) = argmax; MW | W
M. ={m|c=c,}.
The following Lemma holds with initialization.
Lemma C.2. Assume C is O(1). Take arbitrary constants § > 0 and Ag = 1 + O((logd) ). If
M ~ Clog(C/9)

and ) M
Vlegd 2 J 2 — log —
og ~C 0og 5
then |M.| > 1 for all ¢ and
T * 2 T * T * 1
Wy e Wan = —=, Wy o« Wee > max  Aglw, ;wi|+

m cr = ’ m cr = Y. m c
sIm m \/g sIm m ek, or jEGE, 5] \/glOgd

with probability at least 1 — 0 with sufficiently large d.

Proof. Fix m. By the symmetry, we have
P(M.| >1]>1—-(1-C HM.

By union bound,

P[M.| >1Ve] >1—-M(1-C M >1— Mexp(—M/C)>1-§/3
where M ~ C'log(C/9).
Wy, ~ Unif (S9=1(1)) is obtained by me = 1 where W, j ~ N(0,21). We have ||| ~ 1 with high probability (the same
argument as Oko et al. (2024a)). Consider the value of &y, j.. = @), ; (U= s W Wi "w, and D erte Wy, jwh (wh) Twe.
Then, for each 7y, j ., there exists R, j i N(0,d~1) such that % =1+ O(d~'/?) because &, ; . are independent

=T T -1 .
and Zc,# Wy, ;wy (wy) wi S d™ . Therefore, we evaluate the values of &y, j . instead of w,], SWe-

‘We show that there is some j s.t. Ry, .. is large enough: First,

PR e < 2d7Y?] <0.9.

Then,
P[max &, ;.. > 2d~/? for some j] > 1 — (0.9)7¢
Taking
M
JZ —1

]P’[m?x Fm.j.c > 2d~ Y2 for some j] > 1 — ETTa

Following Chen et al. (2022), we have

0 T * T * -1
<1 - W) Wm.j5, et 2 c#c*ntzr%ﬁéj mj cl=0Wd™)

and therefore
5

)
T T * * —1
Wi, jz, We, 2 eten or i <1 + 6MJ2C2) |, jwe + 6MJ2C2 Ymain Wer, — O(d™)

with probability at least 1 — §/(3M) and the desired result follows, using W > (logd)~! and w;',—l)j’* wko > 24712,
O
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Since w,| .w?* = O(y/Iog d/+/d) with high probability and ——— G e Bl 1 4+ O(d~"/?) with high probability,

m,j min/ ‘a?n,],k*,c/ﬁfwk*l

by taking J as sufficiently small, we have the following inequality:

Corollary C.3 (Following (Chen et al., 2022; Oko et al., 2024a)). When J = C~tlog M and M 2 C'log C, for all m, we
have at least one neuron w.,y,_ ; such that

1
.
W jz, Wey, = Nz
and
T k*—2
‘ m, g% k*,c, BC* ,k?*|(wm e w::k* )
T k2 T N
> max{max |G}, o oBeke |, | max Z Ser @y i e Vi |} (oA W, jwe| + a(wy, ;= W )
dee] " b8

with probability at least 0.999, where a is a small constant < (log d)k**2

Remark C.4. The term am ke defined in Lemma C.7, varies with time ¢ as it is a Hermite coefficient influenced by the
mean vector pv, of the data x.. Nevertheless, Corollary C.3 holds for all ¢ throughout the exploration stage. This is ensured
by the bounds on the Hermite coefficients provided in Lemma C.8 and Lemma C.9.

Remark C.5. From this section, we will discuss Phase I to IV on the event that the initialization was successful.

C.2. Exploration Stage

We train the first layer of the experts. We employ the correlation loss to eliminate the interactions between neurons. The

ahgnment at time ¢, denoted as ! is defined as the inner product of the feature index w} and the weight of j-th neuron

m,; at time ¢, expressed as K mj = w*Tw m,j- Similarly, £ g mj = w;th m,; 18 defined in the same manner. The
purpose of this subsection is to estabhsh Lemma C.6, which serves as the formal statement of Lemma 4.9. Within the expert
set M., there exists a neuron j such that the alignment magnitude k., ; with the feature index w;; satisfies k. ; > ao for
some constant as > 0. In contrast, for all other expert sets M with ¢’ # ¢, no neuron achieves such alignment; that is,
Ke'myj < O(d_%) < asg for all j € M. Moreover, the remaining neurons in M also do not reach this level of alignment.
To prove Lemma C.6, we first decompose the stochastic gradient update into its population and noise components. Then,

by introducing auxiliary sequences, we establish a lower bound for nz%,m’ I’ (i.e., weak recovery) and upper bounds for
|kt m 4| for all (¢, j) # (cr,, dr,) and |s, . .| forall j € [J].

Lemma C.6 (Formal). Consider the expert m € M Let w w? < Agd~2 = O(d~Y/?) forall ¢ # ¢, w*Tw* <
Aud -3 = O(d 1/Q)for all cand nt = n, < a4d . Then, with high probability, there exists some time t1 < T =
@(ne_ld ) such that the following conditions hold:

c,m,j?

t1
. o>
'%cfn,m,j;‘n Z A2,

* |Ke gl < 5Asd™2 = O(d~1/?), for all (¢, §) # (s i),

| <5Asd~2 = O(d~Y/?), forall j € [J).

* |r, Kgim,j
Gradient update decomposition. First, we assess the evolution of the alignment by analyzing its population and stochastic
contributions. Note that at the exploration stage, the router distributes the data to the experts with an equal probability of %
because the weights 6,,, of the gating network are initialized to zero.

In Lemma C.7, we will evaluate the update of the spherical gradient descent

T T
S DS pUE S B *T[wém,jf 0 (Ia = Wy j W5 )V, 1 (M(&e) = M) T ()Yl om(Wh, g Te + b ;)]

myj T myj T T :
o ‘ o me,j t(Id - wt 7TLJ )v t 1 (m(xc) = m) Wm(xc)ycam’jo—m(wﬁn,j L + bm])”

Note that I; — wfmjwfn,j—r is a projection matrix used to project the gradient
Vet 1(m(ze) =m) mm(ze)Yem, jom(wk, szvc + bm,;) onto the tangent space of the sphere S¢~!. Addition-
m,j )

t+1

ally, normalization is performed to return the vector w,,, ;

to the unit sphere.
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Lemma C.7. Suppose that ' = 1, < asd™ 5 and K .« mr 2 %d*% With high probability, the update Oflic m,j and
ng m,j Satisfies the following bounds.
t+1 t =l s T t t
Hc:n,m,j;‘n 2 Hc;*n,m,jm 2 Z Z |:1am,j7n,’b,cl/36, 1( gk ) (wc;*n Wer — Hc* ,j;‘nK’C m,j)

c'€[C]i=k*
+ 0S¢ Qmjx e Vi( KL i )Z_l(w** Twi— k. kb ) =k () A
¢ myj, i Vil g m g, e, Wa T Fep, mogs Fgm gy, Chy M

+ntwr T (I —wl, . wl, T):t

* — W, sk e
mgn T mLgn, ™45

Let c # ¢}, or j # jr., we have

1, T L i—1
Zm,] M2 Z Z |:7’O‘m7] i,c/ +Ber 1( Kerm j)z ( Z Z’ - "Qz,m,jnz’,m,j) + Zsc’amd»iﬁ/ryi(’{tg,m,j)l
]i=k*
t 2 £\3 3 43
T |5, ,'|(7I)A1d (n*)"Ai°d>2 T Ti—
(w0 w0y = K 5l )| — - et (L= wh gty )E
t+1
S Kemyj S
1, T L i—1
f:m,_] M2 Z Z |:'LOém,_7,zc ﬁ(, z( Ker m])l ( Z :, — K‘(t:,m,jKZ’,m,j) —|—ZSC/Oém7j,i7c,7i(th7m7j)l
]i=k*
t 2 + 3 43
T |’€, ,'|(77)A1d (77)141612 T Ty—
(w0 Wy = Kl )| + A e (L=l gt D
Let j € [J], we have
1, T L i—1
gmyj CM2 Z Z [m"““ o Ber i (K ')Z (wg wp = Hfz m,J"iC' mag) +Zsc'amxjvi»C'%(’@;m,j)z
]i=k*
t 2 t 3 ;3
21 Kb ) A () AR Too
(1 (o] - a0V A G Ty
t4+1
< Rgm,j =
1 L i—1
H; m,] CM2 Z Z [lamd,%c 56' Z( c/ ,j)l ( T :/ - K/‘tq,m,jl{z’,m,j) +Zsc/am,jyi-,c/’\/i(né,m,j)l
' €[C) i=k~
t t2 4 2 ¢ 343
21, Bomy”A%d ()’ APdE T\t
(U= ()] + 2T ST et (L = wl ) -
Z ..., represents a mean-zero random variable satisfying ||=* wng | = O(d?) and |uTEt,,, S = O(1), where u ~
Unif (S9=1), with high probability. We can also obtain }Hiﬁ}w K ’ O(ne) and ”i;—;rlw ‘. 7j| = O(n.) with

high probability.

Proof. The population gradient for the first layer of the expert can be represented as a decomposition in the following
manner.

Vu,, JE B, |:1 (m(xc) = m) Tm (xC)ycam,ij(wm’ijc + bm’j)}
= EcEwc [1 (m(xc) = m) 7Tm(xc)ycam,jo'm/(wm,j—rxc + bm,j)xc]

M2 [( Z /6” ) ZT%) + Se¢ i \Z% »(w;Txc)) (i WL\/Z;!MHei_l(meTa:C))xc}

ce[C] i=k* ' i=k*
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ﬂcz *T > Z'OZm’ j i =t 1—1
mgw;‘ o Jatete NG B (7 et ot )
Be,i w* it i e (i — 1
+Ez[(i=zk* e (w2 z z>)(; 20 O (P LENRIGACIEONISY Ra )
- i 2 (B (i Crhe i >)(im”’“ S (17 e Y]
CM?2 e z = \/’ i—1\We 2 e \/;' s I Ci—1-1(Wp, ;2 ) PWy, ;V We
@
P 0~ . i-1 .
r Y4 " 10l i 1—1 .
+E, -<Sc 1; ﬁHei,l(ngz)) (; \/ﬁj 2 ( ; )Heil1(w;¢jz)(pw;7jvc)l>w9}
)
o _ P o Lo =2 .
+E. (lg %Hei(w:—r'z)ﬁ%i; \F/Y%Hei(w;—rz)xg m%’l ; <Z ; 1) (i—1—- 1)He¢_l_2(w;jz)(pw;,jvc)l)w,,hj}
()
e Be,i . oy . it i e (i — 1
+E, <7§; \mHei(wcTz) + sc g; ﬁHei(ngzD (; \/@»’] 2 ( l )Hei_l_l(w;jz)(pw;” ¢) )pvcj| )

where the second equality is due to P(m(z.) = m) = 5 and m,,(,,) = 7;. The third equality follows from the definition
Ze =z + pve where z ~ N(0, I4), along with the condition v. " w} = 0 and v."w} = 0 for all (¢, ), as well as the
binomial expansion. The fourth equality is due to Stein’s Lemma and integration by parts.

With the spherical gradient, (III) is negligible since w,, ; is unit-norm and sz(Id - wm’jwmyj—r)wm,j = 0. When
considering v. ' Vo, ,E[1 (m(zc) = m) T (%) Yetm,jOm (Wm,j | Tc + bm,;)], AV) can be ignored because v, 'w}, =0
for all (¢, ¢’). Thus, we expand (I) and (II).

l m c,t * i— *
0= ZZ( ; Jl( z’)<pw7mvc) )Z\%( D )

i=k* =1

p* oo

l m, i ] cleyd /. * i— *
{ = Z Z( a jl( Z)(p ;r”vc)l )%(z - 1)!(ngwm_’j) 1wg.

i=k* l=1

Here, we introduce the discrepancy = wm . between the population and the empirical gradient.

—_ T
Htwm,J :_vwfmjl (m(zc) =m) Wm(lIC)ycam’ij(wfn,j Te+ bm,j)

T
+vwfn’jE[1 (m(xc) = m) 7Tm($c)ycam,jam(wfmj Le + bmj)]

We evaluate the empirical update of the alignment.

T
ﬂt+1 B "{z,m,j - ntw (Id - rrL 4w )v wt, r 1 (m(xc) = m) Wm(xc)ycam;jom(wfn,j Te+ bm,j)
mug T
em,j wan’j —n'(la — wy, )V 01 (m(xe) = m) T (Te)Yem,jom(Wh, ; Te+ bmJ)H
et T (T — Vet 1 = ; LT g+ by
Z Kem,j — 1T We ( d = Wy ;W ) J (m(xc) = m) 7'rm(xc)ycam,]O'm(wmd' Te + m,])
Kmogl (1)’ T
s Oy 1 ) = m) w1l e+ b
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_ )

T 3
Ve, L (m(xc) = m) T (Te)Yetm jOm (Wry ;- Te + bm,j)|

m,j

* Lot ;.1 1 T .
2 o =t 5 (30 (1 (1 o)

() =
ce[Cli=k* =i

. 1—1
(i — D)(ws "t ) )w twt T (I —wh, w0 )

' CM2 Z Z (Z (lam!j : <ll : 1) (pwfn,j—rvc’)lii) ZS\(//Z;'Y7 (Z - 1)!(w2—rwfn,j)i71)w;

' €[C] i=k*
Iiim |(n A12d A 3d5
- | : ’j‘( ) - (o ) - +77tw:—r(]d_wfnjwfan)Etwm,j
2 2 ’ ’
o g T 3 55 (i $ (1Y )
c,m,j c d m,j m,j C M2 o5 \/77 ol \/ZT l1—i m,j c
c'e 1=k* =1

. iﬁcﬂi
ﬁ

m,J,t = lm l_l 71“5’72. * i— *
o 2 Z(m S Z_Ei;l(aﬁ” <l_i>(pwfn,fw>l ) gt ) g

c'€[C]i=k*

, i—1 T
(= Oty Tl ) Yk + el (gt gl ;)

t

_ ‘Hc,m,j

+ntwi T (I — wh, w! T)Et

mJ m,j

(n")*As2d 3 (n")*A3d3
2 2

Wi, j

Kt t i—1 T t t St t i—1
= cm] MQ Z Z ( Qg c’ﬁc Z(ﬁc/ mj) (w: w:/ - 'Lic,m,jlic’,m,j) + ZSC’O[m,j.,i,c”yi(F;g,m,j)

c'€[Cli=k*
t t\2 4 2 1\3 4 342
T Kemil (M) A1"d  (nt)” A °d> T T\
(T = KL b)) — - e (L=l gt )E -

where (i) is due to Taylor expansion, Cauchy-Schwarz inequality, and the orthogonality property of the Hermite polynomials.
In (ii), we used the expansion of (I) and (II) and ||V, ! (m(ze) = m) T (T)Yelm,jOm (w xc +bm )| < Ar dz
which holds with high probability. Here, we 1ntr0duced al defined by

m,j,i,c

ial

00
m,ji,c ZOlm j i (lam,] N t l—i)
Vit Z Vil (l - z)( ma te) )

Furthermore, it can be equivalently rewritten as follows:

~t 1

/ t T t T t T
Qi = —=Ez am7j0m(wm’j 2+ pwy, ; Ve + bmJ)Hei(me
Vil

z)} .

Note that the definition of ¢, ;; . given here differs from that of a, ;; . in Appendix B. In Appendix C, we define the
Hermite coefficients by incorporating the perturbation induced by pwm,ijC, and formulate them in a manner involving a
first-order derivative. To distinguish this modified definition, we introduced the tilde notation.

In the same way, we obtain an upper bound as follows:

t+1 t
c,m, g < R

t i—1 T t t St t i—1
( m,j,i,c’ ﬁc l( Ker m,j) (wz ’U):/ - qu,jﬁc’,mg’) +280'am,j,i,c”yi(ﬁg,m,j)

L ,-\(77t)21412d+ (n")>A2d3

2 N =

m,jm,j c = Wmj-
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) . LA %d 34,343 2 .
When (¢, ) = (¢5,,7%), “c,m,J(’;) 12y @) ;h 2 < Kt (1) Ay?d since we have Rex mjs = d== and

a4d*%
We obtain an upper bound on the difference of . n,, ; over a single step.
t+1 t t T
Hc,m,j c m,] |< n |w (I - ’LU w )V’wﬁn 1 (m(xc) = m) Wm(l'c)yc&m,j(?'m(wm’j L + bm,j)‘

58 g (%) T
+ Ve, L (m(e) = m) T (Te)Yetm jOm (Wry ;- Te + b j)|

9 ™.
(77t)3 «T t t T _ t T
+T|wc (Id - wm,,jwm,j )wan-,j 1 (m(xc) - m) Wm(xc)yca"%jo-m(wm,j Ze + bm«,j)'
T 2
Ve iy 1 (m(x.) =m) Wm(xC)ycam,ij(wfn,j Te+ by j)|
(776)

All terms on the RHS are bounded by O(.) since
jwi T (Ia = w )V 1(m(ze) =m) 7rm(ffc)ycarngffm(w J et by =0(1),

m_]

Ve, 1 (m(a:c) = m) ﬂm(xc)yca,mjam(wfnJ Te+ b,n,j)|| = O(d), and
i (1 = why jwh, )V, 1(m(ze) = m) wmm)ycam,jam(w; e+ b))
G Wm,g Yo J
. ||Vw¢w1 (m(ze) = m) Tom (Te)Yetm jom(Wh, ; T2+ by j)H = O(d) with high probability.

We establish similar statements for g ,,, ;. We obtain a lower bound as follows:

T T
1 "{Z, m,j 1 U}; (Id - f—n,j )vwfn,j]- (m(xc) = m) Wm(xc)ycam,jo'm(wfn,j Te + bm,j)
sm.g T T
g,m.,j mea nt (14 wfnijmﬁj )waw 1(m(zc) = m) T (Te)Yelm, jom (W), ; e+ bmJ)H
@, toxT t t T
2 Hg,m,j -1 w (Id - wm J m ,J )v t m.,g 1 (m(xc) = m) ﬂ-m(xc‘)yca’mvjo.m(wm,j Le + bmv])
|6 | (09)? T 2
Lol 1 (m(are) = m) Ton ()t s (s e )|
3
) v 1 - (W Te + b
5 Ve, 1 (m(@e) = m) T (2e)yetm,jom(Wn, ;- Te+ bin.g)

(i2) lm, »
2 gm]+77w (Id_ m wm] CM2 Z Z(;(a l']l<l—z>( fan/UC’)l )

c'e[C] i=k*

. i/Bc’,i
ﬁ
aim 2 5 (S () mis e S Tt e

' €[C] i=k*

—|— i—1 « T T
( - 1) ( * w’fﬂ,_}) )wc’ +77tw; (Id - wfn,jwfn,j )

KL |0 A () Ay 2d3

,m, T Ty—
~ Ll L E T ACE s (1~ wly gy )
T, 1 v i = /o -1 T
t t, kT t t m.Jj,i mygl (VT t I\l—i
Ko m.i Fnw: (Ig—w,, wy, . )= E (74— E ( ( )(pw L) )
g,m,j g m,j Vm,j 2 - _ m,j Ve
oM /€[] i=k Vit g N Vi L

T

ZB/' T i—1 T
= N Tl ) w4t (T wh k)

Vil
m > l m,j l_l —q ; c Vi, * i— %
D > (s + 3 (F (325wt T =) 22—t Tt ) s

' €[C] i=k* =i+1
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gl AR (g

T\—
9 9 + Utw (Id — Wy, jw’lt”ﬂ,] ):tw'm,j
1—1 T . ~ i—1
s s $ (@B 0502 g )+ g )

li=k*

t 2 £\3 3 ;3

2 68 1) Ar%d () A% T
(1- (th’m’j) )) _ 1Rgm,j 5 B (n") . +ntw (I — b wt L ):twm,j~

where (i) is due to Taylor expansion, Cauchy-Schwarz inequality, and the orthogonality property of the Hermite polynomials.
In (ii), we used the expansion of (I) and (II) and |Vt 1 (m(z.) = m) T (Tc)Yelm,j0m (wfn’j—rxc +bm )| < Aqdz
which holds with high probability. '

In the same way, we obtain an upper bound as follows:

1 i—1 T i—1
Iitg—j—m,j S Kf}, ,] CM2 Z Z (ZO[ ,_]zcﬁc l( ) (’LU; U):/ _Hf] m,j"q‘c’mj)—i_lsc'am]zc”ﬁ( f], ,j)
]i=k*
t 2 3 ;3
2 |’<°', ,'|(77)A1d (77)A1 d3 T Ty
(L= (k) ) = - ety (L=l gt DE

Similar to & ,,j, We obtain an upper bound on the difference of s ,,,; over a single step.

T T
K/;-,‘rﬂll,j - Kf],m,j|§ 77t|w2 (la — wfn GW )V 4 le (m(zc) =m) Wm(xC)ycam,jUM(wfn,j Te + b,
2
|Kgm.5 (1) T
+i%;—ﬂm%gmmm:mMM%m%mmmzj%+mwn
(nt)g T I t t T \V4 1 _ t T b
g lwy (Lo = wyy Wi )V, 1(M(2e) = m) T (2e)Yetm, j0m (W, ;- Te + bmj)]

T 2
'vafn’_jl (m(xc) = m) 7Tm(xc)ycam,jO'm(wfn,j e+ bmJ)H
= O(ne)-
O

Note that Zf, , are mean-zero sub-Weibull random variables, and their partial sums exhibit strong concentration behavior.

Weak recovery for the corresponding cluster. Building on Lemma C.7, we establish Lemma C.6.

Now we show that the mean vector pv, does not significantly alter the Hermite coefficients of the activation function when
~ 1

'%2 ,m,J = O(d_j)

Lemma C.8. Suppose that |v."w wy, ;| = O(d_%), Ko m gl = O(d=2) and [Kg.m il = O(d=2) forall s =0,1,...,t <
O(d*"—1). Then, by setting n* = n, < ayd™"=, we obtain that \a;j} e~ Qmgil = O(d=2) with high probability.
Proof. Consider the case where oy, ;; > 0. Suppose that |v. w3, ;| = O(d =), |68 sl = O(d~7) and |65 m il =

O(d’%) forall s =0,1,...,t Then, by leveraging the evaluation of the gradient update in Lemma C.7, we obtain that

|UC t+1|<|vé m]|+|

2
Z Vi + laTVLJ,l (,ﬁc Z( (,'rn,J) (1 - (UC 7n]) )‘

2
CM =
2
CM2 Z Vi+ 150 mj1 c’h( gm,y) (1 - (vCTwin,j) )|
i=k*
2,42 34 3,2
|Ucwan,j|(77t) Ai"d (') Ay d> tT ¢ t Ty=t
+ 5 + 5 +n've (o — Wy j W j ) w
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< |UCT 21

t
k* ~ ¢ ! k*
S 3 [ o T max 5, il ) 5,700

»

0
+|’Uc mJl(ng) 2A4%d N (n*)3A3d3

2 e (I = m.j W JT)ESwfn j]

S |vC ‘+tCM2p p + max|a ,jlcﬂ01|maX|K’Cm]| +maX|S am]1071|max|’€gmj| )
max; [v. | w 7»|(776) A%d (1e) 34,343 ¢ Tl
+t T;J + = 2 + Zne’UCT(Id - w;,]w:ng )‘:‘Swfmj

=0(d™?)

where the last inequality is due to e ]\/[2 p*Vp* + I(max; s |G, GricBesi |’% m.j |]C +
* maxs |Ue m, e) A d A = e 345

maxzs|s Ckmjlc%|maxs|/€gmj|k) _ (d k) axs |v w2J|(U) 1 _ O(d k*+1 )’ and (77)31 dz
O(d=*5+%), since we have . < asd=—"%, [v.Tw ws, ;| =0(d~ 2), and k¢ my =00 ~2). Note that |v, Tw wh, | = 0(d?)

with high probability.
Additionally, when t < O(d* 1),

|Z nevc Id - ,J m’jT)Eswm,j| = 0(776\/%) = O(d_f)

with high probability.
Recall that

oo -~ 1
1Qm, i (lam,a (=1 t l*i) Ymjie!
+ Wy, 5 | Ver = .
e 2, G ot ™) ==
=1
~ , 1—i

Since pv. Twj, ; = O(dfé)’ the series _,°, (la\%’l ("D (put, ijc ) ) decays exponentially with respect to d.
Together with v, "w?, 4 = O(d~=) and K. = = O(d~2) with high probability over initialization randomness, we obtain
| ~::;Z ¢~ Omyj, i =0(d *%) with high probability by induction. The proof can be similarly established for the case where
O j,s < 0 since k™ is even. O
Furthermore, we demonstrate that when /<ac m,; grows asymptotically larger than those of other neurons whose KC m,j have
not increased significantly, v, " ; also becomes larger, leading to an increase in the Hermite coefficient at, e

Lemma C.9. Consider a neuron whlch satisfies otm j i+ Ber > 0 and oy, jiBc; > 0 for k™ < i < p*. Suppose that
O(d_%)for all s = 0,1,...,t <7 = O(d* ~1). Then, by

|UC m]|_Q( )’ K“f'mj:Q(d ) and|mgmj|_
setting n* = ne < asd” 2, we obtain |ozf;f; iel = lom gl = Q(d~2) with high probability.

Proof. Consider the case where ., j; > 0. Suppose that 7, ; = Q(d~2) > 0and |5, .| = O(d~2) for all

g g,m,j
s=0,1,...,t, we have
Nep g ’
’UcT g; Z 'UcTwr?n + C;&Q [Z Z+ O‘m]w 0601( cm,]) (1 - (’Uc me) )
s=0 i=k*
p* . 2
B VI T8 () (1~ (T )]
i=k*
T,,s 2 2 3 343 ¢
max; |v. ' w |(n.) A1°d Aq°d 5
. s [ve Z,J‘(WP) 1% t(ne) 5 1@z + Znevc—r - wfn,jw;n,jT)Es’wm,J

s=0
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e 7 s 2
> v, "), ; C”MpQZ\/k* 1&5, e Bee (K5m ) (1= (0 Tws, 1))

Nep * * ~3 5 k* . 2
S o Tl il gl 1 — (0T
s=0

(1]

max |ve ' ws. 2A,%d 34,3d3 ¢
. s [ve ;,J‘(ne) 1 _t(ne) 21 : —‘Znech Iy —w;, w, T)

m,jm,j
~ 1
= Q(d_§>7
« - . T8 24 2 - .
where we used F5%p*\/p* + 1 max, |5c@fnjic%‘||’€§mj|k = O(d*"), 2= [ve w’g’f‘(""’) Ad o(d=* +%), and
3 5 . N -
M = O(d~*+%), since we have 7, < asd™ =, [v. w?, | = O(d~2), and k¢ = O(d~ 7). In addition,

m,j c,m,j

whent < O(d* 1), we have that |3 _ neve " (Ig — wi, jws, T)=%, | = O(nev/t) = O(d~7) with high probability.

’m] m,j

Note that |UCTw9n7 = O(d~2) with high probability. Thus, combined with the assumption that sgn(cv,, j,i) is the same for
all i and p = O(1), it holds that

s~ oo

W jic ZOérn, i lotm 41 I—i Z.Oérn, j,0 ~y —1
e = Shty 3 (2 ( i)w T ') = I G,
: ' l=i+1

=0(d" %)
The same holds even when o, ;,; < 0 by considering the upper bound in the same manner. O

t T

We show that even as w!, . " v, increases, the coefficient &, remains bounded by a polylogarithmic function in d.

c,m,j,i

Lemma C.10. &}, ;. = #]EZ am}j,ia;n(wﬁmj 2+ pwl, vc)Hei(wfn,sz) = O(1), where z ~ N(0,1,) and
T -

pwh, ; ve = O(1).

Proof. Define Z := w!, .z ~ N(0,1), since ||w 1. Also note that pwfn,j—rvc = O(1), given ||v.|]| = 1 and

p = O(1). By the Cauchy—Schwarz inequality, we have

m,j mJH

2
Bz [0 (Z + puly ;v + b ) Hei(2)] < JEZ[% 0 (Z + puly ; ve + b ) |/ Ez[Her (27

2
f\f Ez[amj o! (Zerwm] 'Uc+bm7j) ]

We now provide casewise bounds according to the activation function o,.
If 0, (+) is the ReLU function o, (-) = max (0, -),

2
\/Ez[am,g 02+ puty ;v 4 b ) ] < .

If 0, (+) is a degree-p polynomial o), (- + by, ;) = Zg;é Cy(-)? with p = O(1),

p—1

\/]EZ [agn,j(’in(z + pwh, ;Tve + bm,j)?] = |am,j|\ Ez {( Z Co(Z + own,jT”c)q)ﬂ

q=0

p—1p—1

< lamjly| YD 1CeCrlEZ [(Z + pul, ;Toe)1+7]

q=0 r=0
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2(p—1)
<lamjly| > CuBz [(Z+ pwl, ;Tve)]

u=0

2(p—1) .
= |am,jl Z C, Z( ) 129 pwt, T |
= 0(1)|am,j

where the constants Cy, C.., and C, arise from the binomial expansion. Combining both cases, we obtain

1 ~
~t _ ’ —
Qi = \ﬁEz [amhja (Z + pwt, g vc + by ;) He; (Z2)| = O(1)
as desired. O
Remark C.11. For the sake of conciseness in the exposition of the proof, we omit the superscript ¢ in &, j.i.c- Based on

Lemma C.8, Lemma C.9, and Lemma C.10, the bounds in the subsequent lemmas are properly justified, regardless of the
variations in the coefficients & ac mg,ic

To prove Lemma C.6, We introduce auxiliary sequences that provide the following bounds.

Lemma C.12. Consider the expert m E M Let w* T w? < Ayd~2 = O(d~Y2) forall ¢ # ¢, wZTw; < Agdz =
O(d Y2) for all ¢, and n* = 1, < asd="7. Forall s = 0, 1 ., 1, suppose that

S

L <
C:{n’md:n = Gz

° S

Kc,m,j| S stz;*n,m,jjn fOl’ all (C7j) # (C:;Hj:;L)’

| ij| < ApAsd éforall (Cvj) % (C:‘nvj:n)’

* |Kgml < K& m.js, for all j,
o |KS il < A2Asd™3 forall j.

Then, by introducing auxiliary sequences (P; )H'l and (Q3 )H'1 characterized as follows:

: n° ~ B -1 .
PIS—H =P+ O M2 k*a"%j,*n,k* cr /BC;‘W ( ) with ]DI0 = (1 - a2)’€2fn,m,jfn
and
o« ~ k-
é+1 Q, (1 + az) CM2 k max { chv‘:llX |a7n,j,k*,c//60’7k* Z SC/CM,,L gk* e 1 Yie* }(Q;) 1
c’elC]
g k*—1,_1 1 3
Ak e e, B e (855 s ) A% with QF = (1+ ag) max{maxc [k . |85 m 51 5472},

Kgs m,jx 1S lower bounded by Pf forall s = 0,1, ...t + 1 with high probability. For all (¢, 7) # (s dim)s |KE ;| and
|/£g m. ;| are upper bounded by Qj for all s = 0,1, ...t + 1 with high probability.
Proof Suppose that K. m] < ap, |Kg 5l < KEe e forall e # cforj & T, and |k, o] < Ay Agd 7 for all

€ [J]foralls =0,1,.

We first deduce the auxiliary sequence (P?)"1j.

s+1 S 8 i—1 LI s
Repmogz, = Reg,mgs T Mz Z Z Wiz iscBei (Ko m s, ) (Wa We = Ky m jz e, g, )
ce[C] i=k*
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with high probability.

Therefore, forall s =0,1,...,¢, k3. ,, j» can be lower bounded as
m? WJm

k*—1

1 —a ’

s+1 2 77 *x s

Fow mgs, = (1= 02)KZ o = + § , oz R G ke e Beg, o (K m i)
s'=0

, : o \E+1 0_ 0
With the aid of an auxiliary sequence (F°),Z, where P’ = (1 — az)ky. ,, ;. , and

s s 77 * ~ s\k*—1
P = B o sk g, e e, Bes e ()
Ko . is lower bounded by B’ forall s = 0,1,...,¢t + 1.

wam -7

Next, we deduce the auxiliary sequence (Qf)14.

For the upper bound of max,.: or j¢sx |k Cfﬁj |niﬁj — K m,J| < Ain, with high probability. Thus, the sign
of ﬁ%‘;nlj is the same as that of x; ,, ;, or |/<;‘Ztnlj\ < Ajne. Similarly, the sign of Ii;ti ; 1s the same as that of r ,, ., or
|/€;?;n,]| = Alne-
Fix m € [M].
We show that the following bounds hold for all s = 0,1,...,¢ + 1.
* maXczes |KS,, ;| is upper bounded by Q5 for all j € 7.,
where the sequence (ch)i; is defined recursively as follows:
0 |
QI c = (1 + a’2) max{|K“c m77| id 2 }7
and for s > 0,
*— * ~ s *— —1
S+1 QI ¢+ (1+az) 07;\42 k* max |O‘m7j,k’*,c’ﬁc’,k* (le,c)k ! + A3 07;\42 k™ O, 5,1 o ch, (’%cfn,m,jfn)k tde
with high probability.
* |} ;| is upper bounded by Q5 , for all j € J,

where the sequence (QI, g) Si 0 is defined recursively as follows:

ng (1+a2)max{|’€g m,_]| dii}

and for s > 0,

w *_1 .1
(Qig)k 1+A3 r k*amak N ﬁc* k( m,j,*n)k td 2,

IS»;l = Qig + (1 +a2) ” k™| Z Se Qi o* e/ Vi CM?

CM?
¢’ €[C]

with high probability.

* maX.c(c)|Kg ;| is upper bounded by Ry, for all j ¢ 7.,

c,m,j

where the sequence (Ric)tg; is defined recursively as follows:
0 _1
Rl,c = (1 + az) max{glé%*x |ni7m7j|’ 5d 3 }’
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and for s > 0,

n’

Rs+1 Ri .+ (1+asg) e

k* max |Oé7n,j,k*,c/6c’,k* ‘(Rlsc)k 717

with high probability.

* |K3 ;| is upper bounded by Ry forall j ¢ T,

g:m,J
t+1 . .
where the sequence (RIS g) Si o 18 defined recursively as follows:

RIg (1+CL2) maX{|Hg m,jl dii}ﬂ

and for s > 0,

S s 77 * E : ~ s \k¥—1
R +1 RLQ + (1 + (l2) CM2 k | Sc’am,j,k*,c”Yk* |(Rl,g) s
c'€[C]

with high probability.

Furthermore, forall s = 0,1,...,t +1,Qf ., Qf ;. Rj ., and R} ; are upper bounded by Q.
We sequentially present each bound.

Forc# ¢}, and j € 7,

c,m,j

|51 | < max {Alne,

i—1 * 1 s s
cm,j M2 Z Z (Zamdifﬂc’i( c’,m,j) (w w — Reom,iFe im,j

Cli=k*

s
i—1 * T S s ‘Hc,m,j
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}
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7732141265 + USSAlgd%
2 2
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o
1D i jieBei (K m ) (L= (825)°)]
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c'F#c,cr, i=k*
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€[C) imh- o ElC] i=hk
s s 2 3ds
Keom, i I\ Ai°d S)7A d2 * s S =s
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S
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|’f§,m,'|(7ls)2A12d (778)3"413d% s, x 1 s s Tyeos
+ ] 2 + 9 +nw, (Id T Wiy, i Wiy 5 )‘:‘ wy, }
< maX{Ame, Koy + (1 az)cgmk max [, j, k= er et 1o Kol
9 s s 2A 2d s\3 4 333
. Rt xRl () A (n°)"As"d>
Ay ek G, Bt (585 s, )Y 5 +
T (L= w0 ) |}

< max {Alne, H;ax |I€c _

’
9

2 K -1 1 1 B
+(1+ Za2) ZCMzk g [ B e e { e w2 (52

S 2
s'=0
S S/ *
n ~ ’ k*—1 71 ’ ;T =’
+ A3 S/z::o CM2 k*am7]7 ,cmﬁcﬂ” (Kz;‘n,m,j;‘”) 2 + glé%’fi Z:OU ’U) d wysn,jwysn,j )Hs W, j }
Since, wi " w?, = O(d=z) forall ¢ # ¢, w;—rwz = O(d~2) for all c, Hcmj = O(d2) for all (¢, j) # (c,, %) and
K mj = =O0(d- ) for all j € [J], the term k* max; |G, j i+ e Be, k> mc7m7j|k -~ subsumes the remaining terms within the

. . . . . s (n*)2A12d s\34,345 . .
expression M2 ( ) with wight éag in the fourth inequality. I5e,m. ‘(;7 s + ) ‘31 4% are subsumed with weight %ag

by n° < asd~ % and |K%,, ;| < A2 A3d % in the fifth inequality.

For the noise term, if s < Aod* 1,

T 1
max \Z n¥wi (I — Wi V= w | S MeA1Vs < §azd_5
with high probability.
If s > AgdF 1,
’ T ’ ;T ’ a27]68 ]. 1 k*—-1
gﬁf /Z_Ons wr (Ig— Wy Wy )= A1v/s < YeIVE k* max |G gk e Ber 1o~ |(§d*§)

with high probability.

Thus,

1.1
gléa‘x|“cm]|<(1+a2)max{£n%§§|’{cmj| §d 2}

’
S

s
+ (]. -+ ag) Z OnM2 k* HE}X |&m7j’k*7c/5cl?k*
s'=0

k*—1

s’ s’
max { g?é(a:éf |I€c,m,j |7 QI,C}

s s’ *
’]’] . ~ s k*—1 _1
+A45) ozt Omager e Beg, e (K m g ) d72

m
s'=0

In contrast, the following inequality holds for Q5 :

s !

s N
Is:ckl <(1 +a2)max{max \licmj\ d_%} + (1 +a2) Z C77j\42k max|amj ke e Ber k= | (QF )
s'=0

s s’ «
n * ~ k*—1 .
+ A3 Z mk QXm j,k* ,cx, BC* *( c* ,m,jm) d
s'=0

SIS

Therefore, by induction, we establish that maXcxe: |K
with high probability.

| is upper bounded by Q; . forall j € 7, and s = 0,1,...,t+1

S
c,m,j
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We apply a similar procedure for g and j € J7,.

+

g,m] g m,j

Z Z [Zam] i,c! Bc’ 7.( Kerm ])l 1(w;—rw H;,m,jﬁz/7m,j)

|k s+l \<max{A1776,
' €[C] i=k*

CM2

s $\2 2 3 3 43
i—1 s 2 Kgmj|(1°)"A1"d — (n*)°A;°d>
+ZOng i c/Sc/%( gmg) (]- — (Kg,m,j) )] + 9.mJ 5 + 2

w1 s s T\m=s
< max { Ay, |15 05+ s (1Y i Beo (kS ) i Twt — kL KE )
— €r1"vg,m,3 CM?2 M, J,%,Ch, ek, st cm,m,J Crn g,m,3 Ve, ;s g
i=k*

p*
P~ i—1 T
+| Z Z ZO[’”LJaivclﬂclyi(l{cg’,m,j) (w; w - Kf},m,jﬁz’,m,]‘”

,¢C* l:k*
1
IS S oottt (1= () 8l
c’€[C] i=k*
|55 gl (1) Ai%d  ()°Ai%a8 T Ty=
4 g,m,j 5 + 5 +’UJ; (Id _ wfn,jw:@,j ):*Swm , }
S
< max { At [ + #(k*dm,j,mﬂw<K~i:n,mﬂ>’“ (w1 )
+p IH&X|OlmJ1C* BC* 1‘( c* m,j) (|w |+ |I€gm]‘)
~1
+ Cp*? r;lax |G, j,i,cr Ber il rr;éax |KS) m]| (n;ax |w wh| + rr;éax KL s
+k*| Z Sc/dm,j,k*,c”yk*||"{g,m,j‘ +Cp max\sczamjw'yl|\/€gmj| )
c'€[C]
|58yl APd ()°A%a3 ¢ D s Thes
+ Fgm.j 5 + )2 —l—n‘sw (Id—wfn’jwfn,j ):éwmj}
% k*—l 1 1k
<max{A1776,|/£ng| +(1—|— 392 Z CM2k | Z Sc'@m]k*,u’wg*|max{|f€g _— ,(id By -1)

c’€[C]
* s k*—1 ;-1 s, * 1 s s Ty\m=s
+4s Z Qk G, .k g, Beg b (K m, ) d7z + Z mPwg (g = Wi Wi ;)
2 CM >
s s/=

3

Since, wi T w?, = O(d=z) forall ¢ # ¢, wz—r * = O(d~2) forall ¢, Kem,j = O(d=2) for all (c,j) # (c,, %) and

Ky = = O(d™2) forall j € [J], the term k* max;|>", re(c] 5e'Cm gkt o Vi [|Kg . ot subsumesathe remaining terms
2 s 3

within the expression M2( ) Wlth welght as in the fourth inequality. I~ 9”””‘(;7 )Au%d + )3’313‘12

with Welght Lay by n° < asd~'7 and S Ay Asd™? in the fourth inequality.

‘_‘wrn,j

are also subsumed

By providing an upper bound for the noise term in the same way,

s 1 —l ; k*—1
g m,j - m,j = W — . ~ 1 - . *_
5J ;é?vj‘; k*|2c’€[0] Sclamd)k*’c/’yk* (%d 2) s lfS > Agdk 1
with high probability.
Thus,

S 1 1
|Kg.m. ;| < (1+ ag) max {|“g,m,j\> 5d ! }
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k*—1

S S/
17 - ’ ’
(L a2) Y Ak Y sedme o |max { | 1 Q1 }
s'=0 c'e[C]

s

k*—1

’
§ * ~ s —
+ A3 CM2 k am7j k* Cm ﬂcnw (Kc;‘n,m,j;;) d :

Nl=

In contrast, the following inequality holds for ¢} ;:

s

* —1
Q5+1 (1+a2)max{max|/<;gmj|,f *5}4_(1_,_&2 § : CMQk | Z Sc'Olmjk* C”Yk*|(Q1g)
c'€[C]
i 5 k*—1
+A‘"’Z CM2k*O‘vak o3 Ber e (Ko e ) A2

Therefore, by induction, we establish that |2
high probability.

5.m.;| 1s upper bounded by Q7 , forall j € J,, and s = 0,1,...,¢ + 1 with

We also consider a similar argument for j ¢ 7.%.

|5 s+1 |<maX{A1n€,

cm]

i—1 * T % s s
cm,j CM2 E : E : {Zamdiclgcli( c’m]) (wc c’i‘%c,m,j’{c’,m,j)

ce[C] i=k*

|63 | (%) 2 A1 %d N (n°)> A 2d3

i—1 T
+,LamJ1€/SC ’Yz( gm])l (w: wg_ﬁcmjﬂgs]m,j)} + 2 2

ol (T = w05 |}
n* r i—1 2
< max {Alne> szmﬁ + C' M2 (| Z idmd,iﬁﬁcxi("{im,j)z_ (1 - (K’Z,mg') )l
i=k*
p* i—1 T
+ |Z Z id’mJ%C'ﬂC',i(Ki’,mJ)l_ (w* ’U) K:f:,m,jﬁi’?m,j)'
(";é('i*k*
1 T v 1
+| Z ch/amw%( Kyama) w2 wp) £ 30 D ise g e m )|
€[C] i=k* ' €[C) i=k*
kS (n 2A,%d $\3 4,345 , , .
n | c,m,g|(2 ) i (n ) 21 +w:T(Id _wfn’jw;z’jT)‘zéwm,j }
< A s 778 k*la s k*—1 k*
< max | Al |Fem,j + M2 |G, ke e Be,kr | 152 m j| +p* maX|O‘m,N oBeillk cm7]|
+Cp*? A |G, Ber i [ X K ] _1(1513X|w wer| + 162 m ;1)
s k*—1 )
+ O™ x| Bl 165 s (02 T+ (G 1)

|Hc,m,j|(n ) A12d 4 (7’]5) A13d2 T)r:\s
2 2

= Wm,j

* 1
+twe (La = wy Wi

j

/

2 - N
< max {Alne, n;azc |/~c27va| +(1+ §a2) E k™ max [Gum, j ke Ber g
C#cC C
ks o=

n
CM?
=0
k-1 1

k:*
ij| ’(id 1}—’_26(8:2(

§ s Ty=s
77 w Id_ m]wmj )‘—‘ Wi, j

}

Since, w? "w? = O(d~2) forall ¢ # ¢, w* w* = O(d~2) for all ¢, licmj = O(d2) for all (¢, j) # (c,, %) and

c/* g

Ky m.j = O(d~2) for all j € [J], the term k* Max;|Qm, jk* B k* m§7m7j|k ~ subsumes the remaining terms within the

max{ max |/{
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52 4,24 s\3 4 3,3
expression M2( ) w1th wight 1as in the fourth inequality. IFem 7‘(2 ) A + (9 ;‘1 d

are also subsumed with weight

7a2 by 7° < asd~ 'z and k5. | < Ay Asd™2 in the fourth inequality.

c,m,j

By upper bounding the noise term in the same way, we have

k*—1
aznes 5 14-1 ; k*—1
357]]\/[2 *max, |am,j,k*,c’ﬁc’,k* (§d 2) ) if s > A2d

s 1 -1 : k*—1
s, x 1 I s s Tyms < Ean £ lfSSAQd
N we ( d— wm,jwm,j )‘—‘ Wm,j | —
s/ =0

with high probability.

T'hus,
max | kg + az) max{max KD =
c€[C] c,m,j 2 c,m,j 2

’
S

7 B , Sy EkT—1
+ (]. + 02) Z Wk* HE}X |am,j,k*,c/ﬁc’,k* ‘ max { ?;%z( |"$i,m,j|’ Ric} .
s'=0 m

In contrast, the following inequality holds for Ry :

’
° s k=1
(Rr.)

1 S
Rijl - ( +a2)max{£§x|’%cmj| §d_%}+(1+a2) Z
m =

CﬁM2 k* Hf/ix |dm7j,kt*7c’5c',k:*
Therefore, by induction, we establish that |« ,,, ;| is upper bounded by Ry forall j ¢ J,, and s = 0,1,...,¢ + 1 with
high probability.

1 T
gm,y+CM2 > Z (lam%c Beri(Kr ang) ™ (wy w0l = 85 1 58 )

c'€[C] i=k*

s+1
g m ]| < max {Aln&

s $\2 2 N\ 3 3 43
i s 2 K 7m,‘|(77 ) Ar%d (’ITS) Aq°d?
+ Zam,j’iyclsc’vi(ﬁg,m,]) (1 - ( g m,]) )) + ! : 9 + 9

T s Tym:
+w* (Id 9 ,jw:ﬂ,j ):gw'm,,;/ }
- T
< max{Alne, Ko m.j T CM2( Z Z i@m ji,e Ber i (K mj)Z 1(w; wh — 527,,,L,j/€i/7m7j)|
o e[C] i=k*
" i—1 2
1D isetm e i) T 1= ()
celC) i=k*
|Htg~,m7j|(77t)2A12d (778)3A13d2 * 1 s Ty=s
9 + 2 +77 w,. (Id - mjwm,j ):‘ Wi, 5 }
n® 2 k*—1 T
< max {Ame, Ky m.j+ SITE (Cp* max |G, jier Ber il max K m i (mca}x lwy " w | + Ky m ;)
~ k*— ~ k*
R seGm e e Yo 1K g g T+ O™ max [serGm, ..t Villtig m, )
celC] '
|55 gl (1) Ai%d ()°Ai%a3 -
+ gmg 5 + (') 21 + 1w, (Id - ,wan,j—r):swm,j }
s’ k* 11
- C1igeo
< max{Am67 max |I<Ccmj| +(1+ a2 Z C’MQk*| Z S¢1 Qi j b+ o/ fyk*|max{\ﬁg _— ,(2d 3 )k 1
s'=0 c'€[C]
’ ! T /
+ max Zﬂ wy (I = wi iy =, |}
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Since, wi " w?, = O(d=z) forall ¢ # ¢, w;—rw* = O(d2) for all ¢, k¢

Sy = O(d=3) forall (¢, 5) # (¢}, %) and

Ky = = O(d™2) forall j € [J], the term k* max;|>", re(c] 5e'Cm gkt o Vi [|Kg . "~ subsumes the remaining terms
- . s A%d )3 4,343
within the expression 4z (-) w1th nght 3 a2 in the fourth inequality. Jm g‘”“‘g VA + @) ’;1 4% are also subsumed

with Welght Lay by n° < asd~'7 and k5. | < AyAgd™2 in the fourth inequality.

c,m,j

By upper bounding the noise term in the same way, we have

(L) 7 ifs > Apdv

a27e s

B lagd™2, ifs < Apd 1,
- 3CM2k*|Zc’ €[] S/ Qm, .k e Vh*

s
s «T s s T —s’
’ZT/ wg ([d_wm,jwm,j )_‘ Wm,j

s'=0

with high probability.
Thus,

1,1
\ gm73|<(1+a2)max{|ngmj 2d 2}

n* -
+ (14 a9) Z e | Z Ser Qi j ke c! Vi
s'=0 g

c/€[C]

, Ly k=1
S S
max{\mg’m7j|7Rl’g}

In contrast, the following inequality holds for Ry .:

-1

1
R'S;Jrl (1+a2)max{max|mgm]| _§}+(1+a2 Z K| Z Sc! Qmj ko Yk

c€[C]

CMQ (ng)

Therefore, by induction, we establish that |« , .| is upper bounded by R} gforallj ¢ J5ands=0,1,...,t+ 1 with
high probability. Finally, we consolidate the auxiliary sequences Qf ., Qf ;. Rf ., and I} , into a unified auxiliary sequence

Q)§, which serves as an upper bound for |/<&ztnlj| and |/€Z;}L7j| forall (¢, j) # (ct,,75,), where m € M..

/ , k*_
Clearly due to A3 >"°,_ ) Zhrz k™ Gm g ke e, Bes ke (K- . mjr ) RS 0, the upper bound provided by Ry . is subsumed

by the upper bound provided by Q7 . and the upper bound provided by Ry , is subsumed by the upper bound provided by
Qi - Consequently, for all (¢, j) # (cy,, Jm)s Ko ; @and K o, o is upper bounded by Qi foralls =0,1,...,¢t+ 1 with
high probability.

(@ g) is expressed as

1 n’ - - k=1
=i+ (1 +a2) k" max{max |G j e ot Bt e . | D el ke e e | HQT)
' €[C]
S * ~ s+1 E*—1 . 1
+A30M k Qm,,j,k* cx, ﬂc* k*( 7j7n) d™ 2
with QY = (1 + az) max{max. s}, i, |ﬁ;7m7j|,%d’% . O

Based on Lemma C.12, we prove that |, ;| for ¢ # ¢}, or j ¢ Ty, and |r
trajectory by induction.

Lemma C.13. Consider the expert m 6 ./\/l Let wi w? < Agd=2 = O(d~Y/?) forall ¢ # ¢, wZTw; < Agd =
O(d=/2) for all ¢, and n®* = n, < aid="T. Forall s = 0, 1, ..., t, suppose that

9m.j .| remains upper bounded throughout the

S

crm,gk —

* K a2,
* maX{|"ich| | Z,m,]|} S Ki* LGk, fOV all (Cvj) 7& (C;knvj:;l)’
o max{|2 |, 155,41} < 445d72 forall (¢, 5) # (chu, Jin)-
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t+1 < ag

* ¥ %
Cons> M m

Then, if we have K

* max{lfiiﬁi,jlv |/‘5tg+nlu|} < “i* Mg, ,forall (¢, 7) # (¢l Jm)s
. max{|f€t+1 A1, |k 41 [} < 4A3d~ 3 forall (¢, ) # (¢, 55),

c¢,m,J 9 m,j

hold with high probability.
Proof. To begin, consider the the case when

(1+a2) 7 — HQH !

k* max{max |Oém,] k*,c ' Ber k*‘ ‘ Z Sc’am,j k*,c' Vk*

C’M2
c’€[C]

> Ach k" G j e en Ber g (P A

holds forall s =0,1,...,¢t.
Due to Lemma C.12,

S < QF + (1 4+ 2az) HQHF !

. - -
k* max{max |G, j k= e Ber k|, | E Ser Ot j ks e! Vi
C
c'€[C]

n
CM?
holds forall s = 0,1,...,t.

By applying Lemma A.4 to ()7,
QF
(1 — nek*(k* — 2)(1 4 3az) max{max. |Gm._j k*,c' B’ k*

Qr <

1
|ZC e[C) Sc/am,j fo* clyk*l}C 1M 2(QO)k -2 )k —2
holds forall s = 0,1, ...,t,

k*—1
}) - 1 S 14(}22(12'

where we used (1 4 (1 + 2a2) g k* max{max, |&m j k- Ber o+ > o) S Gm g ke Vi
By applying Lemma A.4 to F?,

P
(1 = mek*(k* — 2)(1 — ag), ozmd,,g*,C;ﬁngc:wk*c—lz\4—2(1310)’“**23)7ﬁ
holds forall s = 0,1,...,t.

From Corollary C.3, Lemma C.8, and Lemma C.9, it hold that Q) < PP and (1 +
3&2) max{maxcl ‘&md k* C’Bc’ﬁk* s |Zc’€[C] Sc’dm,j7k*,c’7k* ‘}

k*—2 “
d*%}) < (1= a2)bm,j ke ez, Bes, or (Kes mjn ) 72, which establish that Q < Py.

B2

(max{max, |k

cm]| | g,m,j

Thus, Q™! < P!, which indicates that max{max, [ 1! |, |sT1 |} < mt“ . forall (¢,7) # (s Jim)-

c,m,J g,m,j

Since P < k2. L < ao,

Con M0,
— —k*+2 —k*+2
o e LOME(P) T — (a) " )

o k*(k* - 2)(1 - a2>0~4mj k*,ck, /8(, ke
ne_lCM2(1 + 5(1 >max{max [, gok* et Ber x| |che ] Set Oy 5 o, ”Yk*|}(P0) k*+2

G j k% %, Bex k*

m

<
~ k*(k* —2)(1 + 3az)max{max. |Gm j k*,c' B’ i+

; |Zc’€[c] scldm,j’k*,c"yk* ‘}

In contrast, Q™! > A3d ™2 holds only if

_* 1. —k*+2
. ne 'CMP((Q)) T - (Asdh) T )

= — -1
= k*(k‘* — 2)(1 + 3a2)max{maxc/ |am,j’k*’clﬂc/’k* |, |ZC’€[C] Sclam,j’k*’cl’yk* |}
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_ —k*+2
N 9 OM2(1 — 20) (@)
el k*(k* — 2)(1 —+ 3a2)max{maxc/ |&m7j’k*7clﬁc/1k* s |ZCIE[C] Sc’dm,j,k*,c”yk*

}

—k*

2 * ¥ ¥
where we used (Asd™?) < as (kS )R 2 < g (PO TF T < (@) TR

m,nz jm

From Corollary C.3, Lemma C.8, and Lemma C.9, we have

k*—2
(max{max |k

- . 1 1
(1 +80/2)1’I13X{1’I1C§X|Ozm)j7k*’c/60/7k*‘7 ‘ Z Sclam7j)k*7 7 cm]' |"i;,m,j|7 §d 2})
c’€[C]

0 k*—2

< Qm,j k5, Ber, kv (Fes m je)

Howeyver, this leads to the contradiction that

k*+2 max{max |G, j b+ o Ber b+ cefc] S¢/ Am.j,k* !

0)7k*+2.

e 'OM?(1 = 2a2)(QF) ~ " > ne”'CMP(1 + 5a) (F

O,k ex, Bex, kox

Thus, Q1! > Asd~= does not hold, which implies that Qi t? < Azd~=.

Next, consider the case where

778 * ~ ~ s\E*—
(14 02) sk max{max o e B 1| D seriomgaee e HQDF
¢’ €[C]
> A3 CM E* am,] k*,ck, Bcf k* (P[ )k _1d77
holds forall s =0,1,...,7 — 1, but
k*—
1+ az)CMQk max{max |am g,k B ke | Y seGmgre e H@QDT T
c’€[C]
< ABCMQk am] k*,cr, Bc* k*(PI )k 71d77
holds for s = 7 <'t.
Here, suppose that
s s\k*—1
stL<Qf +2a20M2k Qg ke ez, Bex, 1 (FF)
holds forall s =7, 7+ 1,..., < t.
Then,
= Qr Z 245 CMZk*amaJk ep Bes e (B0 a7
2A3
S T1 + PTz—‘rl PTl
Qq (1— a2)d —( )
< ( Qm,j k> ek, ﬂcm,k* . A3 )k*_lpﬁ
max{maxes [Gom,j ke Ber k|5 |2 ey Ser G,k e (1+ ag)dz !
2 (pepmy
(1—a)dz :
~ 1
- ( G, g Beg b A )k**lpmﬂ
=~ max{maxc/ |65m,j,k*,c/ﬁc’,k* ‘7 ‘Z(J/G[C] Sc’d’m,j,k*,c”yk* } (]_ + (Lg)d% I .
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Thus,
~ - k*—1
(1+ a2)CM2 k™ max{mce/xx|am,j7k*,clﬁc/7k*\,\ Z SerGm ke oY | HQP2T)
c’€[C]
k*—1 1
< Az Qk*am,]k e Ber e (PPTY)T Td 2.

CM

We have Qi*! < P! since

(

(14 az) max{maxe |Gm,_j k. Ber v |, |Zc’e[0] Ser G, .k !

1. —1
- dz )+ -1 > 1.
A3Gim, j k= en Bex, ke )

t+1

Therefore, we obtain max{max. |k_",
Jm.j

gl < KL, Forall (€.) # (€. )

In the same way,

=0 + Z 243 C’M2 K* G j kex e, 5c:;,,k*(Pls)k*71d7%
S=T1
<op+ 22 __(propn
(1 — ag)d2
<O+ 243 pttl
- (1 - ag)d%
< Q' +3A3d 2
< 4Asd .
where the last inequality is by Q" < Asd~2 from the first case. O

Finally, we establish Lemma C.6.

o —1
Proof of Lemma C.6. Suppose that T1 = |(nek™(k* —2)(1 — 5a2)(qm k= ez, Bez, ki )C™ LM-2(PY %) 7] and
“2:”,711,3'* < as, max{|/§cm]| |/$g o < /-eg:wm,j; , and max{\mcmj| |/£g m.j } < Asd™ 3, where (¢,7) # (¢, 98)
forall s = 0,1, ...,71. Then the bounds given by Lemma C.12 and Lemma C.13 hold for all s = 0,1, ..., 7} with high

probability.
Thus, by Lemma A.4 and Lemma C.12,

}310
(1 = nek*(k* — 2)(1 — a2)aum, j k= Ber kxC~IM—2(PP)s)k" =2

m m 7

kb o o > P>
Con T -

However, obviously when t = T7,

0
Kji* m,jx Z Plt = PI 1
e (el (k* = 2)(1 — a2)@m,j k= 5, Bes, e CT M =2(BP)s) 72
1
> > 1.

ek (k% — 2)(1 = a2) @ j oo Bor o O~ LM ~2) 72
3R HC M Comys

Ty

This leads to a contradiction as r.. .. < 1. Since max{|x , ;| [Kgm ;|} < 4Asd™ 2 from Lemma C.13,

t1 t1—1 _k _1
|k s myn T ’%CIn»mvji‘n' < Ane < Ajagd™ 7 < Asd™ 2.

cy, JIm
Thus,
_ — 1 =
|"€2m7j| S |K’2m,1j| + |"€i}n,m,j;‘n - li?‘ ;ML | < 5A3 2= O( )
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C.3. Router Learning Stage

This subsection is dedicated to proving that, after the exploration stage, the router successfully learns to dispatch the data x,.
to the appropriate experts m € M, with high probability.

Lemma C.14. Take n' = 1, < asd™! for 0 < t < T, and suppose Ty < agd = O(d). Then, any m ¢ M., satisfies
B (2c; ©72) — max,, e (a] s (Te; ©72) < 0 with high probability.

To prove Lemma C.14, we show that, for experts not belonging to the set of professional experts, the alignment between the
cluster signal and the weights of the gating network, represented as L;m = UCTan, is upper bounded.

Lemma C.15. Take n' = 1, < azd~! for 0 < t < Ty and suppose Ty < agd = O(d). Then, for all m ¢ M., we have

T: k™ 1 T k™ 1
temm < —a2" asacAspQ (7)) < maXmre(n] Lo — @2 as6A6pQ (757 )-

During the router learning stage, following Chen et al. (2022), we introduce a noise term 7, into the output of the
gating network to stabilize the training of the router. Specifically, the activated expert m(x) is given by m(z) =

arg Max,, (] {hm(x) + rm}.

Here, we describe an important property of the softmax router: by initializing the weights of the gating network 6,,, to zero,
we ensure that their sum over all experts is also zero.

Lemma C.16. Forallt > 0, we have Zme[M] ot = ZmE[M] 6% =0.

Proof. The gradient of 6,, is formulated as

Vo, L = (1 (m(xc) = m)) - ﬂ—m(xc))ﬂ—m(zc)(xc)ycfm(mg)(xc)xc

and
Z Vo, L= Z (1 (m(ze) =m)) = Tm (@) Tim(z,) (Te)Yefm(z,) (T)Te = 0.
me[M] me[M]
This result, combined with the initialization 9, = 0 and the fact that ), e(m] Tm(@c) = 0, completes the proof. O

Following (Chen et al., 2022), we demonstrate that the router will not route the examples to the experts with low gating
network outputs.

Lemma C.17. Suppose the noise {r,, })M_, is independently drawn from Unif[0, 1]. If h,, (z; ©) < max,, hy (2;0) — 1,
then the example x will not be routed to the expert m.

Proof. 1f hy,(2;0) < maxy, Ay, (23 ©) — 1, then for any uniform noise {7y’ }nseqa. it holds that A, (2;©) + ry, <
maxX, Ay (2;0) < maxy, {hm (2;0) 4+ 7,y }. The first inequality follows from r,,, < 1, and the second inequality
follows from r,,, > 0 for all m’ € [M]. O

In addition, following Chen et al. (2022), we note that when the differences in the outputs of the gating network at different
time steps ¢ are small, the corresponding differences in the probabilities with which the data is routed are also small.

Lemma C.18 (Lemma 5.1 of Chen et al. (2022)). Let h,h € RM be the output of the gating network and {r, }M_,
be the noise independently drawn from Unif|0,1]. Denote p,p € RM to be the probability that experts get routed,
ie, pm = Plargmax,,cpp{hm + rmr} = m), pn = Plargmax,, cpp{hm: + 7} = m). Then we have that
[P —Blloc < M?|[h — h|s.

Based on the above properties of the gating network, we establish Lemma C.15.

Proof of Lemma C.15. The population gradient for the gating network of the router can be expressed as

—Vo, E[L] = Vo, EE;, [1(m(ze) = m) Tm(ze)Ye frn (2c)]
= EcE, [(1 (m(ze) =m) — 7Tm(CEC))Wm(zC)(fcc)ycfm(asc)(CL’c)«Tc]-
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We decompose the key components of the population gradient.

E.E;, [ycfm(xc)l'C]

o 5 S B [(5 Dot s 3 ey o) (3 e, a0 ]

ce[C] JjelJ] i=k* i=k* : 1=0
p’ ) P 0o
- cez[;] Z { [(sz: %Hez(wZTz) + 5, l;f:* \;:7 ) <§ J lHel (Wi ' (2 + pvc))z}
[( Z ﬂc ‘H *Tz) + Se :Zk* \;%Hei(w;Tz)) (i a%’zHel(wm T2+ pvc))pvc} }
— % Cez[(:j]]i:l { E, K ;; Z\B/%z Hei_1(sz2)) (2 O‘m;}i ( Z_ZO <§> Hei_z(wm,sz)(Pwm,ijc)l))w:}
(0}
+E, {sc i %Hei_l(wZTz) ( zz: (;) Hei_l(w,,,b7sz) (pwm,ijc)l)w;}
i=k* V" 1=0
(D
B (35 ST+ 32 et T) (5 2 (5 (- om0
(i
(3 ™ 3 Jts”) (3 24 (0 (st T o] |
av)

where the second equality follows from z. = z 4+ pv., where z ~ N(0, I), and UCTw:, and chw; for all (¢, c’). Third
equality follows from the binomial expansion, Stein’s Lemma, and integration by parts.

From now, we look at the alignment v, ' 0,,,. Thus, (I) and (II) are negligible since v. ' w}, = 0 and v, " w} = 0 for all
(¢, ). We expand (IIT) and (IV).

() = Z Z (

i=k* |=1+1

(i + 1) (wpn,j "wf) win, g

l T (1=i=1\ Beyi
(1w Te) ) B

Am 4.1 l l—i—1 Yi N
S Z ("2 (_i_l)wwm,fvc) ) D o )

i=k* [
= Z Vi + 1&m,j,i+1,cﬁcﬂi(Kc,m,j)zwm,j + Z Vi + 1scdm7j,i+l7c'7i(Hg,m,j)lwm,ja
i=k* i=k*

Iv) = Z Z (am’ﬂ ( )(pwm’j—rvc)li) %z'(wm] w ) PUC

i=k* l=t
p" o

T D I G R [y O
Seo N Vi ‘m

*
_ Z s p (.t i Z Z St i
- am;J”L;CIBCﬂ(Hc,m,j) pPUc + Scamd;hc’yl(‘%g,m,j) PUc;

i=k* j=1i=k*
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where we used the orthogonality property of Hermite polynomials in both (IIT) and (IV).

We introduce the discrepancy Eﬁ)m between the population and the empirical gradient.

=p,. = Ve, L+ Vo, E[L].
Egm are mean-zero sub-Weibull random variables and their partial sums exhibit strong concentration behavior. In addition,
=p satisfies |25 || = O(d?) and |v. =5 | = O(1).

eXP(Qmec)

Next, we evaluate the empirical update of the alignment. Note that Li’m = v, 0 and 7, (7.) = S (0, T

L=t ot TV L

c,m c,m m

= LZ m T+ UtchVe E ’Exc [1 (m(ze) =m) 7Tm(l'0)ycfm(x0)] + UtchEém

77 Uc
= Lt Z Z E:r ’ xc’) = m) Tm(z,r) (xc’)yc’ fm,(mc/) (-Tc’)xc’}

ce[C] j=1

(A)
J

Z Z Ezcr [1 (m(md) € Mc) Tm(z,r) (xc’)’]rm (xc’)yC’ fm(maz)(xa:’ )xc’]

c'el[C] =1

t,, T
1 Ve

B)
J

ty, T
1" Ve -
N Z Z Ee,, (1 (m(ze) & M) 7Tm(atcx)(356’)7Tm(55z:’)yc’fm(:ccl)(xc’)xc J4n ’UcTué

c'el[Clj=1

m

©

We derive an upper bound for |(A)| and |(C)|, and a lower bound for (B) for m ¢ M.. We first derive a lower bound for
|(A)] and |(C)].

»*
. ~ 3 T
i< 2 Z S Y Bne) = m) Y [V T B s ) (0 )
Cli=1m¢gM. i=k*
S~ : T
+ 7“+lamJaivC/SC"yi(’%g,m,j)z(win,j UC)

*

P

+ J
n - i - i
D Y Bmlae) =m) Y [GmgicBea W ) 0+ sl )

i=lméM. i=k*

< ntM(p* vVt +1 ¢JI\IAl?,}c(’,j ; |Gm, jrire' Ber, il QH,/\l/lafc |K:c’ m j| mgl/%l)i,j |w$n,j e

t k t T
+p*/p*+1 max |Gy jieSey| max |k . max |w,, ; vc|>
M 5358 ek ¢Mcvj g,m-J mgMcﬂ e

T’r * k* % _ ¢
+ Z(p max |Qmj, max |k, p+p max |G jicScyi| max |k .
C\" mgMejic Vg Moy C mEgMejsise mgM.,j 7

<O(nd 5)7

-
’)

p* )
(©)] < Z Z Z =m) 3 Vi T i Ber (5l ) () 00)
c€lCl =1 m¢M. i=k*

- _ ' T
+ 7’+1am’j,i7c’SC"yi(Kg,mﬁj)l(wfn,j Ve)

*

p

. ] o |
e Z S BlmCee) = m) Y famielfei i)' 0+ Gomicseh (5 )0
J=1mégM.

i=k*
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t t k* t T
<n M(p*\/ﬁ ¢jI\I/11a)C( . |G jicr Be il gzI/I\lAach ; K et m i mgljax ; [wy, 5 Vel
e, e
+p Vp*+1 ma}é i |G ji,er Ser Vil mglﬂx i |%g,m. m{énjax ; |wrn 5 UC')
M., .5, e o
t
n ~ o - o+

+ E (p* m¢%%)§ ; C|O‘m,j7i,cﬁc,i| mé?\/?cxc |Kc m,]| p+ p* mQ%E:)E i C|04m,j,i,csc’}/z| gl./?/‘lx |Kg m,]| p)

~ 1
<O(n.d”?),

where it is clear that P(m(z.) = m) < 1 and 77,”(913c )s Tn(a, ) (Ter) < for all m € [M]. Furthermore, by Lemma C.6, all
terms in the RHS are upper bounded by O(n,d~2) since k. . = O(d~2) for all (c, j) # (o dm) and K, = O(d—2)

m(z,
t
forall j € [J]. By Lemma C.10, | &y, j,i,c| are by at most O( )

Next we derive a lower bound for (B).

From Lemma C.17, we obtain A, (5, (2c) > max,, Ay, (2.) — 1, which leads to

XDl (@) explhmge () 1 _ (1)

T (z.) (Le =z Z
n(eo)( 2o mernr] XP(him(z,)) — M maxy,en exp(hm(2c)) — eM

Here, we show that |/, (z0;0)| = |0%, " 2c| < 1forallt =0,1,...,T.

Forallt =0,1,...,T5, with high probability, we have

167,112 < 1167, — 0,1l = nx

39,0
s=0
t
> (8121453,
Z Vo, E[L°] Z =
0

< asagAsp + asag? Asp < asag? Asp.

:/’7’)”

< +

where we used || Vs E[L]|| = O(1) by ||Ves E[L]|| < |EcEx. [Yefin(z.)%c]|| and the previously expanded (1), (II), (IID),
and (IV) along with || || = ||w;|| = [|wm, ;|| = [[vell = 1. Note that || - || denotes ¢2-norm. Since z. = z + pv. and

ot "z ~ N(0, ||6L,]|2). it follows that, with high probability,

1
|9ﬁn—rz| < a5a6%A5p\/logd < 3

In addition, for all ¢ = 0, 1,. .., Ts, with high probability, we have

t
Z UCTV(;m[,S

s=0

T T
Pt ] < pl0" ve —6° ve| < pny

t

ZUCTV(;ME[ES]JerCT:Z |
s=0 s=0
Z”c =9,

= PNr

t

<pm Yy

s=0

Ve Vg E[L%]| + pn»

< p*nToAs + pzm VTad? As
< asagAsp® + a5a6 2 Asp?

<

M\H
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Thus, forallt = 0,1, ...,7T5, we obtain that,

B (250)| = |0F, Txc| = |9t 24 pil |
1

1

with high probability.
When |, (z.)| < 1, it follows that b, (x.) > max,, (hn (z.)) — 2 for all m € [M], which implies that

exp(hm(zc)) S L 1

m c 2 = - Q — ).
mm(ze) M max,, exp(hpy (ze)) — M (37

M

By Lemma C.18, we have P(m(z.) € M.) = Q(57)-

Therefore,
n' . & T
®=57%(15) X T 3 Vi Tamsictoilstn) e, )
c’elC]j=1m'eM. i=
- T
+ Vi+ 1oy, 73,,70/3C/fyz(/-@g7m )l(wfn,j vc)]
nt 1 - i
o7 (M>Z D |G Bl )+ G 8% (e ) )
j=1lm’eM,. i=k*
t
n 1 - K
> 259 (57) (2 @ s (et )0
m’'eEM.
X
—JIMelp” max e icBedl |, max o (IKemr )" P
N k™
— J|Mc[p* max, Iamuj,i,c/scmljﬁ}gXM (15 e D" 0
. T
- J|M0‘p* \% p*+ 1 /HlE}X . ‘Oém/ajvivclﬂc’ﬂ‘ pla/X (|Hz’,m/,j|) max |wm ,J UC|
c,mo, 7, c,m,j m’
. k™ T
= JIMelp"™ VP 1 max G jieseyl | max (I e 1) rgfgclwm/,j vcl)
P
T A6Q >0,
¢ (CJMS)
where we used that /fpmj > ap forallm € M. and j € Tps G ji, ke cBer = Ags KLy s = O(d=*/?) for all

(¢;3) # (chsdm)s and &) o = = O(d='/?) for all j € [J], as shown in Lemma C.6. Among the terms on the RHS of

%Q (125)(+), all terms except for the first one are smaller than the first term by at least an order of O(d~ 7).

Thus, in the case where m ¢ M., we have

32711 < LZQTVI b a2k*A6@ (CZTJPWP)) + UrchEém

T2 T2
-t 4320 (i) v S,
t=0 s=0

. Top
< —ayt A0 22  As /T,
< 6O (CJMS +nrAs V12
=0(d"2)
<

K T2p
—as AﬁQ (CJM3>

which holds with high probability.
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Therefore, by noting from Lemma C.16 that

1 )
max Lzﬁn, > — E LZZm, =0,
m’e[M] © ’

we finally obtain that

) T . T
T < 0ok AQ ri2p \ Ty kKAL) nrlap
tem = 7027 £6 (CJM3 = epn tem T 92 A6 Gas

_ D — a2 4505469 (s )
mieay em' T 420 4546863\ A

‘We establish Lemma C.14.

Proof of Lemma C.14. In Lemma C.15, we demonstrated that the cluster signals of clusters not assigned to the router’s
gating network are aligned with high probability to be negative. Here, we aim to show that, upon observing new data
T. = pv + z, where z ~ N (0, 1), the data is not dispatched to the experts not assigned to the corresponding cluster with
high probability.

For m ¢ M., we have, with high probability,

1 * 1 ].
hm(mc;G)TZ) = G%Txc = pLZ:Zm + G%Tz < asag2p ( — ay” ag2 AgpS2 (C’JM‘) + A5\/logd> <0

<0

where we used |9fnTz| < asag? Aspy/log d with high probability and p > As\/logd

a2k ag2 AgQ(

I .
C‘JM3)

By combining this result with 3° 5 62 = 0, we have

max iy, (z0;072) >
m/

Z hm’ (Ic; @Tz)

- |MC| m/eEM.
1 f
TM > hw(z0™)

m/'¢EM. 2
<7a2k*a5a6Agﬂ(%)

* M— M. p°
> ag” A
Z G2 050646 < M. CJMB
>0
> By (205 ©72)
for m ¢ M, as desired. O

C.4. Expert Learning Stage

In this subsection, we discuss the individual learning of experts in the context of receiving data from their assigned clusters
with high probability. As in Appendix C.2, we introduce A; and a; with the following order of strength, but they do not
necessarily have to be the same.

A Sas P S Ay S AL Sat S A= 0(1).

The proof in this subsection follows the same structure as that in Appendix C.2 and is based on the proof by Oko et al.
(2024a).
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Re-initialization. Before entering the expert learning stage, the expert weights w,,; are reinitialized. Although this
initialization is not strictly necessary, it is performed to ensure a decent path for the alignment so that the product of ¢g* and
the activation Hermite coefficients is positive. If the Hermite coefficients of f* and g* are identical, aligning with wj may
become challenging, as w. is already aligned.

The re-initialization satisfies the following condition:

Lemma C.19 (Following Lemma?2 of Oko et al. (2024a)). When J 2 é log % for each m in M., we have at least Jin
neurons Wp,; such that

T 1 T k=2 T k*=2 T k*—2
Wi, j w22ﬁ7 Beger [(winy wi) 2 [semellwny wyl 4 ac(wy, ; w?)

with probability at least 0.999 with sufficiently large d, where a. is a small constant, where a. < (log d)k**Q.

Likewise, when J 2, Jumin polylog(d) for each m in M., we have at least Jun neurons W such that

o T 1 OT*k_

* 2 o T k*—2
mj Wg 2 77 [see (Wi wg) = |Be ke

2
+ag(w,, ; w

.
w m,j Wy

w?n,j :|

with probability at least 0.999 with sufficiently large d, where ag is a small constant, where ag < (log d)k*_Q.

Based on re-initialization, we define the set of neurons that comparatively align with the indexed features w; and wy.

Definition C.20. We define the set 7. as the set of indices j that satisfy the given conditions:

) T 1 T k-2 T k-2 T k-2
Je = {] €[] |wp,; wi > Beger [(wny we) = sy llwn; wil +ac(wy,; wy) }

ﬁ7

Similarly, we define the set 7 as the set of indices j that satisfy the corresponding conditions:

g J

. T 1 T k*—2 T k*—2 T k*—2
7y = {yewnwi’n,j W fseme @, Twl) . Bl Tl ag(ul, ;T }

Nk

Remark C.21. In the rest of this section, we will discuss Phase III and IV on the event that the re-initialization was successful.

Adaptive top-k routing. Importantly, in this subsection, we conduct an analysis similar to that in Appendix C.2, but
employ a different routing strategy. As demonstrated in the previous subsection, the router does not route data to experts
where m ¢ M _; however, it cannot definitively determine which expert among those where m € M. should receive the
data. Therefore, resolving conflicts within m € M, without knowing M., or v. requires an alternative approach. One
solution is to choose k experts for each x. by the following strategy:

Expert m is in top-k if and only if h,, (z) > 0.

The complete MoE model, incorporating the adaptive top-k routing, can be expressed as F (e {am M) =
SSM 1 [hm(2) > 0] fin(z.). This routing strategy mitigates load imbalance, which would otherwise disrupt data

m=1
routing among experts m € M. under top-1 routing.

Lemma C.22. There is at least one m € M such that f, is correctly routed with high probability over the randomness of
Zc. In other words, for some fixed m € M., on the randomness of x.,

Pz is routed to the set of experts including m) > 1 — d~*.

In addition, f,, is never chosen for all m’ ¢ M when given x. with high probability.

Proof. By Lemma C.14, with high probability, we have

. M — M| p?
Hrlr?’xhnﬂ (xc;@Tz) > a" 456 Ao ( | M| | 05M3) =0
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and

2
hm(xc; (")Tz) < —azk a5a6Ag,Q (C’,‘?M;) <0

form ¢ M..
The proof is complete, since we employ adaptive top-k routing, where expert m is activated if and only if h,, (z.) > 0.

O

By Lemma C.22, the overall MoE model is, with high probability, equivalent to Fi (Ze; {dm}mer,) =
2omem, LPm(ze) = 0] frm(e).
Following Oko et al. (2024a), we sequentially demonstrate the following:

* For t3, < T34, J. neurons achieve an alignment of Q(1) with w, and .J, neurons achieve an alignment of Q(1) with
wy, i.e., weak recovery.

* For t3 2 < T34, J. neurons achieve an alignment of 1 — O(l) with w}, and J,; neurons achieve an alignment of
1—O(1) with w.

* Inatotal time of (151 —t31)+ (T52 —t3,2) + I3 3, J. neurons achieve an alignment of 1 — e with w;, and J4 neurons
achieve an alignment of 1 — e with wg, i.e., strong recovery.

Weak recovery In the same manner as the exploration stage, we begin by evaluating the stochastic updates for the
alignments, /{ g and k! g.m ] Subsequently, we derive the lower bound of /{c . for j € J. and qu m.j for j € Jy, as
well as the upper bound of |I$g m;l forj € Jeand |k, ;| for j € Jg Furthermore, we demonstrate that there exists a

point in time when mp m,; for j € J. grows to a constant level, while K g,m,; for j € J. remains at the saddle point.
Lemma C.23. Consider the expert m € M. and j € J,.. Let w*Tw* < A4al’l = O~(d*1/2) andnt = n, < a4d*E

Then, with high probability, there exists some time t3 1 <131 = é( *1d ) such that the following conditions hold:

t3,1
o n(mJZag,and

o k3L | <B5Asd™2 = O(d~1/2).

Rgm,j
The same argument applies symmetrically when exchanging c and g.

Similar to Lemma C.8 and Lemma C.9 in Appendix C.2, we provide a bound on the Hermite coefficients influenced by the
mean vector.

Lemma C.24. Under Adaptive top-k routing and re-initialization in Lemma C.19, suppose that |v. " w?, 4l = O(d=2),
K58 | = O(d~z) and [Kg.m ;i = O(d=2) forall s = 0,1,...,t <7 = O(d* ). Then, by setting n* = n, < asd~ 7
we obtain that |0¢f,‘f; e ™ Qmgil = O(d~ =) with high probability.

Proof. Since the gradient in Lemma C.8 changes only by an order of polylog d, the proof follows in the same manner. [J

Lemma C.25. Consider a neuron which satisfies Oy j i Beg= > 0 and oy ji8c: > 0 for k* < i < p*. Under

Adaptive top-k routing and re-initialization in Lemma C.19, suppose that |v, ' w mJ| = Q(d_%), Kg. m. ¥ = Q( ), and
65 m il = O(d=2) forall s = 0,1,...,t < 7 = O(d¥ ~Y). Then, by setting n' = n. < asd™"z, we obtain that
|df;;i,c| — |, il = Q(d~2) with high probability.

Proof. Since the gradient in Lemma C.9 changes only by an order of polylog d, the proof follows in the same manner. []
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Remark C.26. For the sake of conciseness in the exposition of the proof, we omit the superscript ¢ in &fn’ ji,c- Based on

Lemma C.24, Lemma C.25, and Lemma C.10, the bounds in the subsequent lemmas are properly justified, regardless of the
variations in the coefficients &, ,, ; ;.

Proof of Lemma C.23 . We begin by evaluating the stochastic updates of the experts m € M.. Since the router learns to
dispatch the data z.. to the experts m € M, with high probability by Lemma C.22, we have P(m(z.) € M.) =1 —d~ 4,
for some A > 0. For clarity, we will henceforth assume and write P(m(x.) = m) = 1 throughout the remainder of this
proof. Thus, we consider the probability conditioned on the event that the data is routed with high probability.

By analyzing the gradient update, as in Lemma C.7, we obtain that

T T T
Kiﬁ,j 2 Hfz,m,j + ntw: (Id - wfn,jwimj )vwm,jE[l (m(zc) = m)ycamngm(win»j Te+ bm,j)]
Kt m.j (7")? e T 2
- 5) ”vwm‘jl(m(xd = m)ycam,jam(wm,j Te + bm,j)“
"3
n T
9 L) = M) oty e+ b )
«T e
+ Utwc (Id - wvtn,jwfn,j ):‘fv'm,j
p” o0 .
lom i1 (1—1 T =i\ ifes . T i—1
>kl ntwr [Z( LT ( >(pw75 L) ) 2 — 1) (wk w?, )
_ y 5 c 4 m,] . (& m,jJ
Setim N v N it
242 34 343
‘K:t : (ﬂt) Al d (nt) Al d2 «T Ty
c,m,j 5 _ 5 +77th (Id _ wfn,jw'fn,j >':]1€Um,]'
> t + u C~ t i—1 1 t 2
> "{c,m,j + n Z Zam,j,i,cﬁc,i(ﬁc,m,j) ( - (Kc,m,j) )
i=k*
L i—1, LT
+ ZSCO‘m,j,i,C'}/i(Htg,m,j)Z (wj w; - Hz,m,j‘%‘tq,m,j)
24 2 343,38
Kem ()" Ar"d ()" Ay %d> T T
_ vemyy 5 _ 5 +7]75wc (Id_wiz,jwfn,j ):Z}m’j,
where we introduced a mean-zero random variable =f, = —V,, E[1(m(z.) = m)ycam jom (wfn,ijc + bim,g)] +

t

m, ]-Ta:c + by, ;) in the first inequality. We used similar decomposition to Lemma C.7

Voo, Lm(xe) = m)ycm, jom (w

. . s~ t
in the second inequality and adopt the notation 222t 4+ 377°, | (la\”ﬁf’ (=D (pwt, ijc/)lﬂ) = m’#" in the third

inequality.

t

In the same way, we obtain an upper bound of  ,,, ;.

T T T
“itylu < "Cz,m,j + ntw: (la — wfn,jwfn,j )Vwm,jE[l(m(xc) = m)”m(acc)ycam,jam(wfn,j T+ bm,j)]
242 3 4 3,438
Fem (1) Ar"d (n')" AL d> T T\
+ 3 + 5 + 0w (Ig — wfn,jwfn,j )Efum,j
p*
t t s t 1—1 t 2 . ~ t 1—1 -, t t
< Keom,j +n Z |:Zam7jv7;70607i(ﬁc,m,j) (1 - (K’c,m,j) ) + Zscamvjviycfyi(ng,m,j) (wcwg - Rc,m,jﬁg,m,j):|

i—k*
‘“Z,m,j|(77t)2A12d N (nt)BAl?’d%
2 2

Similarly, we carry out the corresponding calculations for

+nthT(Id—wt wt T):t

m,j - m,] Wt

t .
g,m,j5°

s

P
t+1 t t e ot
Kgm,j = Kem,j 1 E , {Zamdﬂycﬁcﬂ(ﬁc,m,j)
i=k*

=1 4Tk t t
(W Wy = K jKgm.;)

.o~ i—1 2
+ ZSCOémJ’i,c’yi(lﬁjZ’m’j)l (1 - (th,m,j)
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_ | gm,Jlnt A12d (nt>3A13d% t Tyt

‘H?tw (Id_ m]wmj ):

2 2 Wm.j
and
1 .~ i—1 T
f]-)‘r m,j S Kf:ﬂn,j =+ T]t Z [(Wm,j-,i,cﬂc,i(“i,m,j) (w: ’LU; - Hz,m,j’%f],m,j>
i=k*
L " i—1 " 2
+ lscam’jyiﬁcryi(l{g,mJ) (1 - (Hg;rmj) )
242 3 3,3
K8 (1) APd (gt)®A,3d3 _
+ L 5 + 5 + ntw (Ig — wfn] ):fumj
Next, we introduce auxiliary sequences to establish the following bounds for fep m,; and H ;- The derivation follows the
same approach as the proof of Lemma C.12 .
* Consider one neuron j € J. and suppose that "‘%mj < asg, \n; m’j| < niﬁm’j, and K’g Mg < A2A3d’% ft(lrlall
s =0,1,...,t. Then, # , ; is lower bounded by Fyj; , forall s = 0,1,...,t + 1, where the sequence (Bj; ) " is

defined recurswely as follows:

By, = (1 - as)k,, ;. and

c,m,j’
PS+1 _ Ps S k,* ~ . Ps k*—1 f > 0
e = Lime T 7 a2 Qg ke~ for,cBe e (Pine) ors > U,

with high probability.

While, kg ,,, ; is upper bounded by Qyy; , for all s = 0,1,...,¢ + 1, where the sequence (Qm g)t is defined

recursively as follows:

1 _1
ng (1—|—a2)max{|ngmj| é},and

~ k*—
fl?_l Qg + (1 + a2)n’ k" [sc@m j ke vk* | (@l g) '
+ Asn’k* Qo j ke B,k (K cm])k*_ld_% for s > 0,
with high probability.

K3 and k¢ . < A2A3d*% for all

* Consider one neuron j € J, and suppose that x s mj| < ;m 3 cym,j
;

gmg S G2,

s =0,1,...,¢ Then, kg ,, ; is lower bounded by Fy; , forall s = 0,1,...,¢ + 1, where the (PﬁI g) , is defined

g,m
recurswely as follows:

0 _ s
‘PIH 9 (1 - a2)lﬁg’m’j, and

s+1 S s * ~ s k*—1
Pty = Piing +1°a2k™ 8000 j k- ek (Pif )" 5 for s > 0,

with high probability.
While, £ ,,, ; is upper bounded by Qf; . forall s = 0,1,...,¢ + 1, where the (QISH’C) ZE) is defined recursively as
follows:

0 [

Qe = (1 +az) max < [k, ; §d 25, and
S1.%| ~ s k*—1
IIIc = Qe + (14 a2)n k"G j k=, | (Qfin )
+ Asn° k" 5cCum j ke o Vi (li;m,j)k*_ld_% for s > 0,

with high probability.
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Using these auxiliary sequences, we can deduce the following. The derivation is the same as that of Lemma C.13.

* Consider one neuron j € 7, and take n* = n, < asd™'T . Suppose that 7, ; < az, |k}, ;| < k2, ;, and
1 1 . .
|5 ;| < 4A3d™2 hold for 0,1,...,t.. Then, if /fitrlu < as, ‘/€§+771,]| < ﬁiﬁi,j, and |/$;+,ib]| < 4agd~ 2 with high
probability.

< s | < kS .
gm,j = @2 |'€c,m,J| = Rgom,ge and

and [T} | < 4A3d~ = with high

c,m,j

* Consider one neuron j € 7, and take n* = 7, < a4d’%. Suppose that x?

| <4A3d™% hold for 0,1,... .. Then, if k') = < as | <kl

| Hc m,j
probablhty.

cm,j

* * * ~ E*—2\"
Suppose that T3,1 = L(Uek (k’ - 2)(1 — 5k )(a'rn,j,k*,cﬁc,k'*)(PI(IJI,c) ) J Hc m,j — < az with j € ‘70’ and |’€9 m J‘ <
K& g and k5 o] < Asd~2 with j ¢ J.forall s =0,1,...,T5 1. Then, the above bounds holds for all s = 0,1, ..., T3
with high probability.

Thus, by Lemma A .4,

Iit P PI(I)I,C
e = 2 ilke = (1 = nek*(k* = 2)(1 — a2)@m, j o, Be i (P7)5)F" =2
However, when t = 17,
Ht P PI(I)I,C
ey = Tlike = (1 — nek* (k* = 2)(1 — @)@ j i Be, i (B .)8)F 2
1
> — > 1.

(nek*(k* - 2)(1 - a2)(6‘m,j’k*,6186,k*)> kT2

. .. T _1
This leads to a contradiction as .}, ; < 1. Since |r; ,, ;| < 4A3d™2,
t3.1 t3 1—
Ko — Bem.j Y < Ame < Ajagd™T < Asd™h
Thus,
t3,1 t31—1 t3,1 ts 1—
‘Hc,m,j| < |K/c,m,j |+ |K‘c,m,j — Keom,j ‘ < 5A3d

. . . k*—2
This concludes that there exists some time t3 1 < 731 = ©(n. " 'd" 2 ) such that KJC i > a2 and |/-@ | <5Azd~ 3 for

j € J. with high probability.

g,m,j

* __ 71
In the same way, suppose that 751 = [(n.k*(k* - 2)(1 - 5k*)(scdm7j,k:*7c’yk:*)(PI(])Lg)k 5, Kom,; < a2 with
j € Jy, and |k 1< A3 ~2 with j ¢ J, forall s = 0,1,...,T5 1, and then, there exists some
time g1 < T3 = @(ne_ld *) such that /@g m.j > azand |k | < 5Asd 2 forj € J, with high probability.

KS and |k$

cm7|— gm7 c,m,j

c,m,j

O

Transition from weak to strong recovery. Next, we show that the neuron for j € J. aligns with w up to a large constant
1 —cy. Wedenote t <t — 13 1.

Lemma C.27. Consider the expertm € M. and j € J., where j satisfies Lemma C.23. Let w*Twz < Ayd z = O(d’lﬂ)

and nt = n, < a4d . Then, with high probability, there exists some time t3 2 < T30 = @(77@_1) such that /izsnzw >
1 — ao. The same argument applies symmetrically when exchanging c and g.

Proof. Once the alignment reaches a constant level, the projection onto the spherical constraint via (14 — wm’jw; ;)
weakens the signal, requiring the reconstruction of the auxiliary sequences discussed in Lemma C.23.
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Consider experts m € M..
Suppose that, for j € J., k5, . < 1 — a9, |k and k% . < A2A3d*% forall s = 0,1,...,t. Then,

c,m,J gm]‘—"{cm]’ g,m,])
by using a similar inequality evaluation as in Lemma C.7 and introducing a mean-zero random variable Zf{, =

T m,3
Vi EL(0() = m)yetim 30m (W, ;e + b)) + Vi, 1((ae) = m)yetm,j0m(why ;@ + b ),

p*

.~ 2

'%i,ti,j Z Hz,m,j + 775 E {Wm,jyi,cﬁc,i(”z,m,g) (1 - ( Ke m,]) )
i=k*

i—1, «T s s
+ 980, j,i, C’Yz( Kgm, ]) (w ’LU Kc,m,jﬁfhm»j)

Rl ) A ()AL ad
2 2

~ k*— ~ k¥ —
2 g K G e B (6 n 5)" 7 (1= (1= 2, 5)) = p™*n° max |80am7j7i707i|(KZ,m,j) Hwp Ty

w1 s s Ty=s
+ 7] W, (Id - wm,jwm,j )‘—'wm’j

%2 s ~ s k™ s\2 s 2 s s Ty\z=s
—-—p 7N miaX|ScOém7j,i7c’)/i|(/€g77”,j) - (77 ) Hc,’rn,jAl d+77 UJ (Id — Wy, j Wiy 5 )“wm,j'
Since w T < Asdb, || < Asdsdd and w7, 5 > 5d 4, [sedim il (5, ) T <
ince w; wy; < Ay o 9 A3 and K7, ; > 5 p* n max; [SeCm,ji. Vil (K] 1 wy wy| <
1 p ~ s E*—1 ~ 1 p ~ s k*—1
Za277sk*am 7.k*, cﬁc k* ( R m,j) 5 p 77 max; |5cam,j7i,cfyi|( ) S Za2nsk*am7j,k:*7cﬁc,k* ("Qz,m,j) and
2 k*—1
(778) zm ]Al d < 12N k*am,] k*,cﬁc k*( Ke mﬁj) :
For the noise term,
0 ; —k*+1
w I _ ws/ T):s/ < azlicﬂn,j, if s S AQd )
77 d m] m,j )= Wmj| =1 SE*a s k*—1 if A dk*_l
s'=0 1320 amdﬁk*ﬁﬁ&k*(ﬁc,m,j) , s> As
with high probability.

Therefore, by noting that (1 — (1 — Him,j) ) < Zas, K% m.; can be lower bounded as

’ k*—1

s
! ~
"{g,m,j > (1 - G’Q)Hg,m,j + az E 778 k*am,j,k*,cﬁc,k* (Iii,m,j)
s'=0

By introducing an auxiliary sequence (P{Iic)i;, where
PIII < ( a2)’€c m,j) and
k*—1
F)I/I?ic_1 F)III e T az2n °k* A, ,J.k* C/BC k*( 11, C) for s > 0,
then 7 ,, ; is lower bounded by Py . forall s = 0,1,...,¢ + 1 with high probability.

In addition, with the same proof as Lemma C.23, by introducing an auxiliary sequence (Qﬁsl, g)iit, where
Qi 9= =6A3d "%, and

- k*—1
Q{iqﬁgl ng (1+a2)nsk*|3c0‘m,j>k*,c%*( fISI,g)

+ Asn® k" G j o B,k (K cmj)k*fld_% for s > 0,

then xy ,, ; is upper bounded by Qr gforalls=0,1,...,¢+ 1 with high probability.

Similarly, for a neuron j € Jy, K} is lower bounded by Py , forall s = 0,1,...,¢ + 1 and s ,, ; is upper bounded by

)t+l

g,m,j
s forall s =0,1,...,¢+ 1 with high probability. (P} g)t+1 and (Qff )" " are defined as follows:
PIII .9 =(1- a2)’€;,m,jv and
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/s+1 _ pls S1.% 9~ 1s \kT—1
Priy = Pilg + a2n’k*sclum,j i e (P ) for s > 0.

1 E E ~
ﬁslt' = iISI,c + (1 + aQ)ngkqam}j,k*,ch,k*

/¢ k*—1
( Ifl,c)
+ Asn’k*Ssc0m, (K .)ktld_% fors >0
37 cQm,j,k*,cVk* g,m,j = U.
Lo . . s \tH1 s i1 f+1 s VL
Note that the periods in the notation of the auxiliary sequences (F)!I?,() o (B g) oty (@i g) Lo and (Qff ), are
intentionally used to distinguish them from the auxiliary sequences in Lemma C.23.

We prove the following arguments by induction using this auxiliary sequence, in the same manner as Lemma C.6.

Consider one neuron j € J,. and take nt = 7, < a4d*£. Suppose that &7, ; < 1 — ay, |x} , ;| < K, ;, and
_1 t+1 t+1 t+1 t+1 .
ngﬁml b<1;4'12'A3d 2 hold forall 0,1,...,¢. Then, if k1) . <1 —ag, [l | <kEE) cand k5] | < Ay Azd=2 with
igh probability.
In the same way, cons1der one neuron j € J4 and take nt =n < a4d Suppose that /{g m < 1—as, |/@c m ]| < H‘; m.j>
and |3, ;| < A2A3d ™% hold forall 0,1,....¢. Then, if s’} . <1 —as, [sF} | < wiT) - and |/€Zr”1l,j| < AgAzd=3
with high probability.

Consider one neuron j € J.. Suppose that k7 ,,, ; <1 —ag hold forall s = 0,1,...,T5 5, where

»J

g g —1

T30 = | (k™ (K™ — 2)asGm j i+ cBe, k- (PI/I(I),C) )

However, att = T3 o,
P,
1
- k*—2\ \F =2
(1 = mek*(k* = 2)agdm j ke Ber- (P )" )s)"

P
> TII,c o1

1
. k*—2\ 53
(nek* (k* = 2)asdm,j k= cBes- (P )"

Kcm] —PIH(,—

This leads to contradiction. Thus, there exists some time ¢3 » < T3 5 such that T ag. The same proof applies to

c,m j
* (1% ~ k-2, 71

Kgim,j for j € Jy by taking Ty » = | (ek™ (K" — 2)assctum,ji- v (Pite) ) -

O

Strong recovery. Finally, we show that the neuron for j € J. amplifies the alignment with w}, and the neuron for
j € J, amplifies the alignment with w, and we establish strong recovery (Kt >1—€>1—agforj e J., and

ntgm)j21—e>1—a2forj€jg)

90 em.j

Lemma C.28. Consider the expert m € M. and j € J., where j satisfies Lemma C.27. Let wZTw; < Ayd 2 =
O(d=2), gt = no < agd™"T for 0 < t < (T51 — t3,1) + (T32 — t32) — Land n* = e < min{%ed™*, %€} for
(T51 —t31) + (T32 —ts2) <t < (T31 —ts1)+ (Ts2 —t32) +T53 — 1. Then, H(Til fo ) (Tso—ta2)tlss oy

7-77n
where T3 3 = (e 0. 1) holds with high probability.

The same argument applies symmetrically when exchanging c and g.

Proof. Consider experts m € M.. Suppose that, for j € J., we have 1 — 2ag < &2 my S <1-— § forall s =0,1,...,t
Then, we have
s+1 s Sk ~ s 2 s k*—1
Hc,m,j > Keom,j +n k O‘m,j,k*,cﬁc,k‘* (1 - (K‘c,m,j) )(Kc,’m,j)
p*
s § S s i—1l, xT s s s 2 4.2 * T s s Ty\m=s
+1 Zsca'm,j,i,c’)/i(Hg,m’j) (wc wg - Hc,’rn,jﬁg,'m,j) - K‘c,'rn,jnel Al d+ Te' W, (Id - w'm,jwm,j )“wm,j
i=k*
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> KS g+ K G gor e Beger (1= (K5, )7 ) (B )

2 ~ T 2
= erp” max [sedim, .07l [we - wg|(1 = (K¢ m,5)7)

~ 5 k*— s .
= oD max |Sclm, j.i.c Vil 5] fwp T (Ta = wiw? w158
”i,m,jne’2A12d + ne’wZT(Id - wfn, Wy, jT)Efum J
S - 6 S/ * ~ S/ S/ T ’_‘S/
> Keom,j + Z 577 k Oém,j,k*,cﬁc,k*(]- - cm] + Z 776’“’ Id T Wiy, j Wiy 5 )‘:‘wm’j'
s'=0
Since k7., ; > 1 — 3az, we have w;T(Id - w:wj—r)wfw < Wbay and Ky, = (w;Tw )(wi Tws, j) +
(Id —w w*T)wmj < 6ag + O(d ). Hence, we obtain 7°k*ay, j g+ ofere (1 — (nﬁ’mﬂf))(mi,md)k 2_1 >
Ok s (1 Kon) by Koy > 1~ Ban penE oy eenlot AL — (o)) <
~ ~Noogo L ~ k*—
l Sk*am,] k*,cﬂc,k*(l — Hi,m,j) by w*Tw; = O(d 2)’ Ue’p*zmaxi|Scam,j,i,c’7i||’€;,m7j| 1w;T(Id -
wiw; ws, 58 s < I K Gk Beks (1 — K3, ;) by MaX; [SelimjicVil /Gm ke cBeks S ~& Wwhen

Qmjiis PWm.j Ve > 0, and mc gl 2A12d < 20k G ke e Be e (1 — K ) by ne < %ed~'. In addition, we
T ’
have |Y°,_ nerw} T - wm’j wy, )E,, | < aze+ e k* G j v o B (1 — Iic m,;) With high probability.

m,j

Therefore, if 1 — 3as < nimJ <1- %, for all s=0,1,...,1

S
s+1 0 a2 X~ s’
Kem,j 2 Keom,j — ?6 + § Ner ke am,j,k*,cﬁc,k*(l - ’k';c,m,j)
s'=0

a 1
0 2 * ~
2 Kem,j ~ g €T 38Nk G ke cBekee.

and 1 — 3as < k! . hold.

c,m,j

For 0 <t < (T51 — t3,1) + (T5,2 — t3,2) — 1, it holds that nztij — 5 > 1 — 2ay by taking " =n < a4d*7*

Take " = ner < min{%ted™", 4¢*} and suppose that £, . <1 — § and forall (Tz1 — t31) + (T32 —t32) <t <
(T371 — t371) (T372 — tgyg) —+ Tg’g — 1, Where

T3,3 = I_a2(ne’ek*&m,j,k*,cﬁc,k*)_1J + 1.

Then, it holds that nc m,y = 1 —3az+ tenplk G, j ke Pk forall (Ts1 —t31) + (Ts2 —t32) <t < (T31 —t31)+
(T32—t3 2)+T35—1 However, att = (T3 1—t3, 1) (T32—t3 2)+T3 3, 1 —3as+ 1t6776/k*0~zm’j k= cBe ke > l which
leads to contradiction. Thus, there exists some ¢33 < (T51 — t3,1) + (I5,2 — t3,2) + T35 such that mc m.; = 1 — 5. When
there exists some time «. ,,, ; < 1—§ fort > tg, kL, ; > 1—2ag since [k} - — kL, .| < Aines. Thus, Iicmj >1—c¢
holds forall t3 3 <t < (I51 — t371) (T3,2 —t3.2) + T3 3 until n&m’j > 1 — £ holds. By recursively applying this step,
we obtain the desired result. O]

C.5. Second Layer Optimization Stage
We have i.i.d. test-time inputs X7 = (21, ..., 27 and we extract T, inputs XZc = (x},... x1¢) in the cluster ¢ from X7
Note that ) 7. = 7. We know that each X T- s successfully routed to the expert m € M, with high probability over the

randomness of X 7.

C.5.1. APPROXIMATION OF SINGLE INDEX POLYNOMIALS

We suppose o, are ReLLU functions.

Lemma C.29 (Following Damian et al. (2022); Oko et al. (2024a)). Fix c and the corresponding expert m € M. such
that for all te, hy,(z') > 0 with high probability. Suppose that b; ~ Unif([—Cy, Cp]) with Cy, = O(1). Let h.(z) be a
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polynomial with degree ¢ = O(1), w € Unif (S71(1)), w™ = —w. Then there exists a1, . ..,asn € R such that
1 & 1 & T
T, te Tt T oty — A1
tczle,l-p,Tc N Zlajam(w zle +b;) — N Zlajom(w zle +b;) — he(w'2l) [ = O(N™).
Jj= j=

Moreover, we have Z] 1 a? = O(N) and 2551 la;| = O(N).

We obtain similar approximation results for polynomial activations (see (Oko et al., 2024a) for details). Using Lemma C.29,
we show that ,for all ¢, there exists some m € M, and a}, such that f,,, can approximate f* + s.g*.

Lemma C.30 (Following Oko et al. (2024a)). Let 0,,,, m = 1,..., M be ReLU activations or polynomial activations. Fix ¢
and the corresponding expert m € M. such that for all t., h., (xte) > 0 with high probability. Assume J 2 Jyinpoly log d.
There exists some parameters a.,, = (amj) such that

M te

1 1 [hyy (2ge) = 0] W R ~ _
?Z Z fzamjam ( mjxc +b ) fc (wc x?)*scg (wg zic) SO(‘Jmln| 2+62)'
¢t m’/=1 7
where ||a%,||3 = O(J?|Jmin|~1), |Ja, |1 = O(JVC) and ays; = 0form’ € M.\ {m}.

Proof. The main difference between the proof in (Oko et al., 2024a) is that we may have superfluous experts m’ € M.\ {m}.
However, we only need to put ay,,; = 0 forallm’ € M.\ {m}andj=1,...,J. O

C.5.2. OPTIMIZING THE SECOND LAYER

We present the result of optimization of the second layer:

Lemma C.31. Suppose that J = ©(Jminpoly log d). There exists A > 0 such that the ridge estimator G, satisfies

[ 50 (s o+ BT,

with probability at least 1 — 04(1). Therefore, by taking |Jmin| = O(e ™) and T = O(e~?2), we have O(¢) loss.

) 2 0] fona, (00) — £7 (] ) = seg™ (w] )

Proof. Let A5 = {{am}tmem | Xmer llamllr < e lak, |-} We know that the router  exclusively route X e
to the subset of experts C M, with high probability. Therefore, the minimization problem of the empirical L? loss is
decomposed as

= Z ( > 1 [hn(at) > 0] fona, (") y>

""" m=1
2
. T. |1 . .
- T |7 1 bey > s (ate) — yte
{dM}mIEIB‘rj{}l ,,,,, M} ¢ T | T, %: (m;\/lc [hm ( ) O} fm ) /(1‘ ) Ye >
2
. 1 2t o
" ®c{amtmemes ngé%dm}m"EMceAj\Ac Z T |T. ; (mg;/lc ]l B (z7) > 0] S Ja /( x. ) Ye )
2
T 1
= —c : L 1 hm/ te > G te\ o te ,
EF i, T2 | D 1) >0 v e o
=fe
::]]::mc[fcfyc]
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where we used h,,,/ (zfe) > 0 = m’ € M, with high probability, M.NM = @ forall ¢ # ¢/, and Ve, {am’ }m € Ay, =

{am}tm €AYy ppy- Therefore, the optimization is performed in parallel for each subset of parameters {an,m € M.}
and we can bound the population loss as

Ec[Emc [|f0 — yel]]

S (dmfggk {Ea.llfe = el = B, [1fe = well } + /Ea, (e —ycm) -

Applying Lemma 14 of (Oko et al., 2024a), we have

A A ~ _ 1
]E:cc[(fc_yc)Z] = O | [Jmin| et JT.
Approximation SN~
Concentration.
and the generalization error is bounded as
R . . ~ _ poly logd
StD {E»Lc”fc = Yel] = B [[fe — ycu} <0 <|Jmin Yot ———
Qs €AY, )y M EM. VI

with probability at least 1 — 04(1) for the ridge estimator.
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