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Abstract
Mixture of Experts (MoE), an ensemble of spe-
cialized models equipped with a router that dy-
namically distributes each input to appropriate ex-
perts, has achieved successful results in the field
of machine learning. However, theoretical under-
standing of this architecture is falling behind due
to its inherent complexity. In this paper, we theo-
retically study the sample and runtime complexity
of MoE following the stochastic gradient descent
(SGD) when learning a regression task with an un-
derlying cluster structure of single index models.
On the one hand, we prove that a vanilla neural
network fails in detecting such a latent organiza-
tion as it can only process the problem as a whole.
This is intrinsically related to the concept of in-
formation exponent which is low for each cluster,
but increases when we consider the entire task.
On the other hand, we show that a MoE succeeds
in dividing this problem into easier subproblems
by leveraging the ability of each expert to weakly
recover the simpler function corresponding to an
individual cluster. To the best of our knowledge,
this work is among the first to explore the bene-
fits of the MoE framework by examining its SGD
dynamics in the context of nonlinear regression.

1. Introduction
Mixture of Experts (MoE) (Jacobs et al., 1991; Jordan &
Jacobs, 1993), an ensemble of specialized models equipped
with a router that dynamically distributes each input to ap-
propriate experts, has been extensively studied and success-
fully deployed in a wide range of scenarios over the past few
years. A key milestone was the development of sparsely-
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gated MoE (Shazeer et al., 2017), which was later integrated
into transformer-based large language models (LLMs) and
further refined in subsequent works (Fedus et al., 2022;
Achiam et al., 2023; Georgiev et al., 2024; Jiang et al.,
2024; Liu et al., 2024). This kind of MoE enables the ac-
tivation of only a limited number of trained experts in one
forward pass, drastically reducing the inference cost while
maintaining performance competitive with other successful
architectures of the same order of parameters.

However, theoretical understanding of this architecture is
falling behind due to its inherent complexity. Especially,
while the mechanism of the initialization, the optimization
procedure and the behavior of the router are essentially
the same for each expert, it has been repeatedly reported
that each expert ultimately specializes in its own way, each
contributing to different aspects of the learned task. It is still
unclear why such phenomenon happens and why the router
can learn to fairly distribute an input to appropriate experts
without collapsing to a single expert.

To address these fundamental questions, prior work math-
ematically studied the mechanism of MoE from the per-
spectives of approximation theory on MoE for multi-level
data (Fung & Tseung, 2022), statistical learning in Gaussian
MoE models (Ho et al., 2022; Nguyen et al., 2023; 2024a)
and nonlinear regression (Nguyen et al., 2024b;c), as well
as optimization in both classification (Chen et al., 2022;
Chowdhury et al., 2023) and linear regression, especially
for continual learning (Li et al., 2024). However, a clear
explanation of the success of the MoE is lacking in the con-
text of optimization in nonlinear regression which is a more
general problem than optimization in classification.

Therefore, in this paper, we focus on such a broader problem
setting of optimization in nonlinear regression. We will
theoretically study the sample and runtime complexity of
MoE optimized with the stochastic gradient descent (SGD)
when learning a regression task with an underlying cluster
structure.

Contributions Our contributions are summarized as fol-
lows. On the one hand, we prove that a vanilla neural
network fails in detecting such a latent organization as it can
only process the problem as a whole. This is intrinsically
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related to the concept of information exponent which is low
for each cluster, but increases when we consider the entire
task. On the other hand, we show that a MoE succeeds in
dividing this problem into easier subproblems by leverag-
ing the ability of each expert to weakly recover the simpler
function corresponding to an individual cluster. To the best
of our knowledge, this work is among the first to explore
the benefits of the MoE framework by examining its SGD
dynamics in the context of nonlinear regression.

Notation P[·] and Ex[·] denote the probability of an event
and the expectation over the randomness of a random vari-
able x. O(·) and o(·) stand for the big-O and little-o nota-
tions with respect to d. Ω(·) and Θ(·) represent the lower
and tight bounds. Õ(·), Ω̃(·) and Θ̃(·) denotes the upper,
lower, and tight bound ignoring any poly-logarithmic con-
stant. We call a probabilistic event A happens with high
probability (or w.h.p.) if P[A] ≥ 1− d−a with a sufficiently
large constant a > 0; the high probability events are closed
under union bounds over sets of size polyd.

2. Related Works
Theory of Mixture of Experts. Various aspects of MoE
have been theoretically studied in the context of deep learn-
ing so far. Ho et al. (2022) and Nguyen et al. (2023;
2024a) studied the convergence rate of expert estimation in
Gaussian MoE models for classification, and Nguyen et al.
(2024b;c) led similar investigation for MoE with a softmax
gating for regression problems. Chen et al. (2022) pio-
neered studies of feature learning with MoE and analyzed
the training of nonlinear MoE under a mixture of classifica-
tion problems. Building on this, Chowdhury et al. (2023)
extended the analysis to patch-level routing, addressing bi-
nary classification problems within nonlinear MoE settings.
Li et al. (2024) focused on continual learning scenarios, but
the analysis was limited to linear regression problems and
linear MoE. In this work, we consider the broader and more
practical problem setting of nonlinear regression problem
with a nonlinear MoE model following a gradient-based
optimization.

Gradient-based Feature Learning Gradient-based fea-
ture learning of low-dimensional functions using neural
networks has garnered significant attention. Subjects of re-
search encompasses functions such as single-index models
(Dudeja & Hsu, 2018; Ba et al., 2022; Bietti et al., 2022;
Abbe & Boix-Adserà, 2022; Mousavi-Hosseini et al., 2023b;
Ba et al., 2023) and multi-index models (Damian et al., 2022;
Ben Arous et al., 2022; Mousavi-Hosseini et al., 2023a; Bi-
etti et al., 2023; Collins-Woodfin et al., 2023; Dandi et al.,
2024a). The information exponent k∗, or leap complex-
ity (Abbe et al., 2023), of the target is known to govern
its difficulty of learning it, generally requiring a sample

complexity of n = Õ(dk
∗−1) (Arous et al., 2021), where

d is the input dimension. Damian et al. (2023) improved
this rate to Θ̃(d

k∗
2 ) by smoothing the landscape. Subse-

quently, techniques such as reusing batches (Dandi et al.,
2024b; Lee et al., 2024; Arnaboldi et al., 2024) or alter-
ing loss function (Joshi et al., 2024) enabled to surpass
the CSQ lower bound (Damian et al., 2022; Abbe et al.,
2023). These approaches improve the sample complexity
near information-theoretic limit n ≍ d, which is associated
with the generative exponent (Damian et al., 2024). This
approach based on the information exponent contributes to
deepening our general understanding about the complexity
of a task and has been applied to specific architectures or
techniques, such as pruning (Vural & Erdogdu, 2024), pre-
trained transformer (Oko et al., 2024b), adversarially robust
learning (Mousavi-Hosseini et al., 2024) and LoRA (Dayi &
Chen, 2024). However, the application of this framework to
MoE has not been explored yet, and it may hold promise for
elucidating the intricate mechanism of MoE. Recently, Oko
et al. (2024a) has conducted an extensive theoretical study
on additive models, where several single-index models form
a ridge combination. Our setting is analogous to this work,
where the data exhibit an additive structure derived from
diverse clusters.

3. Problem Setting and Preliminaries
In this section, we clarify the problem setting, including the
data generation procedure, the formulation of the MoE, and
the mathematical description of the training algorithm.

3.1. Data Generation

Let us first formally introduce the notion of information
exponent.

Definition 3.1 (Information Exponent). Let {Hej} be the
normalized Hermite polynomials. The Hermite expan-
sion of a square-integrable function f is given as f(z) =∑

j
αj√
j!
Hej(z). The information exponent is defined as

IE(f) := k∗ = infj≥0 {j | αj ̸= 0}.

The information exponent is defined as the index of the first
non-zero coefficient in the Hermite expansion of the non-
linear target function(Arous et al., 2021). The complexity
of learning a nonlinear function via two-layer neural net-
work optimized by SGD is closely associated with this value
(Arous et al., 2021; Ge et al., 2018; Dudeja & Hsu, 2018;
Bietti et al., 2022; Damian et al., 2022; Oko et al., 2024a).

The generation process is defined as follows.

Assumption 3.2 (Teacher Models). Let C = Od(1) be the
number of clusters. Let f∗

c (c = 1, . . . , C) represent the
local task specific to each cluster , and let g∗ denote the
global task shared among clusters. A data pair (xc, yc) in
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the cluster c, where c ∼ Unif[1, . . . , C], is generated as
xc ∼ N (ρvc, Id),

yc = f∗
c (w

∗
c
⊤xc) + scg

∗(w∗
g
⊤xc) + ν,

where ν ∼ N (0, ζ2) denotes an additive Gaussian noise
that accounts for observation uncertainty. It is assumed to
be sampled independently of the input xc. The scalar ρ ∈ R
represents a scaling factor that modulates the magnitude
of the cluster mean vectors vc ∈ Sd−1, and is assumed to
satisfy ρ ≃ Aρ, where Aρ is a sufficiently large constant
upper bounded by poly log d. The coefficient sc ∈ R en-
codes the influence of the global task within cluster c, and
is constrained such that

∑
c sc = 0 and sc = Θ(1) for

all c. f∗
c and g∗ are univariate polynomials with informa-

tion exponent k∗ > 2 and degree p∗, and feature indices
w∗

c , w
∗
g ∈ Sd−1. We write the Hermite expansion of f∗

c and

g∗ as f∗
c =

∑p∗

i=k∗
βc,i√

i!
Hei and g∗ =

∑p∗

i=k∗
γi√
i!
Hei, re-

spectively. The Hermite coefficients satisfy |βc,k∗ | = |γk∗ |
for all c. The link functions and the index features are
normalized as Ez[f

∗
c (w

∗
c
⊤z)2] = 1, Ez[g

∗(w∗
g
⊤z)2] = 1,

∥w∗
c∥ = 1, and ∥w∗

g∥ = 1, where z ∼ N (0, Id).

This model is designed to introduce task interference by∑
c sc = 0, making the learning process more challenging

as gradients from different clusters conflict, hindering ef-
fective learning. This scenario is closely related to a line
of work on gradient interference in multi-task learning (Yu
et al., 2020; Liu et al., 2021; Guangyuan et al., 2023; Zhang
et al., 2024b) and recent work on MoE has also addressed
this issue (Liu et al., 2024; Yang et al., 2025). Note that all
f∗
c and g∗ have the same information exponent k∗ > 2 and

their k∗th coefficients have the same absolute values, which
implies that all f∗

c and g∗ have the same difficulty, making
it even more difficult to distinguish each component from
the others. We will show that a vanilla neural network is
incapable of handling such tasks, whereas the MoE can. We
also suppose that k∗ is even, instead of assuming that the
products of the Hermite coefficients of the teacher and the
student models are positive in Simsek et al. (2024). We also
impose a condition for each feature vectors w∗

i and v∗c as
follows.
Assumption 3.3 (Task Correlation). For all i, i′ ∈ [C]∪{g}
such that i ̸= i′, w∗

i
⊤w∗

i′ = Õ(d−
1
2 ). Moreover, for all

i ∈ [C] ∪ {g} and c ∈ [C], v∗c
⊤w∗

i = 0.

This condition indicates that the tasks for each cluster are
diverse. The correlation between two vectors w∗

i can be
satisfied, for instance, when the vectors are randomly drawn
from Unif (Sd−1). The cluster signal vc is assumed to be
orthogonal to all feature indices for analytic tractability,
and we believe this is not a necessary condition of our sub-
sequent result. While Chen et al. (2022) assume mutual
orthogonality among the feature indices, we relax this as-
sumption in our analysis. Indeed, a randomized correlation

v∗c
⊤w∗

i ≃ Õ(d−1/2) should only introduce a negligible per-
turbation ≃ d−1/2 to the Hermite coefficients βc,i and γi of
the teacher models.

3.2. Structure of the MoE

A MoE consists of its M experts f1, . . . , fM , a gating
function h(x; Θ) = Θ⊤x where Θ = (θ1, . . . , θM ) ∈
Rd×M and a routing strategy that uses the output of the
gating function h = (h1, . . . , hM )⊤ to distribute the in-
put to the appropriate experts. For example, for a top-
1 routing, the index of the assigned expert is chosen as
m(x) := argmaxmhm(x). We also define πm(x; Θ) =
exp(hm(x))/

∑
m′ exp(hm′(x)) as the softmax gating

functions.

In this paper, we will focus on two routing strategies. On the
one hand, we define F1(x;W,Θ), the output of MoE follow-
ing a top-1 routing weighted by the corresponding softmax
gating value, i.e., F1(x;W,Θ) = πm(x)(x)fm(x)(x;Wm).
This weighting enables to track the gradient of the gating
function which is technically impossible with the simple
top-1 routing. On the other hand, we introduce the (adap-
tive) top-k routing. We adaptively choose k experts for
each input x based on the value of each hm and a thresh-
old. Here, we set the threshold to 0 and define the output
as F̂M (x;W,Θ) :=

∑M
m=1 1[hm(x) ≥ 0]fm(x;Wm) in

Phase II; formally defined in Section 3.3. This choice of
router is related to a recurrent problem that the router may
fail to determine the appropriate expert when there are sev-
eral models playing similar roles. After Phase II with top-1
routing, a data point xc is no longer routed to experts outside
the set of professional experts (formally defined in Defini-
tion 4.7) for cluster c; however, competition among the
professional experts may still occur. In general, this can re-
sult in issues related to load imbalance or the emergence of
redundant experts, which may result from top-k routing with
a fixed k ∈ N (Zhou et al., 2022). To address this, expert
choice routing (Zhou et al., 2022), soft MoE (Puigcerver
et al., 2024), and several auxiliary losses, such as load bal-
ancing loss, importance loss (Shazeer et al., 2017), and
z-loss (Zoph et al., 2022), were heuristically introduced to
promote the even distribution of data and encourage diver-
sity among experts. There have indeed been prior attempts
to vary the number of activated experts depending on each
token (Huang et al., 2024; Zeng et al., 2024). With our adap-
tive top-k routing in Phase III and IV, we can also avoid this
phenomenon without changing the loss as we will show that
it prevents the data from being routed to non-corresponding
experts and ensures that the experts that could be activated
during inference are trained evenly.

Importantly, our adoption of adaptive top-k routing is com-
pelled by theoretical and technical considerations, and
stands in contrast to the classification setting studied in Chen

3



Mixture of Experts Provably Detect and Learn the Latent Cluster Structure in Gradient-Based Learning

et al. (2022); Chowdhury et al. (2023). This phenomenon
arises specifically from the challenge of estimating a contin-
uous function in the regression setting.

For each expert, we consider a two-layer neural network
fm(x;Wm) = 1

J

∑J
j=1 am,jσm(w⊤

m,jx+ bm,j). The Her-
mite expansions are given as am,jσm(z+w⊤

m,jvc+bm,j) =∑∞
i=0

αm,j,i,c√
i!

Hei(z).

Moreover, we assume that the activation function σm satis-
fies the following assumption used in Oko et al. (2024a) to
ensure that a fraction of neurons can align with the feature
index even though the target functions are unknown.

Assumption 3.4 (Student Activation Functions). The activa-
tion functions σm of the student model and the link function
f∗
c and g∗ of the teacher models satisfy one of the following

conditions: (A) σm is a randomized polynomial activation
of degree at most O(1) as defined in Appendix A.3 and f∗

c

satisfies Assumption 3.2 for all c = 1, . . . , C, or (B) σm is
the ReLU activation function, with the additional require-
ment that for each f∗

i , the absolute values of the all non-zero
Hermite coefficients |αm,j,i| are Θ(1). In addition to the
conditions (A) and (B), we technically assume that the sign
the Hermite coefficient αm,j,i,c of σm(·+ρwt

m,j
⊤
vc+bm,j)

is invariant during the optimization since we cannot evaluate
the contribution of higher-order Hermite coefficients.

3.3. Training Algorithm

To precisely track the model’s evolution, we divide the
training algorithm into layer-by-layer, similar to previous
studies that have researched feature learning in neural net-
works (Damian et al., 2022; Ba et al., 2022; Bietti et al.,
2023; Abbe et al., 2023; Mousavi-Hosseini et al., 2023b;
Oko et al., 2024a; Lee et al., 2024). Specifically, we consider
an algorithm separated into four phases. See Algorithm 1
for the outline.

Concretely, we start by initializing the weights of the ex-
perts as w0

m,j ∼ Unif(Sd−1) and am,j ∼ Unif{−1,+1}
following Oko et al. (2024a) and Lee et al. (2024) and the
weights of the router’s gating network θm to zero. In Phase
I, the first layer of the expert is optimized using a correlation
loss, a technique supported by prior studies (Bietti et al.,
2022; Damian et al., 2022; Abbe et al., 2023; Oko et al.,
2024a; Lee et al., 2024). For optimization, the spherical
gradient, defined as∇S

wm,j
L := (Id − wm,jw

⊤
m,j)∇wm,j

L,
is employed, as explored in Arous et al. (2021); Damian
et al. (2023); Oko et al. (2024a); Lee et al. (2024). Phase II
is devoted to the router’s gating network which is trained
via gradient descent. In this stage, we add random noises
rtm ∼ Unif[0, 1] into the top-1 routing to enhance the sta-
bility of the router learning as in Chen et al. (2022). Before
entering Phase III, the expert weights wm,j and am,j are
reinitialized. While not strictly necessary, this reinitializa-

Algorithm 1 Gradient-based training of MoE

Require: Learning rates ηt, regularization parameter λ,
sample sizes T1, T2, T3, T4, initialization scale Cb.
Initialize w0

m,j ∼ Unif(Sd−1(1)) and am,j ∼
Unif{±1}.
Phase I: Normalized SGD on first-layer of experts
for t = 0 to T1 − 1 do

Draw new sample (xt
c, y

t
c).

wt+1
m,j ← wt

m,j + ηtytc∇S
wm,j

F1(x
t
c).

wt+1
m,j ← wt+1

m,j/∥w
t+1
m,j∥ for j = 1, . . . , J .

end for
Phase II: SGD on gating network of router
for t = T1 to T1 + T2 − 1 do

Draw new sample (xt
c, y

t
c).

θt+1
m ← θtm + ηtytc∇θmF1(x

t
c).

end for
Phase III: Normalized SGD on first-layer of experts
Reinitialize w0

m,j ∼ Unif(Sd−1(1)) and am,j ∼
Unif{±1}
for t = T1 + T2 to T1 + T2 + T3 − 1 do

Draw new sample (xt
c, y

t
c).

wt+1
m,j ← wt

m,j + ηtytc∇S
wm,j

F̂M (xt
c).

wt+1
m,j ← wt+1

m,j/∥w
t+1
m,j∥ for j = 1, . . . , J .

end for
Phase IV: Convex optimization for second-layer of
experts
Initialize bm,j ∼ Unif([−Cb, Cb]) and set ŵj ←
δm,jw

T1+T2+T3
m,j , where δm,j ∼ Unif{±1}.

Draw new samples (xt
c, y

t
c)

T1+T2+T3+T4−1
t=T1+T2+T3

.
Solve:

{âm}m ← argmin
am∈RJ

1

T4

τ6−1∑
t=τ5

(
F̂M (xt)−yt

)2
+λ̄
∑
m

∥am∥22

where τ5 =
∑3

i=1 Ti and τ6 =
∑4

i=1 Ti.

tion helps ensure that the early learning of w∗
c does not

interfere with or disrupt the effective learning of w∗
g , par-

ticularly when f∗ and g∗ are similar functions. Note that
if the activation function is ReLU, a random sign flip of
wm,j , as described in Oko et al. (2024a), becomes neces-
sary. See Appendix A.3 for details. Finally, we conclude
the training with Phase IV, where convex optimization with
L2-regularization is executed to the second layer using noise
terms bm,j to facilitate the estimation of the polynomial of
the ReLU activation function. Note that we use different
routing strategy for Phases I and II (F1) and Phases III and
IV (F̂M ). Refer to Remark 4.12 for details.

We will show that, at the end of each phase, a specific repre-
sentation of the complex task under consideration is learned,
which is possible thanks to the idiosyncratic architecture of
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a MoE. More precisely, at the end of Phase I, some neurons
within each expert weakly recover certain vectors and spe-
cialize to the corresponding cluster. In the next stage, the
router learns to successfully dispatch data to the appropriate
expert based on the weak recovery of clusters assigned to
each expert. As for the second half of the algorithm, we
prove that each expert successfully recovers both the local
task and the global task associated with its assigned cluster.

4. Main Results
In this section, we provide our main results. We first prove
that a vanilla neural network fails in detecting the latent
structure of our task as it can only process the problem as
a whole. Next, we show that the MoE, on the contrary,
succeeds in dividing this problem into easier subproblems
by leveraging the ability of each expert to weakly recover
the simpler function corresponding to an individual cluster.

4.1. Limitations of the Vanilla Neural Network

4.1.1. MAIN THEOREM

Here, we consider the vanilla neural network

fm(x;Wm) =
1

J

J∑
j=1

am,jσm(w⊤
m,jx+ bm,j)

as the student model. This also corresponds to the special
case of a MoE with only one expert. The size of the vanilla
neural network is at most J = O(polyd).

We will demonstrate that there are some scenarios of our
teacher model that a single expert cannot solve. For example,
consider the following. See Appendix B for further details.

Example 4.1. We construct a specific problem of our teach
model 3.2 as follows. Assume all feature vectors w∗

c and w∗
g

are completely orthogonal for simplicity. Moreover, func-
tions are defined as f∗

c (w
∗
c
⊤xc) = βc,k∗Hek∗(w∗

c
⊤xc), for

all c, and scg
∗(xc) = (−1)c+1Hek∗(w∗

g
⊤xc) for c = 1, 2

and otherwise 0. We assume that there exists at least one pair
(c, c′) such that sgn βc,k∗ ̸= sgn βc′,k∗ . We additionally
assume k∗ ≥ 5 to prove the result in Lemma B.15. (sc)c
are defined as s1 = 1, s2 = −1 and sc = 0 (otherwise),
to satisfy

∑
c sc = 0. This means the signal w∗

g is hard to
recover. In short, the data yc are generated as

β1,k∗Hek∗(w∗
1
⊤xc) + Hek∗(w∗

g
⊤xc) + ν if c = 1,

β2,k∗Hek∗(w∗
2
⊤xc)−Hek∗(w∗

g
⊤xc) + ν if c = 2,

βc,k∗Hek∗(w∗
c
⊤xc) + ν if c > 2.

Remark 4.2. It may be possible that sgn αm,j,k∗,c ̸=
sgn αm,j′,k∗,c′ when j ̸= j′ because we randomly initialize
amj and bm,j .

The next theorem shows that wt
m,j never catches the signal

w∗
g for all t because the gradient for w∗

g is erased by those
for w∗

c .

Theorem 4.3 (Difficulty of finding the “hidden” signal w∗
g).

During the population spherical gradient flow of wt
mj , for

all j = 1, . . . , J , we have

sup
t≥0
|wt

m,j
⊤
w∗

g | ≲ Õ(d−1/2)

with high probability.

Theorem 4.3 indicates that there is an insufficient number of
neurons that can align the feature vector w∗

g . As a result, it
becomes difficult to estimate the function scg

∗(w∗
g
⊤·). This

phenomenon is due to the condition
∑

c sc = 0 and that the
naive neural network (with polynomial width) cannot utilize
the vectors vc to detect the cluster structure. Interestingly,
such difficulty of SGD for the naive neural network has not
been shown in prior works studying the optimization dynam-
ics of the MoE (Chen et al., 2022; Chowdhury et al., 2023;
Li et al., 2024). This was possible thanks to our theoretical
analysis based on the information exponent, which appears
in the context of nonlinear regression.

4.1.2. PROOF SKETCH

We provide a sketch of the proof for the theorem. We demon-
strate that a vanilla neural network predominantly aligns
with simple tasks w∗

c , which prevents it from aligning with
the more subtle one w∗

g . For a comprehensive explanation,
please check Appendix B.

The spherical gradient flows of |wt
m,j

⊤
w∗

c | are approxi-
mately evaluated as

d

dt
|wt

m,j
⊤
w∗

c | ≃ Θ̃(ηJ−1|wt
m,j

⊤
w∗

c |k
∗−1)

where η is a learning rate, under the condition
that βc,k∗αm,j,k∗,c > 0. By integration, it takes
Θ̃(η−1Jd(k

∗−2)/2) time for the weak recovery.

Now, the most important observation is that the signals of
w∗

g are canceled out:

Lemma 4.4. Recall that the inputs are generated as xc =
ρvc + z, where z ∼ N (0, Id). The Hermite coefficients
αm,j,i,c of σm(·+wt

m,j
⊤
vc+bmj) are close up to Õ(d−1/2)

at the initialization. Please refer to Lemma B.4 for the proof.

Therefore, when initialized as |w0
m,j

⊤
w∗

g | ≃ d−1/2,

d

dt
|wt

m,j
⊤
w∗

g |

≲ηJ−1
∣∣∣∑

c

scαm,j,k∗,c

∣∣∣|wt
m,j

⊤
w∗

g |k
∗−1
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≲ηJ−1d−1/2|wt
m,j

⊤
w∗

g |k
∗−1

≲ηJ−1|wt
m,j

⊤
w∗

g |(k
∗+1)−1,

which implies that the information exponent of g∗ increases.
It takes at least Ω̃(η−1Jd((k

∗+1)−2)/2) time for the weak
recovery. Therefore, for all j, detecting one of the signals
{w∗

c}c becomes easier than w∗
g and each wm,j tends to align

with w∗
c rather than w∗

g .

Next, we identify the subset of tasks Cj from the entire set
[C] that neuron wmj can align with based on the necessary
condition: for all j, there exists c such that βc,k∗αm,j,k∗,c >
0 with high probability. Let Cj be such a subset of C, then
we can show that wm,j can only detect w∗

c where c ∈ Cj .

Based on the above argument, we obtain that for all j, wm,j

aligns some feature vectors among {w∗
c}c, not hidden w∗

g :

Lemma 4.5. For all j, there exists t∆ ≲ Õ(Jη−1d(k
∗−2)/2)

such that for all t ≥ t∆,

1. |wt
m,j

⊤
w∗

c | ≳ Ω̃(d−1/4−1/(8k∗)) for some c ∈ Cj ,

2. |wt
m,j

⊤
w∗

c | ≲ Õ(d−1/2) for all c /∈ Cj ,

3. |wt
m,j

⊤
w∗

g | ≲ Õ(d−1/2)

hold with high probability.

See Lemma B.15 for formal proof. Intuitively, when the
inequalities in Lemma 4.5 hold, then the alignment in the
following inequality does not grow because the derivative
continues to be negative: Let ξtm,j,g := wt

m,j
⊤
w∗

g and

κt
m,j,c := wt

m,j
⊤
w∗

c . For all t′ ∈ [t∆, t],

d

dt
(|ξtm,j,g|+ |κt

m,j,c|)|t=t′

≲
η

CJ
Õ(|ξt

′

m,j,g|k
∗−1

+
∑
c/∈Cj

(−βc,k∗αm,j,k∗c)︸ ︷︷ ︸
≤Õ(1)

(κt′

m,j,c)
k∗
|ξt

′

m,j,g|

−
∑
c∈Cj

βc,k∗αm,j,k∗c︸ ︷︷ ︸
≥Ω̃(1)

(κt′

m,j,c)
k∗︸ ︷︷ ︸

≳d−k∗(1/4+1/(8k∗))

|ξt
′

m,j,g|)

≲
η

CJ
|ξt

′

m,j,g|Õ
(
d−(k∗−2)/2 − Ω̃(d−k∗/4−1/8)

)
≲0,

where we used the additional assumption k∗ ≥ 5 , and the
definition of Cj . Therefore, the alignment |wt

m,j
⊤
w∗

g | +∑
c/∈Cj
|wt

m,j
⊤
w∗

c | is bounded by Õ(d−1/2) for all t. See
Theorem B.17 in Appendix for more rigorous discussions

4.2. Learning Dynamics of MoE

4.2.1. MAIN THEOREM

On the contrary, the MoE successfully learns the teacher
model defined in Assumption 3.2 by enabling the router to
appropriately partition the data among the teacher models
for each cluster. This is stated formally in the following
theorem. We further characterize the sample complexity of
this learning process under Algorithm 1.

Theorem 4.6. Under Assumptions 3.2, 3.3, and 3.4, set
J = O(ϵ−1) as the number of neurons, T1 = Θ̃(dk

∗−1)
as the number of training steps for Phase I, T2 = Θ(d) as
the number of training steps for Phase II, T3 = Θ̃(dk

∗−1 ∨
dϵ−2 ∨ ϵ−3) as the number of training steps for Phase III,
and T4 = Θ̃(ϵ−2) as the number of training steps for
Phase IV. Then, under the suitable choices of ηt and λ,
with probability at least 0.99 over the randomness of the
dataset and initialization,

Exc

[∣∣F̂M (xc; {âm}Mm=1)− f∗
c (xc)− scg

∗(xc)
∣∣] ≤ ϵ.

We considered the case where each cluster possesses its
own single-index model while collectively sharing a global
single-index model across all clusters. This global task in-
duces interference, which attenuates the signal of the shared
model. This setting is potentially difficult for a vanilla neu-
ral network to learn as shown in Subsection 4.1. The total
sample complexity is Õ(dk

∗−1) and the time complexity is
polynomial in d. This complexity is the same as learning
single-index model by a vanilla neural network (Arous et al.,
2021) while kernel ridge regression requires Õ(dp

∗
) (Ghor-

bani et al., 2021; Donhauser et al., 2021) with respect to d.
After the weak recovery of Phase I, the router successfully
divides the clusters and enables the expert to learn their
target functions.

Experiments To illustrate the dynamics of the MoE fol-
lowing Algorithm 1, we focus on a synthetic problem where
C = 2 in the problem setting of Assumption 3.2. We define
f∗
1 = He3 +He5 and f∗

2 = He3 +He4 for the local tasks,
and g∗ = He3 for the global task. The vectors w∗

1 , w
∗
2 and

w∗
g were of dimension 200, generated randomly and applied

Gram-Schmidt orthogonalization to satisfy Assumption 3.3.
As for the student model, the number of experts was set to
8, and the hidden dimension of each expert to 500. The
learning rate was set to 1 for all optimization schemes, and
T1 = 3.5× 106, T2 = 300, T3 = 107.

The alignments of the experts and router at the end of Phase
I, II and III are shown in Figures 1 and 2. As we can
observe, in Phase I, differences among experts arise due to
initialization, resulting in variations in the degree of weak
recovery for local tasks. In Phase II, the router leverages
these differences in recovery, which are reflected in the
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(a) Phase I (b) Phase II

Figure 1. The alignment of the experts after Phase I (a) and router
after Phase II (b) with the respective feature vectors of each task.
In Figure (a), the alignment of wm,j and w∗

c (c = 1, . . . , C) or
w∗

g (vertical axis) is computed, and for each expert, the distribution
of the number of wm,j with larger alignment than maxj,c w

⊤
m,jw

∗
c

is reported. In Figure (b), we visualize for each router hm the task
with the best alignment in yellow.

Figure 2. The alignment of two experts after Phase III. The align-
ment of wm,j (horizontal axis) and w∗

c (c = 1, . . . , C) (vertical
axis) is computed. The last row is the alignment between wm,j

and w∗
g .

gradients, as a signal to learn to dispatch the data from each
cluster to the corresponding expert. In Phase III, once the
router has learned to appropriately allocate the data, each
expert can effectively learn both its assigned local task and
the global task without signal interference across clusters.

4.2.2. PROOF SKETCH

In this section, we will provide an overview of how the MoE
can detect and learn the latent cluster structure using popu-
lation gradient flow, and how our intuition can be extended
to the SGD. We proceed in five steps: initialization, Phase I,
Phase II, Phase III, and Phase IV. Please refer to Appendix C
for further details in empirical and discretized dynamics.

Initialization. At the initial state, experts are divided
based on the task of the cluster with which they exhibit
the highest alignment. We define (for each task) an expert
that will eventually specialize in that task as follows:

Definition 4.7 (The set of the professional experts for class
c).

(j∗m, c∗m) := argmaxj,cw
0
m,j

⊤
w∗

c ,

Mc := {m | c = c∗m}.

wt
m,j∗m

⊤
w∗

c∗m
has a larger value by a constant factor with

probability at least 0.999, which divides the experts into the
exclusive subsets that are specialized to each cluster c:

Lemma 4.8 (Following Chen et al. (2022); Oko et al.
(2024a)). If M ≳ C logC, it holds that

P[|Mc| ≥ 1, ∀c] ≥ 0.999.

For all m, if
√
log d ≳ J ≳ C−1 logM , there are one

neuron wmj∗m

wmj
⊤wc∗m

≳ max
c′ ̸=c∗m or j′ ̸=j∗m

|wmj′
⊤wc′ |+ Ω̃(d−1/2),

with probability at least 0.999.

At the initialization, the inner products only differ by a
constant. However, when two sequences have initial values
that differ by a constant factor, this can cause differences
in their growth rates, ultimately placing them in different
asymptotic orders. Such a technique has been employed in
various contexts (Ben Arous et al., 2022; Chen et al., 2022;
Oko et al., 2024a). See Appendix C.1 for details.

Phase I (Exploration Stage). From this phase, we will
take for granted that the conditions of Lemma 4.8 are satis-
fied and will use the term with high probability withing this
scenario (i.e., conditional probability). In the exploration
stage, one of the neurons in each cluster achieves faster
weak recovery for its assigned cluster compared to other
neurons, due to the alignment differences introduced during
initialization. Now, for m ∈Mc, each wt

m,j
⊤
w∗

c follows a
gradient flow as

d

dt
|wt

m,j
⊤
w∗

c | ≃ η|wt
m,j

⊤
w∗

c |k
∗−1.

Then we have the following result:

Lemma 4.9 (Informal). For all m ∈Mc, there exists some
time t1 ≤ T1 = Õ(dk

∗−1) such that

1. |wt1
m,j∗m

⊤
w∗

c | = Ω̃(1),

2. |wt1
m,j′

⊤
w∗

c′ | = Õ(d−1/2) for all (c′, j′) ̸= (c∗m, j∗m),

3. |wt1
m,j

⊤
w∗

g | = Õ(d−1/2) for all j.

Lemma 4.9 shows that the expert m ∈Mc weakly special-
ize to the cluster c, enabling the router to identify experts via
weak recovery. This result highlights that, in order for the
router to effectively distinguish among experts, a weak re-
covery of the feature index is required. This, in turn, implies
that a sample complexity of Θ̃(dk

∗−1) may be required dur-
ing the exploration phase, implying that a sufficiently long
exploration stage is warranted before the router can engage
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in meaningful learning. This contrasts with the linear expert
setting of Li et al. (2024) and the classification framework in
Chen et al. (2022); Chowdhury et al. (2023), as this finding
is rooted in non-convex optimization in linear regression.
To prove Lemma 4.9, we leverage the information exponent
of the teacher models instead of using the cubic activation
in Chen et al. (2022). Compared to the results for additive
models in Oko et al. (2024a), we evaluated the growth of
wt

m,j
⊤
w∗

c for all j.

Phase II (Router Learning Stage). Here, we discuss
how the router extracts the feature vector vc corresponding
the cluster c from the weak recovery of the experts. We
show that the parameters θm, for some m ∈ Mc, become
positively correlated with vc, while, on the other hand, θm′ ,
for all m′ /∈Mc, become negatively correlated with it. This
is enabled by the fact that the gradients of the gating network
encode informative signals elicited by the weak recovery of
the experts.

Lemma 4.10. For all c, m∗
c := argmaxmhm(vc) ∈ Mc

and m′ /∈Mc,

θT2

m′
⊤
vc ≤ −Ω̃(1) ≤ 0 ≤ Ω̃(1) ≤ θT2

m∗
c

⊤
vc.

Proof. (Sketch). Take m /∈ Mc. The population gradient
for the gating network of the router is evaluated as

− v⊤c ∇θmE[L]

≃− Ω̃
( ∑

m′′∈Mc,∀j

|wt
m′′,j

⊤
w∗

c |k
∗︸ ︷︷ ︸

=Ω̃(1), due to weak recovery

)

+ Õ
( ∑

m′ /∈Mc,∀j,c

|wt
m′,j

⊤
w∗

c |k
∗︸ ︷︷ ︸

≃d−k∗/2

)
≃− Ω̃(1).

Therefore, v⊤c θ
T2
m < −Ω̃(1) and lastly we use

∑
m θm = 0

to bound hm∗
c
(xc) = θ⊤m∗

c
xc.

This lemma implies that, for xc = ρvc + z,

hm(xc)

{
≥ 0 if m = m∗

c ,

< 0 if m /∈Mc

with high probability based on the assumption that ρ =
poly log d is sufficiently large. Interestingly, the concept
of the information exponent and the weak recovery had
essential roles in the router learning.
Remark 4.11. In Chen et al. (2022) and Li et al. (2024),
the norm of the cluster signal ρvc is as large as the norm
of the noise independent of vc. However, in our setting,
∥ρvc∥2 = poly log d and ∥z∥2 ≃ d1/2 ≫ ∥ρvc∥2 with
high probability. Due to this setup, we had to employ a

much more subtle argument than theirs. Specifically, we
carefully bounded ∥∇mE[L]∥2 and θ⊤mz = Õ(∥θm∥2d1/2).
Using Stein’s lemma, ∥∇mE[L]∥2 is bounded as Õ(1).
Remark 4.12. We use different router algorithms in Phases
I and II compared to Phases III and IV because the size of
the setMc is not fixed. Since there is a variation in |Mc|
from 1 to O(poly log d) for each cluster c, employing a
fixed-k top-k algorithm may fail in routing the data to the
corresponding experts. On the one hand, if we set the k of
top-k as k ≫ |Mc| for some c, there might be some c′ ̸= c
such that the corresponding input xc is routed to m ∈Mc′ .
On the other hand, if we have the k of top-k as k ≪ |Mc|
for some c, then there may be no expert in the corresponding
setMc that is always selected (routed) when xc arrives.

Phase III (Expert Learning Stage). In this phase, as the
router has learned to dispatch data appropriately, each expert
receives and trains only on its designated cluster. Each
expert first weakly recovers and then strongly recovers both
the local and global tasks of its corresponding cluster. At
this point, there exists at least one m ∈ Mc such that
hm(xc) ≥ 0 and for all m /∈ Mc, hm(xc) < 0 with high
probability. Therefore, the teacher polynomials scg∗(w∗

g
⊤·),

where
∑

c sc = 0, are successfully decomposed into Ω̃(1)
functions and it enables the experts to learn w∗

g and g∗. As
for the MoE model, when the input xc is from the cluster c,
the MoE model

F̂M (xc; {âm}Mm=1) :=

M∑
m=1

1 [hm(xc) ≥ 0] fm(xc)

is equivalent to

F̂Mc
(xc; {âm}m∈Mc

) :=
∑

m∈Mc

1 [hm(xc) ≥ 0] fm(xc)

with high probability. Thus, the MoE model was de-
composed into {F̂Mc

}c which do not share the param-
eters because Mc ∩ Mc′ = ∅, ∀c ̸= c′. Addition-
ally, using hm∗

c
(xc) ≥ 0 with high probability where

m∗
c = argmaxmhm(vc) ∈Mc, it holds that

∇wm∗
c ,j

F̂Mc
(xc; {âm}m∈Mc

) = ∇wm∗
c ,j

fm∗
c
(xc; am)

with high probability. Hence, Phase III can be completely
decomposed into the subproblem of the weak (to strong)
recovery of w⊤

m∗
c ,j

w∗
c and w⊤

m∗
c ,j

w∗
g given the inputs {xtc

c }tc
in each cluster c. We show the strong recovery of neurons,
in parallel with Oko et al. (2024a).

Phase IV (Second Layer Optimization Stage). In Phase
IV, the experts with aligned vectors estimate the link func-
tions f∗

c and g∗ through second-layer optimization.

First, with some expert m ∈ Mc and wmj ≃ w∗
c and

wmj′ ≃ w∗
g , we construct âm such that

fm(xc) ≃ f∗
c (w

∗
c
⊤xc) + scg

∗(w∗
g
⊤xc)
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as a feasible solution.

Next, we decompose the whole convex optimization prob-
lem into c individual subproblems that do not share the
experts to employ the results in the standard analysis for
additive models in prior work (Oko et al., 2024a).

5. Conclusion
In this paper, we theoretically showed that a MoE can learn
the latent cluster structure of a problem with a sample com-
plexity that depends not on the information exponent of the
whole task but on the local information exponent of each
cluster. In addition, we have demonstrated that the vanilla
neural network with polynomial time complexity fails to
detect such a structure. While this work contributes to the
further understanding of the underlying mechanism of MoE
and its success, it is still unknown whether the MoE architec-
ture is indeed effective to pursue the information-theoretic
limit. We believe this constitutes a promising direction for
future work.

Implications and Future Directions Our findings offer
several insights for designing more effective MoE architec-
tures. First, while our analysis demonstrates that MoEs mit-
igate gradient interference through explicit partitioning, the
number of experts is typically chosen heuristically in prac-
tice. This raises the possibility that incorporating gradient-
aware routing mechanisms could lead to more principled
and efficient expert allocation strategies, as recently ex-
plored in Liu et al. (2024); Yang et al. (2025). Second, to
prevent competition among professional experts, we em-
ployed top-k routing to reduce potential load imbalance.
This motivates the design of adaptive routing schemes that
dynamically adjust k during training—a perspective sup-
ported by our theoretical analysis in nonlinear regression
and recent findings in NLP that adapt k per token (Huang
et al., 2024; Zeng et al., 2024). Third, freezing or pruning
redundant experts may further alleviate competition and
reduce deployment cost, aligning with recent proposals on
expert merging (Zhang et al., 2024a).

Beyond architectural design, our analysis also informs the
training process of MoE systems. In particular, we showed
that learning a meaningful router relies on observable differ-
ences in the experts’ weak recovery, which in turn requires
a sufficiently long exploration stage due to the non-convex
nature of the objective. This suggests that upcycling dense
checkpoints pretrained on diverse domains may offer a prac-
tical means of accelerating convergence—an approach that
has gained traction in recent large language models (Komat-
suzaki et al., 2023; Wei et al., 2024). Finally, our analysis
highlights that different phases of training pose distinct chal-
lenges. Specifically, the noise introduced during Phase II
serves to ensure uniform gradient flow and provide suffi-

cient learning signals for all experts, whereas the adaptive
top-k routing employed in Phases III and IV is designed
to mitigate competition among professional experts. These
observations point to the potential of stage-specific rout-
ing strategies tailored to the evolving dynamics of MoE
training.
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Abbe, E., Adserà, E. B., and Misiakiewicz, T. SGD learning
on neural networks: leap complexity and saddle-to-saddle
dynamics. In Proceedings of Thirty Sixth Conference on
Learning Theory, volume 195 of Proceedings of Machine
Learning Research, pp. 2552–2623. PMLR, 2023.

Achiam, J., Adler, S., Agarwal, S., Ahmad, L., Akkaya, I.,
Aleman, F. L., Almeida, D., Altenschmidt, J., Altman, S.,
Anadkat, S., et al. Gpt-4 technical report. arXiv preprint
arXiv:2303.08774, 2023.

Arnaboldi, L., Dandi, Y., Krzakala, F., Pesce, L., and
Stephan, L. Repetita iuvant: Data repetition allows sgd
to learn high-dimensional multi-index functions. arXiv
preprint arXiv:2405.15459, 2024.

9



Mixture of Experts Provably Detect and Learn the Latent Cluster Structure in Gradient-Based Learning

Arous, G. B., Gheissari, R., and Jagannath, A. Online
stochastic gradient descent on non-convex losses from
high-dimensional inference. Journal of Machine Learn-
ing Research, 22(106):1–51, 2021.

Ba, J., Erdogdu, M. A., Suzuki, T., Wang, Z., Wu, D., and
Yang, G. High-dimensional asymptotics of feature learn-
ing: How one gradient step improves the representation.
In Advances in Neural Information Processing Systems,
2022.

Ba, J., Erdogdu, M. A., Suzuki, T., Wang, Z., and Wu, D.
Learning in the presence of low-dimensional structure: A
spiked random matrix perspective. In Oh, A., Naumann,
T., Globerson, A., Saenko, K., Hardt, M., and Levine, S.
(eds.), Advances in Neural Information Processing Sys-
tems, volume 36, pp. 17420–17449. Curran Associates,
Inc., 2023.

Ben Arous, G., Gheissari, R., and Jagannath, A. High-
dimensional limit theorems for SGD: Effective dynamics
and critical scaling. In Advances in Neural Information
Processing Systems, volume 35, pp. 25349–25362. Cur-
ran Associates, Inc., 2022.

Bietti, A., Bruna, J., Sanford, C., and Song, M. J. Learning
single-index models with shallow neural networks. In
Advances in Neural Information Processing Systems, vol-
ume 35, pp. 9768–9783. Curran Associates, Inc., 2022.

Bietti, A., Bruna, J., and Pillaud-Vivien, L. On learning
gaussian multi-index models with gradient flow. arXiv
preprint arXiv:2310.19793, 2023.

Chen, Z., Deng, Y., Wu, Y., Gu, Q., and Li, Y. Towards un-
derstanding the mixture-of-experts layer in deep learning.
In Advances in Neural Information Processing Systems,
volume 35, pp. 23049–23062. Curran Associates, Inc.,
2022.

Chowdhury, M. N. R., Zhang, S., Wang, M., Liu, S., and
Chen, P.-Y. Patch-level routing in mixture-of-experts is
provably sample-efficient for convolutional neural net-
works. In Proceedings of the 40th International Confer-
ence on Machine Learning, volume 202 of Proceedings
of Machine Learning Research, pp. 6074–6114. PMLR,
23–29 Jul 2023.

Collins-Woodfin, E., Paquette, C., Paquette, E., and
Seroussi, I. Hitting the high-dimensional notes: An ODE
for SGD learning dynamics on GLMs and multi-index
models. arXiv preprint arXiv:2308.08977, 2023.

Damian, A., Lee, J., and Soltanolkotabi, M. Neural net-
works can learn representations with gradient descent.
In Proceedings of Thirty Fifth Conference on Learning
Theory, volume 178 of Proceedings of Machine Learning
Research, pp. 5413–5452. PMLR, 2022.

Damian, A., Nichani, E., Ge, R., and Lee, J. D. Smoothing
the landscape boosts the signal for SGD: Optimal sample
complexity for learning single index models. In Thirty-
seventh Conference on Neural Information Processing
Systems, 2023.

Damian, A., Pillaud-Vivien, L., Lee, J., and Bruna, J.
Computational-statistical gaps in gaussian single-index
models (extended abstract). In Proceedings of Thirty
Seventh Conference on Learning Theory, volume 247 of
Proceedings of Machine Learning Research, pp. 1262–
1262. PMLR, 2024.

Dandi, Y., Krzakala, F., Loureiro, B., Pesce, L., and Stephan,
L. How two-layer neural networks learn, one (giant) step
at a time. Journal of Machine Learning Research, 25
(349):1–65, 2024a.

Dandi, Y., Troiani, E., Arnaboldi, L., Pesce, L., Zdeborova,
L., and Krzakala, F. The benefits of reusing batches for
gradient descent in two-layer networks: Breaking the
curse of information and leap exponents. In Forty-first
International Conference on Machine Learning, 2024b.

Dayi, A. K. and Chen, S. Gradient dynamics for
low-rank fine-tuning beyond kernels. arXiv preprint
arXiv:2411.15385, 2024.

Donhauser, K., Wu, M., and Yang, F. How rotational invari-
ance of common kernels prevents generalization in high
dimensions. In Proceedings of the 38th International
Conference on Machine Learning, volume 139 of Pro-
ceedings of Machine Learning Research, pp. 2804–2814.
PMLR, 2021.

Dudeja, R. and Hsu, D. Learning single-index models in
gaussian space. In Proceedings of the 31st Conference On
Learning Theory, volume 75 of Proceedings of Machine
Learning Research, pp. 1887–1930. PMLR, 06–09 Jul
2018.

Fedus, W., Zoph, B., and Shazeer, N. Switch Transformers:
Scaling to trillion parameter models with simple and ef-
ficient sparsity. Journal of Machine Learning Research,
23(120):1–39, 2022.

Fung, T. C. and Tseung, S. C. Mixture of experts models for
multilevel data: modelling framework and approximation
theory. arXiv preprint arXiv:2209.15207, 2022.

Ge, R., Lee, J. D., and Ma, T. Learning one-hidden-layer
neural networks with landscape design. In International
Conference on Learning Representations, 2018.

Georgiev, P., Lei, V. I., Burnell, R., Bai, L., Gulati, A.,
Tanzer, G., Vincent, D., Pan, Z., Wang, S., Mariooryad,
S., Ding, Y., et al. Gemini 1.5: Unlocking multimodal
understanding across millions of tokens of context. arXiv
preprint arXiv:2403.05530, 2024.

10



Mixture of Experts Provably Detect and Learn the Latent Cluster Structure in Gradient-Based Learning

Ghorbani, B., Mei, S., Misiakiewicz, T., and Montanari, A.
Linearized two-layers neural networks in high dimension.
The Annals of Statistics, 49(2):1029 – 1054, 2021.

Guangyuan, S., Qimai, L., Wenlong, Z., Jiaxin, C., and
Xiao-Ming, W. Recon: Reducing conflicting gradients
from the root for multi-task learning. In The Eleventh
International Conference on Learning Representations,
2023.

Ho, N., Yang, C.-Y., and Jordan, M. I. Convergence rates
for Gaussian mixtures of experts. Journal of Machine
Learning Research, 23(323):1–81, 2022.

Huang, Q., An, Z., Zhuang, N., Tao, M., Zhang, C., Jin, Y.,
Xu, K., Xu, K., Chen, L., Huang, S., and Feng, Y. Harder
task needs more experts: Dynamic routing in MoE mod-
els. In Proceedings of the 62nd Annual Meeting of the
Association for Computational Linguistics (Volume 1:
Long Papers), pp. 12883–12895. Association for Compu-
tational Linguistics, 2024.

Jacobs, R. A., Jordan, M. I., Nowlan, S. J., and Hinton, G. E.
Adaptive mixtures of local experts. Neural Computation,
3(1):79–87, 1991.

Jiang, A. Q., Sablayrolles, A., Roux, A., Mensch, A., Savary,
B., Bamford, C., Chaplot, D. S., Casas, D. d. l., Hanna,
E. B., Bressand, F., et al. Mixtral of experts. arXiv
preprint arXiv:2401.04088, 2024.

Jordan, M. and Jacobs, R. Hierarchical mixtures of ex-
perts and the EM algorithm. In Proceedings of 1993 In-
ternational Conference on Neural Networks (IJCNN-93-
Nagoya, Japan), volume 2, pp. 1339–1344 vol.2, 1993.

Joshi, N., Misiakiewicz, T., and Srebro, N. On the com-
plexity of learning sparse functions with statistical and
gradient queries. In The Thirty-eighth Annual Conference
on Neural Information Processing Systems, 2024.

Komatsuzaki, A., Puigcerver, J., Lee-Thorp, J., Ruiz, C. R.,
Mustafa, B., Ainslie, J., Tay, Y., Dehghani, M., and
Houlsby, N. Sparse upcycling: Training mixture-of-
experts from dense checkpoints. In The Eleventh Interna-
tional Conference on Learning Representations, 2023.

Lee, J. D., Oko, K., Suzuki, T., and Wu, D. Neural network
learns low-dimensional polynomials with SGD near the
information-theoretic limit. In The Thirty-eighth Annual
Conference on Neural Information Processing Systems,
2024.

Li, H., Lin, S., Duan, L., Liang, Y., and Shroff, N. B. The-
ory on mixture-of-experts in continual learning. arXiv
preprint arXiv:2406.16437, 2024.

Liu, A., Feng, B., Wang, B., Wang, B., Liu, B., Zhao, C.,
Dengr, C., Ruan, C., Dai, D., Guo, D., et al. Deepseek-v2:
A strong, economical, and efficient mixture-of-experts
language model. arXiv preprint arXiv:2405.04434, 2024.

Liu, B., Liu, X., Jin, X., Stone, P., and Liu, Q. Conflict-
averse gradient descent for multi-task learning. In Ran-
zato, M., Beygelzimer, A., Dauphin, Y., Liang, P., and
Vaughan, J. W. (eds.), Advances in Neural Information
Processing Systems, volume 34, pp. 18878–18890. Cur-
ran Associates, Inc., 2021.

Mousavi-Hosseini, A., Park, S., Girotti, M., Mitliagkas, I.,
and Erdogdu, M. A. Neural networks efficiently learn low-
dimensional representations with SGD. In The Eleventh
International Conference on Learning Representations,
2023a.

Mousavi-Hosseini, A., Wu, D., Suzuki, T., and Erdogdu,
M. A. Gradient-based feature learning under structured
data. In Thirty-seventh Conference on Neural Information
Processing Systems, 2023b.

Mousavi-Hosseini, A., Javanmard, A., and Erdogdu, M. A.
Robust feature learning for multi-index models in high
dimensions. arXiv preprint arXiv:2410.16449, 2024.

Nguyen, H., Nguyen, T., and Ho, N. Demystifying softmax
gating function in Gaussian mixture of experts. In Thirty-
seventh Conference on Neural Information Processing
Systems, 2023.

Nguyen, H., Akbarian, P., Yan, F., and Ho, N. Statisti-
cal perspective of top-k sparse softmax gating mixture
of experts. In The Twelfth International Conference on
Learning Representations, 2024a.

Nguyen, H., Ho, N., and Rinaldo, A. On least square estima-
tion in softmax gating mixture of experts. In Forty-first
International Conference on Machine Learning, 2024b.

Nguyen, H., Ho, N., and Rinaldo, A. Sigmoid gating is
more sample efficient than softmax gating in mixture
of experts. In The Thirty-eighth Annual Conference on
Neural Information Processing Systems, 2024c.

O’Donnell, R. Analysis of boolean functions. arXiv preprint
arXiv:2105.10386, 2021.

Oko, K., Song, Y., Suzuki, T., and Wu, D. Learning sum
of diverse features: computational hardness and efficient
gradient-based training for ridge combinations. In Pro-
ceedings of Thirty Seventh Conference on Learning The-
ory, volume 247 of Proceedings of Machine Learning
Research, pp. 4009–4081. PMLR, 2024a.

Oko, K., Song, Y., Suzuki, T., and Wu, D. Pretrained trans-
former efficiently learns low-dimensional target functions

11



Mixture of Experts Provably Detect and Learn the Latent Cluster Structure in Gradient-Based Learning

in-context. In The Thirty-eighth Annual Conference on
Neural Information Processing Systems, 2024b.

Puigcerver, J., Ruiz, C. R., Mustafa, B., and Houlsby, N.
From sparse to soft mixtures of experts. In The Twelfth
International Conference on Learning Representations,
2024.

Shazeer, N., Mirhoseini, A., Maziarz, K., Davis, A., Le,
Q., Hinton, G., and Dean, J. Outrageously large neural
networks: The sparsely-gated mixture-of-experts layer.
In International Conference on Learning Representations,
2017.

Simsek, B., Bendjeddou, A., and Hsu, D. Learning gaus-
sian multi-index models with gradient flow: Time com-
plexity and directional convergence. arXiv preprint
arXiv:2310.19793, 2024.

Vural, N. M. and Erdogdu, M. A. Pruning is optimal for
learning sparse features in high-dimensions. In Proceed-
ings of Thirty Seventh Conference on Learning Theory,
volume 247 of Proceedings of Machine Learning Re-
search, pp. 4787–4861. PMLR, 2024.

Wei, T., Zhu, B., Zhao, L., Cheng, C., Li, B., Lü, W., Cheng,
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A. Preliminaries
A.1. Hermite Polynomials

In this subsection, we present key properties of the probabilists’ Hermite polynomials that are essential for analyzing
functions under the Gaussian measure. For a more detailed treatment, we refer the reader to Section 11.2 of O’Donnell
(2021).

Let µ be the standard Gaussian measure and L2(µ) the corresponding square-integrable function space with respect to µ.
For f, g ∈ L2(µ), the inner product is defined as ⟨f, g⟩µ := Ez∼µ[f(z)g(z)].

Definition A.1. The ith Hermite polynomial Hei : R→ R, i ∈ N is defined as

Hei(z) = (−1)i exp
(
z2

2

)
di

dzi
exp

(
−z2

2

)
.

Lemma A.2. The normalized Hermite polynomials {Hei/
√
i!}i form a complete orthonormal basis for L2(µ).

Lemma A.3. The Hermite polynomials satisfy the following properties:

1. Derivatives:
d

dz
Hei(z) = iHei−1(z),

2. Integration by Parts: For f ∈ L2(µ) and z, z′ ∼ N (0, Id) such that Cov(z, z′) = ρ ∈ [−1, 1],

Ez,z′ [Hei(z)f(z
′)] = ρEz,z′ [Hei−1(z)f

′(z′)],

3. Orthogonality: For z, z′ ∼ N (0, Id) such that Cov(z, z′) = ρ ∈ [−1, 1],

Ez,z′ [Hei(z)Hej(z
′)] =

{
(i!)ρi if i = j

0 otherwise,

4. Hermite expansion: For f ∈ L2(µ),

f(z)
L2

=

∞∑
i=0

αi

i!
Hei(z), αi = ⟨f,Hei⟩µ.

A.2. Bihari-LaSalle Inequality and Gronwall Inequality.

In this subsection, we present the discrete version of Bihari-LaSalle Inequality and Gronwall Inequality, which serve as tools
for analyzing the growth behavior of nonlinear recurrence relations. These inequalities will be used repeatedly throughout
our analysis. The derivation is adapted from Ben Arous et al. (2022).

Let us consider the sequence {At}∞t=0 defined as

At+1 = At +B(At)
k−1

where k > 3 and B > 0. Then we have the following evaluations:

Lemma A.4. We have

At ≥
A0

(1−B(k − 2)(A0)k−2t)
1

k−2

.

Moreover, if At ≥ 1 ∀t ≤ T , we have

At ≤
A0

(1−B(1 +B)k−1(k − 2)(A0)k−2t)
1

k−2

.
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Please note that if two sequences start off differing by a constant factor, their subsequent growth rates can diverge, leading
them to differ in order of magnitude: Let us take two sequences as

At+1 =At +B(At)
k−1, A0 = B0 = od(1),

Ãt+1 =Ãt +B(Ãt)
k−1, Ã0 = λB0, 0 < λ <

(
1

1 +B

) k−1
k−2

.

Then, it takes at most B−1(k − 2)−1(B0)
−(k−2) =: t1 time to obtain At ≥ Ωd(1). Let t0 ≤ t1 be the first time s.t.

At ≥ Ωd(1). On the other hand,

Ãt0 ≤ Ãt1 ≤
Ã0

(1−B(1 +B)k−1(k − 2)(λB0)k−2t1)
1

k−2

≤ Ã01− (1 +B)k−1λk−2︸ ︷︷ ︸
<1

 1
k−2

= od(1).

A.3. Activation Functions

In this study, we consider the misspecified setting, where the target function and the activation function are different.
However, in order to ensure the alignment between a neuron and a corresponding target task, we expect that the sign of the
Hermite coefficients of the target function and the activation function to be the same. Remember that the Hermite expansion
of the neuron j is expressed as am,jσm(wm,j

⊤z + bm,j) =
∑∞

i=0
αm,j,i√

i!
Hei(wm,j

⊤z) and the Hermite expansion of the

target function of cluster c of the local task is expressed as f∗
c (w

∗
c
⊤z) =

∑p∗

i=k∗
βc,i√

i!
Hei(w

∗
c
⊤z). We assume that at least a

Ω(1) fraction of neurons (j ∈ [J ]) satisfy αm,j,iβc,i ≥ 0 for i = k∗ and αm,j,iβc,i > 0 for k∗ < i ≤ p∗. Similarly, for the
global task g, we have scαm,j,iγi ≥ 0 for i = k∗ and scαm,j,iγi > 0 for k∗ < i ≤ p∗. This condition is satisfied under
certain activation functions.

For ReLU activations, the following lemma shows that αm,j,i is positive for all i with probability at least 1
4 and the desired

condition holds with probability at least 1
8 over the randomness of the initialization of am,j .

Lemma A.5 (Lemma 15 of Ba et al. (2023) and Lemma 17 of Oko et al. (2024a)). Given degree p∗ ∈ N and b ∼ [−Cb, Cb],
the i-th Hermite coefficient of ReLU(z + bm,j) is positive with probability 1

4 for all k∗ ≤ i ≤ p∗, if Cb is larger than some
constant that only depends on p∗.

For polynomial functions, we randomize the activation functions as σm,j(z) =
∑p∗

i=k∗
ϵi,j√
i!
Hei(z), where ϵi,j are independent

Rademacher variables. The following lemma shows that the randomization of the activation functions ensure this condition.

Lemma A.6 (Lemma 18 of Oko et al. (2024a)). Given degree p∗ ∈ N and b ∼ [−Cb, Cb], for each k∗min ≤ k∗′ ≤ k∗max, the
i-th Hermite coefficient of am,jσm(z + bm,j) is non-zero with probability Ω(C−1

b ), for all k∗′ ≤ i ≤ p∗. Here, Ω hides
constants only depending on p∗.

B. Proof of Limitations of the Vanilla Neural Network
In this chapter, we prove how spherical gradient descent using a standard neural network fails to learn some of the signals,
introduced in Section 4.1. Here we have only one expert as

fm(x;Wm) =
1

J

J∑
j=1

am,jσm(w⊤
m,jx+ bm,j).

From here, we fix m = 1 and j ∈ [1, . . . , J ]. Let κt
m,j,c = w∗

c
⊤wt

m,j and ξtm,j,g = w∗
g
⊤wt

m,j . They represent alignment of
the neuron wt

m,j with the signals w∗
c and w∗

g respectively.

Definition B.1 (Restate). We consider the following teacher model:

• We have C = O(1) classes and the strength of the cluster vector is ρ = poly log d.
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• All feature vectors are completely orthogonal.

• Additionally assume k∗ ≥ 5.

• Teacher models are defined as

– f∗
c (w

∗
c
⊤xc) = βc,k∗Hek∗(w∗

c
⊤xc), for all c ∈ [C],

– scg
∗(xc) = (−1)c+1Hek∗(w∗

g
⊤xc) for c = 1, 2 and otherwise 0,

– k∗ is even.

We assume that there exists at least one pair (c, c′) such that sgnβc,k∗ ̸= sgnβc′k∗ .

• sc are set as

sc =


+1 if c = 1, j = 1,

−1 if c = 2, j = 1.

0 otherwise.

• In other words,

yc =


β1,k∗Hek∗(w∗

1
⊤xc) + Hek∗(w∗

g
⊤xc) + ν if c = 1,

β2,k∗Hek∗(w∗
2
⊤xc)−Hek∗(w∗

g
⊤xc) + ν if c = 2.

βc,k∗Hek∗(w∗
c
⊤xc) + ν if c > 2

• |αm,j,k∗ | = Θ(1), where αm,j,k∗ is the k∗ th Hermite coefficient of am,jReLU(·+ bm,j).

Remark B.2. We denote the k∗th Hermite coefficients of σm(· + w⊤
m,jvc + bm,j) as αm,j,k∗,c. It may be possible that

sgnαm,j,k∗,c ̸= sgnαmj′k∗c if j ̸= j′ because we randomly initialize am,j and bm,j .

Assumption B.3. We assume that the size of one student to be at most J = O(polyd).

Outline of the proof. The outline of the proof is as follows:

1. We first show that

• The Hermite coefficients corresponding to ±Hek∗(w∗
g
⊤xc) cancel out (Lemmas B.4 and C.8),

• For all neurons wm,j , there are some tasks c ∈ [C] such that the signals of w∗
c grow (Lemma B.7), the set of such

wm,j is defined as Cj .

2. For each jth neuron, the above points imply that there are three types of signals, as shown in Lemmas B.9 to B.11:

(a) w∗
c , c ∈ Cj : Learnable ( d

dt |κ
t
m,j,c| is positive),

(b) w∗
c , c ∈ [C] \ Cj : Not learnable ( d

dt |κ
t
m,j,c| is negative),

(c) w∗
g : Not learnable (the growth rate of the product w⊤

j w
∗
g is too small compared to (a) because the Hermite

coefficients cancel out (Lemma B.4)).

3. We show that all neurons tend to learn the features (a) w∗
c , c ∈ Cj (Lemma B.12).

4. In Lemma B.13, we repeat the argument in Lemma B.12 while keeping the condition of Hermite coefficients in
Lemmas B.4 and B.5 until the products (a) become sufficiently large.

5. We finally show the growth of other products (b),(c) will be blocked (Lemma B.15) once the products corresponding to
(a) become too large, additionally assuming k∗ ≥ 5
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B.1. Characterization of Hermite coefficients

Here we will show that the Hermite coefficients corresponding to ±Hek∗(w∗
g
⊤xc) cancel out. That is why w∗

g is not
learnable. Lemma C.8 informally implies that

∣∣∣∣ ddt |wt
j
⊤
w∗

g |
∣∣∣∣ ≃η

∣∣∣∣∣∣∣∣( 1 · αm,j,k∗,1︸ ︷︷ ︸
from Hek∗ (w∗

g
⊤x1)

+ (−1) · αm,j,k∗,2︸ ︷︷ ︸
from −Hek∗ (w∗

g
⊤x2)

)(wt
j
⊤
w∗

g)
k∗−1

∣∣∣∣∣∣∣∣
≲η
∣∣∣(αm,j,k∗,1 − αm,j,k∗,2)(w

t
j
⊤
w∗

g)
k∗−1

∣∣∣
≲ηd−1/2(wt

j
⊤
w∗

g)
k∗−1.

We see that the growth rate of |ξtm,j,g| = |wt
j
⊤
w∗

g | is small compared to κt
m,j,c by a factor of d−1/2. This results in the

hardness of learning w∗
g compared to w∗

c , c ∈ Cj .

Lemma B.4. At the initialization, the Hermite coefficients of σm(·+ ρw⊤
m,jvc + bm,j) and σm(·+ ρw⊤

m,jvc′ + bm,j) are
evaluated as

|αm,j,i,c − αmjic′ | ≲ ρ
√

log d/
√
d (≲ Õ(d−1/2))

by continuity, and |αm,j,k∗,c| = Θ(1) and sgn(αm,j,c) = sgn(αmjc′1) for all c, c′ ∈ [1, . . . , C] with high probability over
the randomness of the random initialization of wm,j

Proof. Remember that the inputs are generated as x|c = ρvc+z, z ∼ N(0, I). w⊤
m,jvc ≲

√
log d/

√
d with high probability

over the randomness of the random initialization of wm,j since w0
m,j ∼ Unif(Sd−1) and vc ∈ Sd−1. Then we get

|αm,j,k∗ − αm,j,k∗,c| ≲ ρ
√
log d/

√
d

for all c ∈ [C] since

|αm,j,k∗ − αm,j,k∗,c| = |Ez∼N (0,I)[(σm(z)− σm(z + ρw⊤
m,jvc′))Hek∗(z)]| ≲ |ρw⊤

m,jvc′ |.

Note that αm,j,k∗ = Ez∼N (0,I)[σm(z)Hek∗(z)] and use Lipschitz continuity for ReLU and use binomial expansion for
polynomial activations. By the triangle inequality, we obtain

|αm,j,k∗,c − αm,j,k∗,c′ | ≤ |αm,j,k∗,c − αm,j,k∗ |+ |αm,j,k∗,c′ − αm,j,k∗ | ≲ ρ
√
log d/

√
d,

αm,j,k∗,c ≳ αm,j,k∗ −O(ρ
√
log d/

√
d) and αm,j,k∗,c ≲ αm,j,k∗ +O(ρ

√
log d/

√
d).

Finally, use the assumption that |αm,j,k∗ | = Θ(1).

We will show that the inequality in Lemma B.4 at the initialization continues to be satisfied:

Lemma B.5. Let αt
m,j,k∗,c be the k∗ th Hermite coefficient of σm(· + wt

m,j
⊤
vc + bm,j). Note α0

m,j,k∗,c = αm,j,k∗,c.
Assume k∗ > 2, supc∈[C] κ

s
m,j,c ≲ d−1/2+1/(2k∗) for all s ≤ t, and t ≲ η−1Jd(k

∗−2)/2. Then we have

|α0
m,j,k∗ − αu

m,j,k∗,c| ≲ Õ(d−1/2) for all c, j

at arbitrary time u ≤ t.

Proof. As discussed in Lemma C.8, we have |wt
j
⊤
vc| ≲ Õ(d−1/2) + Õ(ηJ−1

∫ t

0
|κt

m,j,c|k
∗
dt) ≲ Õ(d−1/2). Next, we

repeat the same argument in Lemma B.4.

Remark B.6. We also assume
∣∣∣αt

m,j,k∗,c

αm,j,k∗

∣∣∣ = Θ̃(1) and the sign does not change for all time t (assumed in Assumption 3.4)

Lemma B.5 and Remark B.6 imply that we can temporarily ignore the dynamics of αt
m,j,k∗,c. So, we omit t and denote the

coefficient as αm,j,k∗,c for now.

16



Mixture of Experts Provably Detect and Learn the Latent Cluster Structure in Gradient-Based Learning

Lemma B.7. For all j, there exists c such that

βc,k∗αm,j,k∗,c > 0

if C ≥ 2 with high probability.

Proof. Fix j. Use sgnαm,j,k∗,c = sgnαm,j,k∗c′ for all c, c′ with high probability and there exists at least one pair (c, c′)
such that sgnβc,k∗ ̸= sgnβc′k∗ by assumption. These events imply that sgnβc,k∗αm,j,k∗,c ̸= sgnβc′k∗αm,j,k∗c′ .

Based on the above lemma, we define the set of w∗
c which is “learnable”:

Definition B.8. The set Cj ⊂ [C] consists of the class c such that βc,k∗αm,j,k∗,c > 0.

We roughly observe that

d

dt
|κt

m,j,c| ≃ ηJ−1βc,k∗αm,j,k∗,c|κt
m,j,c|k

∗−1 ≃

{
ηJ−1|κt

m,j,c|k
∗−1 if c ∈ Cj ,

−ηJ−1|κt
m,j,c|k

∗−1 if c /∈ Cj ,

which implies that Cj reflects the learnability of the tasks. We more formally have the following result:

B.2. Evaluation of Spherical Gradient Flows

Lemma B.9. Assume the conditions posed in Lemma B.5. We have

∑
c/∈Cj

d

dt
|κt

m,j,c| ≲
η

CJ

−|κt
m,j,c|k

∗−1 + (αm,j,k∗,1 − αm,j,k∗,2)︸ ︷︷ ︸
Õ(d−1/2)

|ξm,j,g|k
∗

 .

In addition, if

• |κt
m,j,c| ≳ Θ̃(d−1/2) for all c ∈ Cj ,

• |κt
m,j,c| ≲ Θ̃(d−1/2+1/(2k∗)) for all c /∈ Cj ,

• |ξtm,j,g| ≲ Θ̃(d−1/2+1/(2k∗)) for c = 1, 2

hold, then we have ∑
c∈Cj

sgn(κt
m,j,c)

d

dt
κt
m,j,c ≳

η

CJ

(
C∑

c=1

|κt
m,j,c|

)k∗−1

.

Proof. By the standard argument of spherical gradient flow (please refer to Lemma C.7 for the parallel discussions in the
discretized dynamics), we have

d

dt
κt
m,j,c ≃

ηk∗

CJ

(
βc,k∗αm,j,k∗,c(κm,j,c)

k∗−1(1− (κm,j,c)
2)

+(
∑
c′

sc′αmjk∗c)(ξm,j,g)
k∗−1((w∗

c )
⊤(w∗

g)− κm,j,cξm,j,g)

+

C∑
c′∈Cj\{c}

βc′k∗αmjk∗c′(κm,j,c′)
k∗−1((w∗

c′)
⊤(w∗

c )− κmjc′1κm,j,c)

+

C∑
c′ /∈Cj\{c}

βc′k∗αmjk∗c′(κm,j,c′)
k∗−1((w∗

c′)
⊤(w∗

c )− κm,j,c′κm,j,c)


=
ηk∗

CJ

(
βck∗αm,j,k∗,c(κm,j,c)

k∗−1(1− (κm,j,c)
2)− (αmjk∗1 − αmjk∗2)(ξm,j,g)

k∗
κm,j,c
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−
C∑

c′∈Cj\{c}

βc′k∗αmjk∗c′︸ ︷︷ ︸
=+Θ̃(1)

(κm,j,c′)
k∗
κm,j,c −

C∑
c′ /∈Cj\{c}

βc′k∗αmjk∗c′︸ ︷︷ ︸
=− ˜Θ(1)

(κm,j,c′)
k∗
κm,j,c

 ,

where we used Definition B.8 that is rewritten as

sgnβc,k∗αm,j,k∗,c =

{
1 if c ∈ Cj
−1 otherwise

and |αmjk∗c| = ˜Θ(1) in Assumption 3.4 at the last inequality. Now we have shown the first inequality in the statement.

Next, we will show the second inequality. Consider the sum for c /∈ Cj . We have the assumption that |κt
m,j,c| ≲

d−1/2+1/(2k∗) ≲ od(1) for all c /∈ Cj and k∗ is even. Then,∑
c/∈Cj

sgn(κt
m,j,c)

d

dt
κt
m,j,c

≲
ηk∗

CJ

−min
c/∈Cj

{|βc,k∗αm,j,k∗,c|}(1− o(1)2)
∑
c/∈Cj

(κm,j,c)
k∗−1 + C |αmjk∗1 − αmjk∗2|︸ ︷︷ ︸

≲Õ(d−1/2), from Lemma B.5

(ξm,j,g)
k∗

−
∑
c/∈Cj

C∑
c′∈Cj\{c}

βc′k∗αmjk∗c′︸ ︷︷ ︸
=+Θ(1)

|κm,j,c′ |k
∗
|κm,j,c| −

∑
c/∈Cj

C∑
c′ /∈Cj\{c}

βc′k∗αmjk∗c′︸ ︷︷ ︸
=−Θ(1)

|κm,j,c′ |k
∗
|κm,j,c|︸ ︷︷ ︸

≤maxc/∈Cj
|κt

m,j,c|k
∗+1

 .

≲
η

CJ

−∑
c/∈Cj

|κt
m,j,c|k

∗−1 + C2 max
c/∈Cj

|κt
m,j,c|k

∗+1 + Õ(d−1/2)|ξm,j,g|k
∗


≲

η

CJ

− (1− C2 · od(1)
) ∑
c/∈Cj

|κt
m,j,c|k

∗−1 + Õ(d−1/2)|ξm,j,g|k
∗

 (|κt
m,j,c| ≲ od(1), ∀c)

≲
η

CJ

−C−k∗+2

∑
c/∈Cj

|κt
m,j,c|

k∗−1

+ Õ(d−1/2)|ξm,j,g|k
∗



where we used
(
1
n

∑n
i=1 |ai|

)k ≤ 1
n

∑n
i=1 |ai|k for k ∈ Z≥1 and a1, . . . , an ∈ R by Jensen’s inequality in the last

inequality. As for the sum for c ∈ Cj , we similarly have∑
c∈Cj

sgn(κt
m,j,c)

d

dt
κt
m,j,c

≳
η

CJ

C−k∗+2

∑
c∈Cj

|κt
m,j,c|

k∗−1

− C2 max
c∈Cj

|κm,j,c|k
∗+1 − Õ(d−1/2)(ξm,j,g)

k∗
κm,j,c



≳
η

CJ


∑

c∈Cj

|κt
m,j,c|

k∗−1

︸ ︷︷ ︸
≳d− k∗−1

2

C−k∗+2 − C2 max
c∈Cj

|κt
m,j,c|2︸ ︷︷ ︸

od(1)

− Õ(d−1/2)(ξm,j,g)
k∗
|κm,j,c|︸ ︷︷ ︸

Õ(d−(k∗+2)/2)≪Θ̃(d−(k∗−1)/2)≤the first term


.
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Next, we control the dynamics of ξtm,j,g corresponding to w∗
g . The growth rate is small because the signals cancel out:

Lemma B.10. Assume the conditions posed in Lemma B.5. It holds that

d

dt
|ξtm,j,g| ≲

η

CJ
Õ

(αm,j,k∗,1 − αm,j,k∗,2)︸ ︷︷ ︸
≲d−1/2

ξk
∗−1

m,j,g + |ξ
t
m,j,g|(

∑
c/∈Cj

|κm,j,c|k
∗
−
∑
c∈Cj

|κm,j,c|k
∗
)


for all j.

Proof. We have the population GF as

sgn(ξtm,j,g)
d

dt
ξtm,j,g

≃sgn(ξtm,j,g)
ηk∗

CJ

(
(αm,j,k∗,1 − αm,j,k∗,2)(ξm,j,g)

k∗−1(1− (ξmj11)
2)

+

C∑
c=1

βc,k∗αmjk∗c(κm,j,c)
k∗−1((w∗

c )
⊤(w∗

g)︸ ︷︷ ︸
=0

−κm,j,cξm,j,g)



=sgn(ξtm,j,g)
ηk∗

CJ

(αm,j,k∗,1 − αm,j,k∗,2)︸ ︷︷ ︸
≲d−1/2, from Lemma B.5

(ξm,j,g)
k∗−1(1− (ξmj11)

2)−
C∑

c=1

βc,k∗αmjk∗c(κm,j,c)
k∗
ξm,j,g


≲

η

CJ

Õ(d−1/2)|ξm,j,g|k
∗−1(1− (ξmj11)

2) +

−∑
c∈Cj

(βc,k∗αmjk∗c)︸ ︷︷ ︸
>0

(κm,j,c)
k∗

+
∑
c/∈Cj

(−βc,k∗αmjk∗c)︸ ︷︷ ︸
>0

(κm,j,c)
k∗

 |ξm,j,g|



where we used

sgnβc,k∗αm,j,k∗,c =

{
1 if c ∈ Cj
−1 otherwise

at the last inequality.

Even if we ignore |κm,j,c|, c ∈ Cj , which has the effect of reducing the gradient, the growth rate of |ξtm,j,g|+
∑

c/∈Cj
|κt

m,j,c|
is small with the “information exponent” equals to k∗:

Lemma B.11. Assume the conditions posed in Lemma B.5. Then we have

sgn(ξtm,j,g)
d

dt
ξtm,j,g +

∑
c/∈Cj

sgn(κt
m,j,c)

d

dt
κt
m,j,c ≲

η

J
Õ

|ξm,j,g|+
∑
c/∈Cj

|κm,j,c|

k∗

.

Therefore, if t ≤ Õ(Jη−1d(k
∗−2)/2),

|ξtm,j,g|+
∑
c/∈Cj

|κt
m,j,c| ≲ Õ(d−1/2).

Proof. First, |κ0
m,j,c| ≲ Θ̃(d−1/2) for all c /∈ Cj and |ξtm,j,g|+

∑
c/∈Cj
|κt

m,j,c| = Õ(d−1/2) at t = 0.

Next, we assume that there exists the time τ ≲ Õ(Jη−1d(k
∗−2)/2) such that |ξτm,j,g| +

∑
c/∈Cj
|κτ

m,j,c| =

supτ ′∈[t1,τ ] |ξ
τ ′

m,j,g| +
∑

c/∈Cj
|κτ ′

m,j,c| ≃ d−1/2+δ for some 1/(2k∗) > δ > 01 Then the assumptions in Lemma B.9

1We require 1/(2k∗) > δ to satisfy |w⊤
j vc| ≲ d−1/2.
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are satisfied. Therefore, we have

sgn(ξtm,j,g)
d

dt
ξtm,j,g +

∑
c/∈Cj

sgn(κt
m,j,c)

d

dt
κt
m,j,c ≲

η

J
Õ

|ξm,j,g|+
∑
c/∈Cj

|κm,j,c|

k∗

for t ∈ [0, τ ].

Then we will show the contradiction. Let |ξtm,j,g|+
∑

c/∈Cj
|κt

m,j,c| = xt. the dynamics of xt, t ∈ [0, τ ] is evaluated as

d

dt
xt ≤ Ã

η

J
(xt)

k∗
,

where Ã ≲ poly log d is a constant. By the Gronwall inequality,

xτ ≤
x0(

1− (k∗ − 1)−1(x0)k
∗−1ÃJ−1ητ

)1/(k∗−1)
.

Therefore, we obtain

|ξτm,j,g|+
∑
c/∈Cj

|κτ
m,j,c|

≲
Õ(d−1/2)(

1− Õ

((
|ξ0m,j,g|+

∑
c/∈Cj
|κ0

m,j,c|
)k∗−1

J−1ητ

))1/(k∗−1)

≲
Õ(d−1/2)(

1− Õ
(
d−(k∗−1)/2d(k∗−2)/2

))1/(k∗−1)

≲Õ(d−1/2),

which contradicts that |ξτm,j,g| +
∑

c/∈Cj
|κτ

m,j,c| ≳ d−1/2+δ. This implies that |κt
m,j,c| ≲ d−1/2 for all c /∈ Cj holds if

t ≲ Jη−1d(k
∗−2)/2 and solving the ODE again leads to the desired result.

B.3. Balancing the Race: Learning Before the Hermite Coefficients Deviate

We will show that the alignment w⊤
m,jw

∗
c , c ∈ Cj becomes sufficiently large before the Hermite coefficients αt

m,j,k∗,c

deviate too much using a recursive argument.

The following lemma shows that wj tends to align with w∗
c , c ∈ Cj :

Lemma B.12. Assume the conditions posed in Lemma B.5. There exists t1 ≲ Õ(Jη−1d(k
∗−2)/2) such that

1.
∑

c∈Cj
|κt1

m,j,c| ≃ d−1/2+1/(2k∗),

2. |κt1
m,j,c| ≲ Õ(d−1/2) for all c /∈ Cj ,

3. |ξt1m,j,g| ≲ Õ(d−1/2) for c = 1, 2.

Proof. Combine the results in Lemma B.9 and Lemma B.11. Lemma B.9 implies the first condition by Gronwall
inequality. Lemma B.11 leads to the second and the third conditions because max{maxc/∈Cj

|κt1
m,j,c|, |ξ

t1
m,j,g|} ≤

|ξt1m,j,g|+
∑

c/∈Cj
|κt1

m,j,c|.

The intuition of the final part in the proof of the above lemma is as follows: The differential equations of xt :=
∑

c∈Cj
|κt

m,j,c|
and yt :=

∑
c/∈Cj
|κt

m,j,c|+ |ξm,j,g| are

d

dt
xt ≃ ηJ−1(xt)k

∗−1, x0 ≃ d−1/2
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and
d

dt
yt ≲ ηJ−1(yt)k

∗
, y0 ≃ d−1/2.

It takes at most η−1J(x0)k
∗−2 = η−1Jd(k

∗−2)/2 time for xt to grow up to d−
1
2+

1
2k∗ and on the other hand, it takes at least

η−1J(y0)k
∗−1 = η−1Jd(k

∗−1)/2 (≫ η−1Jd(k
∗−2)/2) time for yt to become larger than Õ(d−1/2).

Repeating the same argument in Lemmas B.5 and B.9 to B.12, we have the following recurrence formula:
Lemma B.13. Assume k∗ > 2, Al ≤ 1/2 and there exists tl ≲ Õ(Jη−1dAl(k

∗−2)) such that

1.
∑

c∈Cj
|κ

∑l
l′=1

tl′
m,j,c | ≃ d−Al ,

2.
∑

c/∈Cj
|κ

∑l
l′=1

tl′
m,j,c |+ |ξm,j,g| ≲ d−1/2

3. |α
∑l

l′=1
tl′

m,j,k∗,c − αm,j,k∗ | ≲ Õ(d−1/2).

Then, there exists tl+1 ≲ η−1JdAl(k
∗−2) such that

1.
∑

c∈Cj
|κ

∑l+1

l′=1
tl′

m,j,c | ≃ d−Al+1 where Al+1 = k∗−2
k∗ Al +

1
2k∗

2.
∑

c/∈Cj
|κ

∑l+1

l′=1
tl′

m,j,c |+ |ξm,j,g| ≲ d−1/2

3. |α
∑l+1

l′=1
tl′

m,j,k∗,c − α0
m,j,k∗ | ≲ Õ(wt

j
⊤
vc) ≲ Õ(d−1/2).

Proof. Let |κt
m,j,c| ≲ d−

k∗−2
k∗ Al− 1

2k∗ , t ∈ [tl, tl+1]. Following Lemmas B.5 and C.8, we have

|wt
j
⊤
vc| ≲Õ(d−1/2) + Õ(ηJ−1

∫ tl+1

tl

|κt
m,j,c|k

∗
dt)

≲Õ(d−1/2) + Õ
(
d−k∗ k∗−2

k∗ Al− k∗
2k∗ +Al(k

∗−2)
)

≲Õ(d−1/2),

which implies the third inequality. Based on this, the first two inequalities follow from Gronwall’s inequality. The differential

equations of xt :=
∑

c∈Cj
|κ

∑l
l′=1

tl′+t

m,j,c | and yt :=
∑

c/∈Cj
|κ

∑l
l′=1

tl′+t

m,j,c |+ |ξm,j,g| are

d

dt
xt ≃ ηJ−1(xt)k

∗−1, x0 ≃ d−Al

and
d

dt
yt ≲ ηJ−1(yt)k

∗
, y0 ≃ d−1/2.

It takes at most η−1J(x0)k
∗−2 = η−1JdAl(k

∗−2) time for xt to grow up to d−
k∗−2
k∗ Al− 1

2k∗ and on the other hand, it takes
at least η−1J(y0)k

∗−1 = η−1Jd(k
∗−1)/2 (≫ η−1JdAl(k

∗−2)) time for yt to become larger than Õ(d−1/2).

As shown in Lemma B.13, Al is shrinking as

Al+1 =
k∗ − 2

k∗
Al +

1

2k∗
, A0 =

1

2
,

asymptotically approaching 1/4. Repeating the above argument, we have the following result:
Lemma B.14. Assume k∗ > 2 and take arbitrary ∆ > 0. There exists t∆ s.t.

•
∑

c∈Cj
|κt∆

m,j,c| ≃ d−1/4−∆.

•
∑

c/∈Cj
|κt∆

m,j,c|+ |ξm,j,g| ≲ d−1/2

• |αt∆
m,j,k∗,c − α0

m,j,k∗ | ≲ Õ(wt
j
⊤
vc) ≲ Õ(d−1/2)
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B.4. Blocking the alignment wt
m,j

⊤
w∗

g

We will show that the conditions in Lemma B.14 hold for t > t∆. Note that |αt
m,j,k∗,c − αm,j,k∗ | is not assumed in t > t∆:

Lemma B.15. Take ∆ = 1/(8k∗) defined in Lemma B.14 and take arbitrary t > t∆. Additionally assume k∗ > 4. Then we
have ∑

c∈Cj

|κt
m,j,c| ≳ d−1/4−∆

and
d

dt

|ξtm,j,g|+
∑
c/∈Cj

|κt
m,j,c|

 ≲ 0.

Proof. Let t∆′ is the first time that d
dt

∑
c∈Cj
|κt

m,j,c| = 0 (note that we can take t∆ such that d
dt

∑
c∈Cj
|κt∆

m,j,c| ≥ 0 while
satisfying the conditions in Lemma B.12 and this gradient flow stops at t = t∆′ > t∆). First, because d

dt

∑
c∈Cj
|κt∆

m,j,c| ≥ 0

and the continuity of the derivative (except for
∑

c∈Cj
|κt∆

m,j,c| = 0), we have d
dt

∑
c∈Cj
|κt

m,j,c|
∣∣∣
t=s
≥ 0 for all s ∈ [t∆, t∆′ ].

This implies that
∑

c∈Cj
|κt

m,j,c| ≳ d−1/4−∆ for all t > t∆.

Next, we bound the derivative of |ξsm,j,g| +
∑

c/∈Cj
|κs

m,j,c|. We assume that, there exists t ∈ [t∆,∞) such that,

supt′∈[t∆,t]

(
|ξt′m,j,g|+

∑
c/∈Cj
|κt′

m,j,c|
)
≃ Õ(d−1/2+δ) with 1/(6k∗) > δ > 0. However, for all s ∈ [t∆, t],

sgn(ξsm,j,g)
d

ds
ξsm,j,g +

∑
c/∈Cj

sgn(κs
m,j,c)

d

ds
κs
m,j,c

≲
η

CJ

Õ( (αt
m,j,k∗,1 − αt

m,j,k∗,2)︸ ︷︷ ︸
≲Õ(1), NOT assuming Lemma B.5

|ξm,j,g|k
∗−1(1− (ξmj11)

2)) +
∑
c/∈Cj

(
−βc,k∗αt

mjk∗c

)︸ ︷︷ ︸
≤Õ(1)

(κm,j,c)
k∗
|ξm,j,g|

−
∑
c∈Cj

βc,k∗αt
mjk∗c︸ ︷︷ ︸

≥Ω̃(1)

(κm,j,c)
k∗︸ ︷︷ ︸

≳d−1/4−∆

|ξm,j,g|

+
η

CJ

−Ω̃
∑

c/∈Cj

|κs
m,j,c|

k∗−1

+ (αt
m,j,k∗,1 − αt

m,j,k∗,2)︸ ︷︷ ︸
≲Õ(1),NOT assuming Lemma B.5

Õ(|ξm,j,g|k
∗
)


≲

η

CJ
|ξm,j,g|Õ

(
d−(k∗−2)(1/2−δ) − Ω̃(d−k∗(1/4+∆))

)
≲0

where we used −(k∗ − 2)(1/2 − δ) = −(k∗ − 2)(1/2 − 1/(6k∗)) < k∗(1/4 + 1/(8k∗)) = k∗(1/4 + ∆) under
the assumption that k∗ > 4 (i.e. k∗ ≥ 5). This contradicts with the assumption that

(
|ξtm,j,g|+

∑
c/∈Cj
|κt

m,j,c|
)
≃

(poly log d)d−1/2+δ. Therefore, we have
(
|ξtm,j,g|+

∑
c/∈Cj
|κt

m,j,c|
)
≲ (poly log d)d−1/2 for all t ∈ [t∆,∞) and this

leads to sgn(ξtm,j,g)
d
dtξ

t
m,j,g +

∑
c/∈Cj

sgn(κt
m,j,c)

d
dtκ

t
m,j,c ≲ 0 repeating the same calculation.

By Lemma B.15, we have the following lemma:

Lemma B.16. Assume k∗ > 4. The following conditions hold true for all t > t∆:

1.
∑

c∈Cj
|κt

m,j,c| ≳ d−1/4−1/(8k∗),

2. |κt
m,j,c| ≲ Õ(d−1/2) for all c /∈ Cj ,

3. |ξtm,j,g| ≲ Õ(d−1/2) for c = 1, 2,

Finally we have the following theorem by Lemma B.16:
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Theorem B.17. For all j = 1, . . . , J , c = 1, 2, we have

sup
t≥0
|ξtm,j,g| ≲ Õ(d−1/2)

with high probability.

C. Proof of MoE Training
In this section, we present a formal proof that the MoE can learn teacher models (Theorem 4.6), under Assumption 3.2,
Assumption 3.3, and Assumption 3.4. We execute the gradient-based optimization process outlined in Algorithm 1. Our
proof builds upon and extends the reasoning presented by Oko et al. (2024a). We introduce polylogarithmic constants Ai

and ai. Ai is of the order polylog(d), while ai is of the order 1
polylog(d) , with the following order of strength:

0 <
A1 ≲ a2

−1 ≲ A2 ≲ A4 ≲ a4
−1 ≲ A3

a2
−1 ≲ a6

−1 ≲ Aρ ≲ A5, A6 ≲ a5
−1

= Õ(1).

A1 is derived from the high-probability bounds on the gradient of the experts. a2 is derived from the threshold of the
weak recovery of the neuron for the tasks. A2 and A5 are high-probability uniform bounds on the noise and small terms
in the gradients of the experts and that of the gating network, respectively. A3 is derived from the upper bounds of the
specific components in the gradients of the experts. A4 is derived from the upper bounds of the task correlation. a4 and a5
are derived from the upper bounds of the learning rates of the experts (ηe) and the router (ηr), respectively. a6 is derived
from the sufficient step size in the optimization of the gating network. A6 originates from the lower bound of the Hermite
coefficients in the router learning stage. Aρ reflects the order of the mean vector scaling in terms of ρ, as given by ρ ≃ Aρ

An outline of the proof of MoE training is as follows:

1. Initialization (Appendix C.1)
We first show that, after initialization, there exists a neuron j∗m within the set of professional expertsMc (Definition C.1)
corresponding to the task c that aligns with a constant factor stronger than other neurons (Lemma C.2 and Corollary C.3).

2. Exploration Stage (Appendix C.2)
After the exploration stage, the neuron j∗m, which was strongly aligned during initialization, undergoes weak recovery
for the task c∗m it specializes in, whereas other neurons fail to achieve weak recovery and remains at a saddle point
(Lemma C.6).

3. Router Learning Stage (Appendix C.3)
After the router learning stage, the router directs the data xc from cluster corresponding to task c to the experts inMc

(Lemma C.14).

4. Expert Learning Stage (Appendix C.4)
After the router completes its learning and experts are reinitialized, the experts m belonging toMc, which now receives
the data xc, achieve weak recovery (Lemma C.23) without being affected by inter-cluster interference and subsequently
attain strong recovery (Lemma C.28).

5. Second Layer Optimization Stage (Appendix C.5)
We finally show that by performing convex optimization on the second layer of the expert, the MoE achieves an ϵ-error
with respect to the teacher function (Lemma C.31).

To establish Theorem 4.6, we apply a union bound over multiple events. Given that M = O(1) and J ≲
√
log d, the set of

events that hold with high probability remains closed under certain union bounds. By combining the aforementioned events,
we conclude that the event in Theorem 4.6 holds with probability at least 0.99.

C.1. Initialization

To start off, we consider the initial alignment between the neurons and the index features. The following lemma shows that a
constant fraction of the neurons aligns with the task of their corresponding cluster by a constant factor more strongly than
the remaining neurons. We provide a definition of the set of professional experts that depends on initialization.
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Definition C.1 (The set of the professional experts for class c).

(j∗m, c∗m) := argmaxj,cwm,j
⊤w∗

c ,

Mc := {m | c = c∗m}.

The following Lemma holds with initialization.

Lemma C.2. Assume C is O(1). Take arbitrary constants δ > 0 and Ad = 1 +O((log d)−1). If

M ≃ C log(C/δ)

and √
log d ≳ J ≳

1

C
log

M

δ
,

then |Mc| ≥ 1 for all c and

w⊤
m,j∗m

w∗
c∗m
≥ 2√

d
, w⊤

m,j∗m
w∗

c∗m
≥ max

c ̸=c∗m or j ̸=j∗m
Ad|w⊤

m,jw
∗
c |+

1√
d log d

with probability at least 1− δ with sufficiently large d.

Proof. Fix m. By the symmetry, we have

P[|Mc| ≥ 1] ≥ 1− (1− C−1)M .

By union bound,
P[|Mc| ≥ 1 ∀c] ≥ 1−M(1− C−1)M ≥ 1−M exp(−M/C) ≥ 1− δ/3

where M ≃ C log(C/δ).

wm,j ∼ Unif(Sd−1(1)) is obtained by w̃m,j

∥w̃m,j∥ , where w̃m,j ∼ N(0, 1
dI). We have ∥w̃∥ ∼ 1 with high probability (the same

argument as Oko et al. (2024a)). Consider the value of κ̃m,j,c = w̃⊤
m,j(I−

∑
c′ ̸=c w

∗
c′w

∗
c′
⊤)wc and

∑
c′ ̸=c w̃

⊤
m,jw

∗
c′(w

∗
c′)

⊤wc.

Then, for each κ̃m,j,c, there exists κ̄m,j,c
i.i.d.∼ N (0, d−1) such that κ̄m,j,c

κ̃m,j,c
= 1 +O(d−1/2) because κ̃m,j,c are independent

and
∑

c′ ̸=c w̃
⊤
m,jw

∗
c′(w

∗
c′)

⊤w∗
c ≲ d−1. Therefore, we evaluate the values of κ̄m,j,c instead of w⊤

m,jw
∗
c .

We show that there is some j s.t. κ̄m,j,c is large enough: First,

P[κ̄m,j,c < 2d−1/2] < 0.9.

Then,
P[max

c
κ̄m,j,c > 2d−1/2 for some j] ≥ 1− (0.9)JC .

Taking

J ≳
1

C
log

M

δ
,

P[max
c

κ̄m,j,c > 2d−1/2 for some j] ≥ 1− δ

3M
.

Following Chen et al. (2022), we have(
1− δ

3MJ2C2

)
w⊤

m,j∗m
w∗

c∗m
≥ max

c̸=c∗m or j ̸=j∗m
|w⊤

mjw
∗
c | −O(d−1)

and therefore

w⊤
m,j∗m

w∗
c∗m
≥ max

c̸=c∗m or j ̸=j∗m

(
1 +

δ

6MJ2C2

)
|w⊤

m,jw
∗
c |+

δ

6MJ2C2
w⊤

m,j∗m
w∗

c∗m
−O(d−1)

with probability at least 1− δ/(3M) and the desired result follows, using δ
6MJ2C2 ≳ (log d)−1 and w⊤

m,j∗m
w∗

c∗m
≥ 2d−1/2.
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Since w⊤
m,jw

∗
c = O(

√
log d/

√
d) with high probability and

maxc |α̃0
m,j,k∗,cβc,k∗ |

minc′ |α̃0
m,j,k∗,c′βc′,k∗ | = 1 + Õ(d−1/2) with high probability,

by taking δ as sufficiently small, we have the following inequality:
Corollary C.3 (Following (Chen et al., 2022; Oko et al., 2024a)). When J ≳ C−1 logM and M ≳ C logC, for all m, we
have at least one neuron wm,j such that

w⊤
m,j∗m

w∗
c∗m
≥ 1√

d

and

|α̃t
m,j∗m,k∗,c∗m

βc∗m,k∗ |(w⊤
m,j∗m

w∗
c∗m

)
k∗−2

≥ max{max
j,c
|α̃t

m,j,k∗,cβc,k∗ |, |max
j

∑
c′∈[C]

sc′ α̃
t
m,j,k∗,c′γk∗ |} max

c̸=c∗m or j ̸=j∗m
|w⊤

m,jw
∗
c |

k∗−2
+ a(w⊤

m,j∗m
w∗

c∗m
)
k∗−2

.

with probability at least 0.999, where a is a small constant ≲ (log d)
k∗−2.

Remark C.4. The term α̃t
m,j,k∗,c, defined in Lemma C.7, varies with time t as it is a Hermite coefficient influenced by the

mean vector ρvc of the data xc. Nevertheless, Corollary C.3 holds for all t throughout the exploration stage. This is ensured
by the bounds on the Hermite coefficients provided in Lemma C.8 and Lemma C.9.
Remark C.5. From this section, we will discuss Phase I to IV on the event that the initialization was successful.

C.2. Exploration Stage

We train the first layer of the experts. We employ the correlation loss to eliminate the interactions between neurons. The
alignment at time t, denoted as κt

c,m,j , is defined as the inner product of the feature index w∗
c and the weight of j-th neuron

wt
m,j at time t, expressed as κt

c,m,j := w∗
c
⊤wt

m,j . Similarly, κt
g,m,j := w∗

g
⊤wt

m,j is defined in the same manner. The
purpose of this subsection is to establish Lemma C.6, which serves as the formal statement of Lemma 4.9. Within the expert
setMc, there exists a neuron j such that the alignment magnitude κc,m,j with the feature index w∗

c satisfies κc,m,j ≥ a2 for
some constant a2 > 0. In contrast, for all other expert setsMc′ with c′ ̸= c, no neuron achieves such alignment; that is,
κc′,m,j ≤ Õ(d−

1
2 ) < a2 for all j ∈Mc′ . Moreover, the remaining neurons inMc also do not reach this level of alignment.

To prove Lemma C.6, we first decompose the stochastic gradient update into its population and noise components. Then,
by introducing auxiliary sequences, we establish a lower bound for κt

c∗m,m,j∗m
(i.e., weak recovery) and upper bounds for

|κt
c,m,j | for all (c, j) ̸= (c∗m, j∗m) and |κt

g,m,j | for all j ∈ [J ].

Lemma C.6 (Formal). Consider the expert m ∈ Mc. Let w∗
c
⊤w∗

c′ ≤ A4d
− 1

2 = Õ(d−1/2) for all c ̸= c′, w∗
c
⊤w∗

g ≤
A4d

− 1
2 = Õ(d−1/2) for all c and ηt = ηe ≤ a4d

− k∗
2 . Then, with high probability, there exists some time t1 ≤ T1 =

Θ̃(ηe
−1d

k∗−2
2 ) such that the following conditions hold:

• κt1
c∗m,m,j∗m

≥ a2,

• |κt1
c,m,j | ≤ 5A3d

− 1
2 = Õ(d−1/2), for all (c, j) ̸= (c∗m, j∗m),

• |κt1
g,m,j | ≤ 5A3d

− 1
2 = Õ(d−1/2), for all j ∈ [J ].

Gradient update decomposition. First, we assess the evolution of the alignment by analyzing its population and stochastic
contributions. Note that at the exploration stage, the router distributes the data to the experts with an equal probability of 1

M
because the weights θm of the gating network are initialized to zero.

In Lemma C.7, we will evaluate the update of the spherical gradient descent

κt+1
c,m,j = w∗

c
⊤wt+1

c,m,j = w∗
c
⊤

[
wt

c,m,j − ηt(Id − wt
m,jw

t
m,j

⊤
)∇wt

m,j
1 (m(xc) = m)πm(xc)ycam,jσm(wt

m,j
⊤
xc + bm,j)

]∥∥wt
m,j − ηt(Id − wt

m,jw
t
m,j

⊤
)∇wt

m,j
1 (m(xc) = m)πm(xc)ycam,jσm(wt

m,j
⊤
xc + bm,j)

∥∥ .

Note that Id − wt
m,jw

t
m,j

⊤ is a projection matrix used to project the gradient

∇wt
m,j

1 (m(xc) = m)πm(xc)ycam,jσm(wt
m,j

⊤
xc + bm,j) onto the tangent space of the sphere Sd−1. Addition-

ally, normalization is performed to return the vector wt+1
c,m,j to the unit sphere.
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Lemma C.7. Suppose that ηt = ηe ≤ a4d
− k∗

2 and κ0
c∗m,m,j∗m

≥ 1
2d

− 1
2 . With high probability, the update of κt

c,m,j and
κt
g,m,j satisfies the following bounds.

κt+1
c∗m,m,j∗m

≥ κt
c∗m,m,j∗m

+
ηt

CM2

∑
c′∈[C]

p∗∑
i=k∗

[
iα̃m,j∗m,i,c′βc′,i(κ

t
c′,m,j∗m

)
i−1

(w∗
c∗m

⊤w∗
c′ − κt

c∗m,m,j∗m
κt
c′,m,j)

+ isc′ α̃m,j∗m,i,c′γi(κ
t
g,m,j∗m

)
i−1

(w∗
c∗m

⊤w∗
g − κt

c∗m,m,j∗m
κt
g,m,j∗m

)
]
− κt

c∗m,m,j∗m
(ηt)

2
A1

2d

+ ηtw∗
c
⊤(Id − wt

m,j∗m
wt

m,j∗m

⊤
)Ξt

wm,j∗m
.

Let c ̸= c∗m or j ̸= j∗m, we have

κt
c,m,j +

ηt

CM2

∑
c′∈[C]

p∗∑
i=k∗

[
iα̃m,j,i,c′βc′,i(κ

t
c′,m,j)

i−1
(w∗

c
⊤w∗

c′ − κt
c,m,jκ

t
c′,m,j) + isc′ α̃m,j,i,c′γi(κ

t
g,m,j)

i−1

· (w∗
c
⊤w∗

g − κt
c,m,jκ

t
g,m,j)

]
−
|κt

c,m,j |(ηt)
2
A1

2d

2
− (ηt)

3
A1

3d
3
2

2
+ ηtw∗

c
⊤(Id − wt

m,jw
t
m,j

⊤
)Ξt

wm,j

≤ κt+1
c,m,j ≤

κt
c,m,j +

ηt

CM2

∑
c′∈[C]

p∗∑
i=k∗

[
iα̃m,j,i,c′βc′,i(κ

t
c′,m,j)

i−1
(w∗

c
⊤w∗

c′ − κt
c,m,jκ

t
c′,m,j) + isc′ α̃m,j,i,c′γi(κ

t
g,m,j)

i−1

· (w∗
c
⊤w∗

g − κt
c,m,jκ

t
g,m,j)

]
+
|κt

c,m,j |(ηt)
2
A1

2d

2
+

(ηt)
3
A1

3d
3
2

2
+ ηtw∗

c
⊤(Id − wt

m,jw
t
m,j

⊤
)Ξt

wm,j
.

Let j ∈ [J ], we have

κt
g,m,j +

ηt

CM2

∑
c′∈[C]

p∗∑
i=k∗

[
iα̃m,j,i,c′βc′,i(κ

t
c′,m,j)

i−1
(w∗

g
⊤w∗

c′ − κt
g,m,jκ

t
c′,m,j) + isc′ α̃m,j,i,c′γi(κ

t
g,m,j)

i−1

· (1− (κt
g,m,j)

2
)
]
−
|κt

g,m,j |(ηt)
2
A1

2d

2
− (η

t
)
3
A1

3d
3
2

2
+ ηtw∗

g
⊤(Id − wt

m,jw
t
m,j

⊤
)Ξt

wm,j

≤ κt+1
g,m,j ≤

κt
g,m,j +

ηt

CM2

∑
c′∈[C]

p∗∑
i=k∗

[
iα̃m,j,i,c′βc′,i(κ

t
c′,m,j)

i−1
(w∗

g
⊤w∗

c′ − κt
g,m,jκ

t
c′,m,j) + isc′ α̃m,j,i,c′γi(κ

t
g,m,j)

i−1

· (1− (κt
g,m,j)

2
)
]
+
|κt

g,m,j |ηt
2
A1

2d

2
+

(ηt)
3
A1

3d
3
2

2
+ ηtw∗

g
⊤(Id − wt

m,jw
t
m,j

⊤
)Ξt

wm,j .

Ξt
wm,j represents a mean-zero random variable satisfying ∥Ξt

wm,j∥ = Õ(d
1
2 ) and |u⊤Ξt

wm,j | = Õ(1), where u ∼
Unif (Sd−1), with high probability. We can also obtain

∣∣κt+1
c,m,j − κt

c,m,j

∣∣ = Õ(ηe) and
∣∣κt+1

g,m,j − κt
g,m,j

∣∣ = Õ(ηe) with
high probability.

Proof. The population gradient for the first layer of the expert can be represented as a decomposition in the following
manner.

∇wm,j
EcExc

[
1 (m(xc) = m)πm(xc)ycam,jσm(wm,j

⊤xc + bm,j)
]

= EcExc

[
1 (m(xc) = m)πm(xc)ycam,jσm

′(wm,j
⊤xc + bm,j)xc

]
=

1

CM2

∑
c∈[C]

Exc

[( p∗∑
i=k∗

βc,i√
i!
Hei(w

∗
c
⊤xc) + sc

p∗∑
i=k∗

γi√
i!
Hei(w

∗
g
⊤xc)

)( ∞∑
i=1

iαm,j,i√
i!

Hei−1(wm,j
⊤xc)

)
xc

]
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=
1

CM2

∑
c∈[C]

(
Ez

[( p∗∑
i=k∗

βc,i√
i!
Hei(w

∗
c
⊤z)+sc

p∗∑
i=k∗

γi√
i!
Hei(w

∗
g
⊤z)
)( ∞∑

i=1

iαm,j,i√
i!

i−1∑
l=0

(
i− 1

l

)
Hei−l−1(w

⊤
m,jz)(ρw

⊤
m,jvc)

l
)
z
]

+ Ez

[( p∗∑
i=k∗

βc,i√
i!
Hei(w

∗
c
⊤z) + sc

p∗∑
i=k∗

γi√
i!
Hei(w

∗
g
⊤z)
)( ∞∑

i=1

iαm,j,i√
i!

i−1∑
l=0

(
i− 1

l

)
Hei−l−1(w

⊤
m,jz)(ρw

⊤
m,jvc)

l
)
ρvc

])

=
1

CM2

∑
c∈[C]

(
Ez

[( p∗∑
i=k∗

iβc,i√
i!
Hei−1(w

∗
c
⊤z)
)( ∞∑

i=1

iαm,j,i√
i!

i−1∑
l=0

(
i− 1

l

)
Hei−l−1(w

⊤
m,jz)(ρw

⊤
m,jvc)

l
)
w∗

c

]
︸ ︷︷ ︸

(I)

+ Ez

[(
sc

p∗∑
i=k∗

iγi√
i!
Hei−1(w

∗
g
⊤z)
)( ∞∑

i=1

iαm,j,i√
i!

i−1∑
l=0

(
i− 1

l

)
Hei−l−1(w

⊤
m,jz)(ρw

⊤
m,jvc)

l

)
w∗

g

]
︸ ︷︷ ︸

(II)

+ Ez

[( p∗∑
i=k∗

βc,i√
i!
Hei(w

∗
c
⊤z)+sc

p∗∑
i=k∗

γi√
i!
Hei(w

∗
g
⊤z)
)( ∞∑

i=2

iαm,j,i√
i!

i−2∑
l=0

(
i− 1

l

)
(i− l − 1)Hei−l−2(w

⊤
m,jz)(ρw

⊤
m,jvc)

l
)
wm,j

]
︸ ︷︷ ︸

(III)

+ Ez

[( p∗∑
i=k∗

βc,i√
i!
Hei(w

∗
c
⊤z) + sc

p∗∑
i=k∗

γi√
i!
Hei(w

∗
g
⊤z)
)( ∞∑

i=1

iαm,j,i√
i!

i−1∑
l=0

(
i− 1

l

)
Hei−l−1(w

⊤
m,jz)(ρw

⊤
m,jvc)

l
)
ρvc

]
︸ ︷︷ ︸

(IV)

)
.

where the second equality is due to P(m(xc) = m) = 1
M and πm(xc) =

1
M . The third equality follows from the definition

xc := z + ρvc where z ∼ N (0, Id), along with the condition vc
⊤w∗

c′ = 0 and vc
⊤w∗

g = 0 for all (c, c′), as well as the
binomial expansion. The fourth equality is due to Stein’s Lemma and integration by parts.

With the spherical gradient, (III) is negligible since wm,j is unit-norm and w∗
c
⊤(Id − wm,jwm,j

⊤)wm,j = 0. When
considering vc

⊤∇wm,j
E[1 (m(xc) = m)πm(xc)ycam,jσm(wm,j

⊤xc + bm,j)], (IV) can be ignored because vc
⊤w∗

c′ = 0
for all (c, c′). Thus, we expand (I) and (II).

(I) =
p∗∑

i=k∗

∞∑
l=i

( lαm,j,l√
l!

(
l − 1

l − i

)
(ρw⊤

m,jvc)
l−i
) iβc,i√

i!
(i− 1)!(w∗

c
⊤wm,j)

i−1
w∗

c .

(II) =
p∗∑

i=k∗

∞∑
l=i

( lαm,j,l√
l!

(
l − 1

l − i

)
(ρw⊤

m,jvc)
l−i
) iscγc,i√

i!
(i− 1)!(w∗

g
⊤wm,j)

i−1
w∗

g .

Here, we introduce the discrepancy Ξt
wm,j

between the population and the empirical gradient.

Ξt
wm,j =−∇wt

m,j
1 (m(xc) = m)πm(xc)ycam,jσm(wt

m,j
⊤
xc + bm,j)

+∇wt
m,j

E[1 (m(xc) = m)πm(xc)ycam,jσm(wt
m,j

⊤
xc + bm,j)]

We evaluate the empirical update of the alignment.

κt+1
c,m,j =

κt
c,m,j − ηtw∗

c
⊤(Id − wt

m,jw
t
m,j

⊤
)∇wt

m,j
1 (m(xc) = m)πm(xc)ycam,jσm(wt

m,j
⊤
xc + bm,j)∥∥wt

m,j − ηt(Id − wt
m,jw

t
m,j

⊤
)∇wt

m,j
1 (m(xc) = m)πm(xc)ycam,jσm(wt

m,j
⊤
xc + bm,j)

∥∥
(i)

≥ κt
c,m,j − ηtw∗

c
⊤(Id − wt

m,jw
t
m,j

⊤
)∇wt

m,j
1 (m(xc) = m)πm(xc)ycam,jσm(wt

m,j
⊤
xc + bm,j)

−
|κt

c,m,j |(ηt)
2

2
∥∇wt

m,j
1 (m(xc) = m)πm(xc)ycam,jσm(wt

m,j
⊤
xc + bm,j)∥

2
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− (ηt)
3

2
∥∇wt

m,j
1 (m(xc) = m)πm(xc)ycam,jσm(wt

m,j
⊤
xc + bm,j)∥

3

(ii)

≥ κt
c,m,j + ηtw∗

c
⊤(Id − wt

m,jw
t
m,j

⊤
)

1

CM2

∑
c′∈[C]

p∗∑
i=k∗

( ∞∑
l=i

( lαm,j,l√
l!

(
l − 1

l − i

)
(ρwt

m,j
⊤
vc′)

l−i
)

· iβc′,i√
i!

(i− 1)!(w∗
c′
⊤wt

m,j)
i−1
)
w∗

c′ + ηtw∗
c
⊤(Id − wt

m,jw
t
m,j

⊤
)

· 1

CM2

∑
c′∈[C]

p∗∑
i=k∗

( ∞∑
l=i

( lαm,j,l√
l!

(
l − 1

l − i

)
(ρwt

m,j
⊤
vc′)

l−i
) isc′γi√

i!
(i− 1)!(w∗

g
⊤wt

m,j)
i−1
)
w∗

g

−
|κt

c,m,j |(ηt)
2
A1

2d

2
− (ηt)

3
A1

3d
3
2

2
+ ηtw∗

c
⊤(Id − wt

m,jw
t
m,j

⊤
)Ξt

wm,j

= κt
c,m,j + ηtw∗

c
⊤(Id − wt

m,jw
t
m,j

⊤
)

1

CM2

∑
c′∈[C]

p∗∑
i=k∗

( iαm,j,i√
i!

+

∞∑
l=i+1

( lαm,j,l√
l!

(
l − 1

l − i

)
(ρwt

m,j
⊤
v′c)

l−i
)

· iβc′,i√
i!

(i− 1)!(w∗
c′
⊤wt

m,j)
i−1
)
w∗

c′ + ηtw∗
c
⊤(Id − wt

m,jw
t
m,j

⊤
)

· 1

CM2

∑
c′∈[C]

p∗∑
i=k∗

( iαm,j,i√
i!

+

∞∑
l=i+1

( lαm,j,l√
l!

(
l − 1

l − i

)
(ρwt

m,j
⊤
vc′)

l−i
) isc′γi√

i!
(i− 1)!(w∗

g
⊤wt

m,j)
i−1
)
w∗

g

−
|κt

c,m,j |(ηt)
2
A1

2d

2
− (ηt)

3
A1

3d
3
2

2
+ ηtw∗

c
⊤(Id − wt

m,jw
t
m,j

⊤
)Ξt

wm,j

= κt
c,m,j +

ηt

CM2

∑
c′∈[C]

p∗∑
i=k∗

(
iα̃t

m,j,i,c′βc′,i(κ
t
c′,m,j)

i−1
(w∗

c
⊤w∗

c′ − κt
c,m,jκ

t
c′,m,j) + isc′ α̃

t
m,j,i,c′γi(κ

t
g,m,j)

i−1

· (w∗
c
⊤w∗

g − κt
c,m,jκ

t
g,m,j)

)
−
|κt

c,m,j |(ηt)
2
A1

2d

2
− (ηt)

3
A1

3d
3
2

2
+ ηtw∗

c
⊤(Id − wt

m,jw
t
m,j

⊤
)Ξt

wm,j
.

where (i) is due to Taylor expansion, Cauchy-Schwarz inequality, and the orthogonality property of the Hermite polynomials.
In (ii), we used the expansion of (I) and (II) and ∥∇wt
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Note that the definition of α̃m,j,i,c given here differs from that of αm,j,i,c in Appendix B. In Appendix C, we define the
Hermite coefficients by incorporating the perturbation induced by ρwm,j

⊤vc, and formulate them in a manner involving a
first-order derivative. To distinguish this modified definition, we introduced the tilde notation.

In the same way, we obtain an upper bound as follows:
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where (i) is due to Taylor expansion, Cauchy-Schwarz inequality, and the orthogonality property of the Hermite polynomials.
In (ii), we used the expansion of (I) and (II) and ∥∇wt
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In the same way, we obtain an upper bound as follows:
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Similar to κc,m,j , we obtain an upper bound on the difference of κg,m,j over a single step.
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are mean-zero sub-Weibull random variables, and their partial sums exhibit strong concentration behavior.

Weak recovery for the corresponding cluster. Building on Lemma C.7, we establish Lemma C.6.
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1
2 ) for all

s = 0, 1, . . . , t, we have

vc
⊤wt+1

m,j ≥ vc
⊤w0

m,j +
ηeρ

CM2

t∑
s=0

[ p∗∑
i=k∗

√
i+ 1α̃s

m,j,i,cβc,i(κ
s
c,m,j)

i
(1− (vc

⊤ws
m,j)

2
)

+

p∗∑
i=k∗

√
i+ 1scα̃

s
m,j,i,cγi(κ

s
g,m,j)

i
(1− (vc

⊤ws
m,j)

2
)
]

− t
maxs |vc⊤ws

m,j |(ηe)
2
A1

2d

2
− t

(ηe)
3
A1

3d
3
2

2
+

t∑
s=0

ηevc
⊤(Id − ws

m,jw
s
m,j

⊤)Ξs
wm,j

31



Mixture of Experts Provably Detect and Learn the Latent Cluster Structure in Gradient-Based Learning

≥ vc
⊤w0

m,j +
ηeρ

CM2

t∑
s=0

√
k∗ + 1α̃s

m,j,k∗,cβc,k∗(κs
c,m,j)

i
(1− (vc

⊤ws
m,j)

2
)

− ηeρ

CM2

t∑
s=0

p∗
√
p∗ + 1max

c
|scα̃s

m,j,i,cγi||κs
g,m,j |

k∗
(1− (vc

⊤ws
m,j)

2
)

− t
maxs |vc⊤ws

m,j |(ηe)
2
A1

2d

2
− t

(ηe)
3
A1

3d
3
2

2
−
∣∣∣ t∑
s=0

ηevc
⊤(Id − ws

m,jw
s
m,j

⊤)Ξs
wm,j

∣∣∣
= Ω̃(d−

1
2 ),

where we used ηeρ
CM2 p

∗√p∗ + 1maxc |scα̃s
m,j,i,cγi||κs

g,m,j |
k∗
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2 = Õ(d−k∗+ 1
2 ), and

(ηe)
3A1

3d
3
2

2 = Õ(d−
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2 ) with high probability. Thus, combined with the assumption that sgn(αm,j,i) is the same for

all i and ρ = Õ(1), it holds that

iα̃t
m,j,i,c√
i!

=
iαm,j,i√

i!
+

∞∑
l=i+1

( lαm,j,l√
l!

(
l − 1

l − i

)
(ρwt

m,j⊤vc)
l−i
)

︸ ︷︷ ︸
=Ω̃(d− 1

2 )

=
iαm,j,i√

i!
+ Ω̃(d−

1
2 ).

The same holds even when αm,j,i < 0 by considering the upper bound in the same manner.

We show that even as wt
m,j

⊤vc increases, the coefficient α̃t
c,m,j,i remains bounded by a polylogarithmic function in d.

Lemma C.10. α̃t
m,j,i,c = 1√

i!
Ez

[
am,j,iσ

′
m(wt

m,j
⊤
z + ρwt

m,j
⊤
vc)Hei(w

t
m,j

⊤
z)
]
= Õ(1), where z ∼ N (0, Id) and

ρwt
m,j

⊤
vc = Õ(1).

Proof. Define Z := wt
m,j

⊤
z ∼ N (0, 1), since ∥wt

m,j∥ = 1. Also note that ρwt
m,j

⊤
vc = Õ(1), given ∥vc∥ = 1 and

ρ = Õ(1). By the Cauchy–Schwarz inequality, we have

EZ

[
am,jσ

′
m(Z + ρwt

m,j
⊤
vc + bm,j)Hei(Z)

]
≤
√

EZ [am,j
2σ′

m(Z + ρwt
m,j

⊤
vc + bm,j)

2
]
√
EZ [Hei(Z)2]

=
√
i!

√
EZ [am,j

2σ′
m(Z + ρwt

m,j
⊤
vc + bm,j)

2
].

We now provide casewise bounds according to the activation function σm.
If σm(·) is the ReLU function σm(·) = max (0, ·),√

EZ [am,j
2σ′

m(Z + ρwt
m,j

⊤
vc + bm,j)

2
] ≤ |am,j |.

If σm(·) is a degree-p polynomial σ′
m(·+ bm,j) =

∑p−1
q=0 Cq(·)q with p = O(1),

√
EZ

[
a2m,jσ

′
m(Z + ρwt

m,j
⊤vc + bm,j)2

]
= |am,j |

√√√√EZ

[( p−1∑
q=0

Cq(Z + ρwt
m,j

⊤vc)q
)2]

≤ |am,j |

√√√√p−1∑
q=0

p−1∑
r=0

|CqCr|EZ

[
(Z + ρwt

m,j
⊤vc)q+r

]
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≤ |am,j |

√√√√2(p−1)∑
u=0

CuEZ

[
(Z + ρwt

m,j
⊤vc)u

]

= |am,j |

√√√√2(p−1)∑
u=0

Cu

u∑
j=0

(
u

j

)
E[Zj ]|ρwt

m,j
⊤vc|u−j

= Õ(1)|am,j |

where the constants Cq , Cr, and Cu arise from the binomial expansion. Combining both cases, we obtain

α̃t
c,m,j,i =

1√
i!
EZ

[
am,jσ

′
m(Z + ρwt

m,j
⊤
vc + bm,j)Hei(Z)

]
= Õ(1)

as desired.

Remark C.11. For the sake of conciseness in the exposition of the proof, we omit the superscript t in α̃t
m,j,i,c. Based on

Lemma C.8, Lemma C.9, and Lemma C.10, the bounds in the subsequent lemmas are properly justified, regardless of the
variations in the coefficients α̃t

c,m,j,i.

To prove Lemma C.6, We introduce auxiliary sequences that provide the following bounds.

Lemma C.12. Consider the expert m ∈ Mc. Let w∗
c
⊤w∗

c′ ≤ A4d
− 1

2 = Õ(d−1/2) for all c ̸= c′, w∗
c
⊤w∗

g ≤ A4d
− 1

2 =

Õ(d−1/2) for all c, and ηt = ηe ≤ a4d
− k∗

2 . For all s = 0, 1, . . . , t, suppose that

• κs
c∗m,m,j∗m

≤ a2,

• |κs
c,m,j | ≤ κs

c∗m,m,j∗m
for all (c, j) ̸= (c∗m, j∗m),

• |κs
c,m,j | ≤ A2A3d

− 1
2 for all (c, j) ̸= (c∗m, j∗m),

• |κs
g,m,j | ≤ κs

c∗m,m,j∗m
for all j,

• |κs
g,m,j | ≤ A2A3d

− 1
2 for all j.

Then, by introducing auxiliary sequences (P s
I )

t+1
s=0 and (Qs

I )
t+1
s=0 characterized as follows:

P s+1
I = P s

I +
ηs

CM2
k∗α̃m,j∗m,k∗,c∗m

βc∗m,k∗(P s
I )

k∗−1 with P 0
I = (1− a2)κ

0
c∗m,m,j∗m

and

Qs+1
I = Qs

I + (1 + a2)
ηs

CM2
k∗ max

{
max
c′

∣∣α̃m,j,k∗,c′βc′,k∗
∣∣, ∣∣ ∑

c′∈[C]

sc′ α̃m,j,k∗,c′γk∗
∣∣}(Qs

I )
k∗−1

+A3
ηs

CM2
k∗α̃m,j,k∗,c∗m

βc∗m,k∗(κs+1
c∗m,m,j∗m

)
k∗−1

d−
1
2 with Q0

I = (1 + a2)max{max
c
|κs

c,m,j |, |κs
g,m,j |,

1

2
d−

1
2 },

κs
c∗m,m,j∗m

is lower bounded by P s
I for all s = 0, 1, . . . , t+ 1 with high probability. For all (c, j) ̸= (c∗m, j∗m), |κs

c,m,j | and
|κs

g,m,j | are upper bounded by Qs
I for all s = 0, 1, . . . , t+ 1 with high probability.

Proof. Suppose that κs
c∗m,m,j∗m

≤ a2, |κs
c,m,j | ≤ κs

c∗m,m,j∗m
for all c ̸= c∗m or j /∈ J ∗

m, and |κs
g,m,j | ≤ A2A3d

− 1
2 for all

j ∈ [J ] for all s = 0, 1, ..., t.

We first deduce the auxiliary sequence (P s
I )

t+1
s=0.

κs+1
c∗m,m,j∗m

≥ κs
c∗m,m,j∗m

+
ηs

CM2

∑
c∈[C]

p∗∑
i=k∗

[
iα̃m,j∗m,i,cβc,i(κ

s
c,m,j∗m

)
i−1

(w∗
c∗m

⊤w∗
c − κs

c∗m,m,j∗m
κs
c,m,j∗m

)
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+ iscα̃m,j∗m,i,cγi(κ
s
g,m,j∗m

)
i−1

(w∗
c∗m

⊤w∗
g − κs

c∗m,m,j∗m
κs
g,m,j∗m

)
]

−
κs
c∗m,m,j∗m

(ηs)
2
A1

2d

2
− ηs3A1

3d
3
2

2
− w∗

c∗m

⊤(Id − ws
m,j∗m

ws
m,j∗m

⊤)Ξs
ws

m,j

≥ κs
c∗m,m,j∗m

+
ηs

CM2
k∗α̃m,j∗m,k∗,c∗m

βc∗m,k∗(1− κs
c∗m,m,j∗m

2)(κs
c∗m,m,j∗m

)
k∗−1

− ηsp∗2

M2
max
c,i
|α̃m,j∗m,i,cβc,i|max

c ̸=c∗m
|κs

c,m,j∗m
|k

∗−1
max
c̸=c∗m

|w∗
c∗m

⊤w∗
c |

− ηsp∗2

M2
max
c,i
|α̃m,j∗m,i,cβc,i|max

c ̸=c∗m
|κs

c,m,j∗m
|k

∗
− ηsp∗2

M2
max

c
|sc|max

i,c
|α̃m,j∗m,i,cγi||κs

g,m,j∗m
|k

∗−1
max
c̸=c∗m

|w∗
c
⊤w∗

g |

− ηsp∗2

M2
max

c
|sc|max

i,c
|α̃m,j∗m,i,cγi||κs

g,m,j∗m
|k

∗
− κs

c∗m,m,j∗m
(ηs)

2
A1

2d+ ηsw∗
c∗m

⊤(Id − ws
m,j∗m

ws
m,j∗m

⊤)Ξs
wm,j

.

≥ κs
c∗m,m,j∗m

+
ηs

CM2
k∗α̃m,j∗m,k∗,c∗m

βc∗m,k∗(1− κs
c∗m,m,j∗m

2)(κs
c∗m,m,j∗m

)
k∗−1

− ηsp∗2

M2
max

{
max
c,i
|α̃m,j∗m,i,cβc,i|,max

c
|sc|max

i,c
|α̃m,j∗m,i,cγi|

}
(κs

c∗m,m,j∗m
)
k∗−1

· (max
c ̸=c∗m

|w∗
c∗m

⊤w∗
c |+ max

c̸=c∗m
|κs

c,m,j∗m
|+ max

c̸=c∗m
|w∗

c
⊤w∗

g |+ |κs
g,m,j∗m

|)

− κs
c∗m,m,j∗m

ηsaA1
2d−

k∗−2
2 + ηsw∗

c∗m

⊤(Id − ws
m,j∗m

ws
m,j∗m

⊤)Ξs
ws

m,j
.

We used conditions w∗
c
⊤w∗

c′ = Õ(d−
1
2 ) for all c ̸= c′ and w∗

g
⊤w∗

c = Õ(d−
1
2 ) for all c, (κt

c∗m,m,j∗m
)
2 ≤ a2

2 ≤
1
4a2, ηsp∗2

M2 max
{
maxc,i |α̃m,j∗m,i,cβc,i|,maxc |sc|maxi,c |α̃m,j∗m,i,cγi|

}
(κs

c∗m,m,j∗m
)
k∗−1

(maxc̸=c∗m
|w∗

c∗m

⊤w∗
c | +

maxc̸=c∗m
|κs

c,m,j∗m
| + maxc ̸=c∗m

|w∗
c
⊤w∗

g | + |κs
g,m,j∗m

|) ≤ a2η
s

4CM2 k
∗α̃m,j∗m,k∗,c∗m

βc∗m,k∗(κs
c∗m,m,j∗m

)
k∗−1, and

κs
c∗m,m,j∗m

ηsa4A1
2d−

k∗−2
2 ≤ a2η

s

4CM2 k
∗α̃m,j∗m,k∗,c∗m

βc∗m,k∗(κs
c∗m,m,j∗m

)
k∗−1

.

Hence,

κs+1
c∗m,m,j∗m

≥ κs
c∗m,m,j∗m

+ (1− 3

4
a2)

ηs

CM2
k∗α̃m,j∗m,k∗,cβc∗m,k∗

(
κs
c∗m,m,j∗m

)k∗−1

+ ηsw∗
c∗m

⊤(Id − ws
m,j∗m

ws
m,j∗m

⊤)Ξs
wm,j

≥ κ0
c∗m,m,j∗m

+

s∑
s′=0

[
(1− 3

4
a2)

ηs
′

CM2
k∗α̃m,j∗m,k∗,cβc∗m,k∗

(
κs′

c∗m,m,j∗m

)k∗−1

+ ηs
′
w∗

c∗m

⊤(Id − ws′

m,j∗m
ws′

m,j∗m

⊤
)Ξs′

wm,j

]
.

We bound the noise term. Note that Ξs
wm,j

has a sub-Weibull tail.

If s ≤ A2(κ
0
c∗m,m,j∗m

)2−2k∗
,

s∑
s′=0

ηs
′
w∗

c∗m

⊤(Id − ws′

m,j∗m
ws′

m,j∗m

⊤
)Ξs′

ws′
m,j
≤ ηeA1

√
s ≤ a4A1κ

0
c∗m,m,j∗m

≤ a2κ
0
c∗m,m,j∗m

with high probability.

If s > A2(κ
0
c∗m,m,j∗m

)2−2k∗
,

s∑
s′=0

ηs
′
w∗

c∗m

⊤(Id − ws′

m,j∗m
ws′

m,j∗m

⊤
)Ξs′

wm,j ≤ ηsA1s
− 1

2 s ≤ ηesA1A
− 1

2
2 (κs′

c∗m,m,j∗m
)
k∗−1

≤
s∑

s′=0

a2ηe
4CM2

k∗α̃m,j∗m,k∗,c∗m
βc∗m,k∗(κs′

c∗m,m,j∗m
)
k∗−1
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with high probability.

Therefore, for all s = 0, 1, . . . , t, κs
c∗m,m,j∗m

can be lower bounded as

κs+1
c∗m,m,j∗m

≥ (1− a2)κ
s
c∗m,m,j∗m

+

s∑
s′=0

(1− a2)η
s′

CM2
k∗α̃m,j∗m,k∗,c∗m

βc∗m,k∗(κs′

c∗m,m,j∗m
)
k∗−1

.

With the aid of an auxiliary sequence (P s
I )

t+1
s=0, where P 0

I = (1− a2)κ
0
c∗m,m,j∗m

, and

P s+1
I = P s

I +
ηs

CM2
k∗α̃m,j∗m,k∗,c∗m

βc∗m,k∗(P s
I )

k∗−1
,

κs
c∗m,m,j∗m

is lower bounded by P s
I for all s = 0, 1, . . . , t+ 1.

Next, we deduce the auxiliary sequence (Qs
I )

t+1
s=0.

For the upper bound of maxc̸=c∗m or j /∈J ∗
m
|κs+1

c,m,j |, we have |κs+1
c,m,j − κs

c,m,j | ≤ A1ηe with high probability. Thus, the sign
of κs+1

c,m,j is the same as that of κs
c,m,j , or |κs+1

c,m,j | ≤ A1ηe. Similarly, the sign of κs+1
g,m,j is the same as that of κs

g,m,j , or
|κs+1

g,m,j | ≤ A1ηe.

Fix m ∈ [M ].

We show that the following bounds hold for all s = 0, 1, . . . , t+ 1.

• maxc ̸=c∗m
|κs

c,m,j | is upper bounded by Qs
I,c for all j ∈ J ∗

m,

where the sequence
(
Qs

I,c

)t+1

s=0
is defined recursively as follows:

Q0
I,c = (1 + a2)max{|κs

c,m,j |,
1

2
d−

1
2 },

and for s ≥ 0,

Qs+1
I,c = Qs

I,c + (1 + a2)
ηs

CM2
k∗ max

c′
|α̃m,j,k∗,c′βc′,k∗ |(Qs

I,c)
k∗−1

+A3
ηs

CM2
k∗α̃m,j,k∗,c∗m

βc∗m,k∗(κs
c∗m,m,j∗m

)
k∗−1

d−
1
2 ,

with high probability.

• |κs
g,m,j | is upper bounded by Qs

I,g for all j ∈ J ∗
m,

where the sequence
(
Qs

I,g

)t+1

s=0
is defined recursively as follows:

Q0
I,g = (1 + a2)max{|κs

g,m,j |,
1

2
d−

1
2 },

and for s ≥ 0,

Qs+1
I,g = Qs

I,g + (1 + a2)
ηs

CM2
k∗|

∑
c′∈[C]

sc′ α̃m,j,k∗,c′γk∗ |(Qs
I,g)

k∗−1
+A3

ηs

CM2
k∗α̃m,j,k∗,c∗m

βc∗m,k∗(κs
c∗m,m,j∗m

)
k∗−1

d−
1
2 ,

with high probability.

• maxc∈[C]|κs
c,m,j | is upper bounded by Rs

I,c for all j /∈ J ∗
m,

where the sequence
(
Rs

I,c

)t+1

s=0
is defined recursively as follows:

R0
I,c = (1 + a2)max{max

c ̸=c∗m
|κs

c,m,j |,
1

2
d−

1
2 },

35



Mixture of Experts Provably Detect and Learn the Latent Cluster Structure in Gradient-Based Learning

and for s ≥ 0,

Rs+1
I,c = Rs

I,c + (1 + a2)
ηs

CM2
k∗ max

c′
|α̃m,j,k∗,c′βc′,k∗ |(Rs

I,c)
k∗−1

,

with high probability.

• |κs
g,m,j | is upper bounded by Rs

I,g for all j /∈ J ∗
m,

where the sequence
(
Rs

I,g

)t+1

s=0
is defined recursively as follows:

R0
I,g = (1 + a2)max{|κs

g,m,j |,
1

2
d−

1
2 },

and for s ≥ 0,

Rs+1
I,g = Rs

I,g + (1 + a2)
ηs

CM2
k∗|

∑
c′∈[C]

sc′ α̃m,j,k∗,c′γk∗ |(Rs
I,g)

k∗−1
,

with high probability.

Furthermore, for all s = 0, 1, . . . , t+ 1, Qs
I,c, Qs

I,g , Rs
I,c, and Rs

I,g are upper bounded by Qs
I .

We sequentially present each bound.

For c ̸= c∗m and j ∈ J ∗
m,

|κs+1
c,m,j | ≤ max

{
A1ηe,

∣∣∣κs
c,m,j +

ηs

CM2

∑
c∈[C]

p∗∑
i=k∗

(
iα̃m,j,i,c′βc′,i(κ

s
c′,m,j)

i−1
(
w∗

c
⊤w∗

c′ − κs
c,m,jκ

s
c′,m,j

)

+ iα̃m,j,i,c′sc′γi(κ
s
g,m,j)

i−1
(
w∗

c
⊤w∗

g − κs
c,m,jκ

s
g,m,j

))
+
|κs

c,m,j |ηs2A1
2d

2
+

ηs3A1
3d

3
2

2

+ w∗
c
⊤(Id − ws

m,jw
s
m,j

⊤)Ξs
wm,j

∣∣∣}
≤ max

{
A1ηe,

∣∣∣κs
c,m,j +

ηs

CM2

(
|

p∗∑
i=k∗

iα̃m,j,i,c∗m
βc∗m,i(κ

s
c∗m,m,j)

i−1
(w∗

c
⊤w∗

c∗m
)|

+ |
p∗∑

i=k∗

iα̃m,j,i,cβc,i(κ
s
c,m,j)

i−1
(1− (κs

c,m,j)
2
)|

+ |
∑

c′ ̸=c,c∗m

p∗∑
i=k∗

iα̃m,j,i,c′βc′,i(κ
s
c′,m,j)

i−1
(w∗

c
⊤w∗

c′ − κs
c,m,jκ

s
c′,m,j)|

+ |
∑

c′∈[C]

p∗∑
i=k∗

isc′ α̃m,j,i,c′γi(κ
s
g,m,j)

i−1
(w∗

c
⊤w∗

g)|+ |
∑

c′∈[C]

p∗∑
i=k∗

isc′ α̃m,j,i,c′γi(κ
s
g,m,j)

i|
)

+
|κs

c,m,j |(ηs)
2
A1

2d

2
+

(ηs)
3
A1

3d
3
2

2
+ w∗

c
⊤(Id − ws

m,jw
s
m,j

⊤)Ξs
wm,j

∣∣∣}
≤ max

{
A1ηe,

∣∣∣κs
c,m,j +

ηs

CM2

(
p∗2 max

i
|α̃m,j,i,c∗mβc∗m,i|(κs

c∗m,m,j)
k∗−1

(w∗
c
⊤w∗

c∗m
)

+ k∗ max
i
|α̃m,j,k∗,cβc,k∗ ||κs

c,m,j |
k∗−1

+ p∗2 max
c′,i
|α̃m,j,i,c′βc′,i||κs

c,m,j |
k∗

+ Cp∗2 max
c′,i
|α̃m,j,i,c′βc′,i| max

c′ ̸=c,c∗m
|κs

c,m,j |k
∗
(max
c′ ̸=c
|w∗

c
⊤w∗

c′ |+ max
c′ ̸=c,c∗m

|κs
c′,m,j |)

+ Cp∗2 max
c′,i
|sc′ α̃m,j,i,c′γi||κs

g,m,j |
k∗−1

(|w∗
c
⊤w∗

g |+ |κs
g,m,j |)

)
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+
|κs

c,m,j |(ηs)
2
A1

2d

2
+

(ηs)
3
A1

3d
3
2

2
+ ηsw∗

c
⊤(Id − ws

m,jw
s
m,j

⊤)Ξs
ws

m,j

∣∣∣}
≤ max

{
A1ηe,

∣∣∣κs
c,m,j + (1 +

1

3
a2)

ηs

CM2
k∗ max

c′
|α̃m,j,k∗,c′βc′,k∗ ||κs

c,m,j |
k∗−1

+A3
ηs

CM2
k∗α̃m,j,k∗,c∗m

βc∗m,k∗(κs
c∗m,m,j∗m

)
k∗−1

d−
1
2 +
|κs

c,m,j |(η
s
)
2
A1

2d

2
+

(ηs)
3
A1

3d
3
2

2

+ ηsw∗
c
⊤(Id − ws

m,jw
s
m,j

⊤)Ξs
wm,j

∣∣∣}
≤ max

{
A1ηe,max

c̸=c∗m
|κ0

c,m,j |

+ (1 +
2

3
a2)

s∑
s′=0

ηs
′

CM2
k∗ max

c′
|α̃m,j,k∗,c′βc′,k∗ |max

{
max
c ̸=c∗m

|κs′

c,m,j |
k∗−1

, (
1

2
d−

1
2 )k

∗−1
}

+A3

s∑
s′=0

ηs
′

CM2
k∗α̃m,j,k∗,c∗m

βc∗m,k∗(κs′

c∗m,m,j∗m
)
k∗−1

d−
1
2 + max

c̸=c∗m

∣∣∣ s∑
s′=0

ηs
′
w∗

c
⊤(Id − ws′

m,jw
s′

m,j

⊤
)Ξs′

wm,j

∣∣∣}.
Since, w∗

c
⊤w∗

c′ = Õ(d−
1
2 ) for all c ̸= c′, w∗

g
⊤w∗

c = Õ(d−
1
2 ) for all c, κs

c,m,j = Õ(d−
1
2 ) for all (c, j) ̸= (c∗m, j∗m) and

κs
g,m,j = Õ(d−

1
2 ) for all j ∈ [J ], the term k∗ maxi|α̃m,j,k∗,cβc,k∗ ||κs

c,m,j |
k∗−1 subsumes the remaining terms within the

expression ηs

CM2 (·) with wight 1
3a2 in the fourth inequality.

|κs
c,m,j |(η

s)2A1
2d

2 + (ηs)3A1
3d

3
2

2 are subsumed with weight 1
3a2

by ηs ≤ a4d
− k∗

2 and |κs
c,m,j | ≤ A2A3d

− 1
2 in the fifth inequality.

For the noise term, if s ≤ A2d
k∗−1,

max
c ̸=c∗m

|
s∑

s′=0

ηs
′
w∗

c
⊤(Id − ws′

m,jw
s′

m,j

⊤
)Ξs′

wm,j

∣∣∣ ≤ ηeA1

√
s ≤ 1

2
a2d

− 1
2

with high probability.

If s > A2d
k∗−1,

max
c̸=c∗m

|
s∑

s′=0

ηs
′
w∗

c
⊤(Id − ws′

m,jw
s′

m,j

⊤
)Ξs′

wm,j

∣∣∣ ≤ ηeA1

√
s ≤ a2ηes

3CM2
k∗ max

c′
|α̃m,j,k∗,c′βc′,k∗ |(1

2
d−

1
2 )

k∗−1

with high probability.

Thus,

max
c ̸=c∗m

|κs
c,m,j | ≤ (1 + a2)max

{
max
c̸=c∗m

|κ0
c,m,j |,

1

2
d−

1
2

}
+ (1 + a2)

s∑
s′=0

ηs
′

CM2
k∗ max

c′
|α̃m,j,k∗,c′βc′,k∗ |max

{
max
c̸=c∗m

|κs′

c,m,j |, Qs′

I,c

}k∗−1

+A3

s∑
s′=0

ηs
′

CM2
k∗α̃m,j,k∗,c∗m

βc∗m,k∗(κs′

c∗m,m,j∗m
)
k∗−1

d−
1
2 .

In contrast, the following inequality holds for Qs
I,c:

Qs+1
I,c ≤ (1 + a2)max{max

c̸=c∗m
|κs

c,m,j |,
1

2
d−

1
2 }+ (1 + a2)

s∑
s′=0

ηs
′

CM2
k∗ max

c′
|α̃m,j,k∗,c′βc′,k∗ |(Qs′

I,c)
k∗−1

+A3

s∑
s′=0

ηs
′

CM2
k∗α̃m,j,k∗,c∗mβc∗m,k∗(κs′

c∗m,m,j∗m
)
k∗−1

d−
1
2 .

Therefore, by induction, we establish that maxc ̸=c∗m |κ
s
c,m,j | is upper bounded by Qs

I,c for all j ∈ J ∗
m and s = 0, 1, . . . , t+1

with high probability.
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We apply a similar procedure for g and j ∈ J ∗
m.

|κs+1
g,m,j | ≤ max

{
A1ηe,

∣∣∣κs
g,m,j +

ηs

CM2

∑
c′∈[C]

p∗∑
i=k∗

[
iα̃m,j,i,c′βc′,i(κ

s
c′,m,j)

i−1
(w∗

g
⊤w∗

c′ − κs
g,m,jκ

s
c′,m,j)

+ iα̃m,j,i,c′sc′γi(κ
s
g,m,j)

i−1
(1− (κs

g,m,j)
2
)
]
+
|κs

g,m,j |(ηs)
2
A1

2d

2
+

(ηs)
3
A1

3d
3
2

2

+ w∗
g
⊤(Id − ws

m,jw
s
m,j

⊤)Ξs
wm,j

∣∣∣}
≤ max

{
A1ηe,

∣∣∣κs
g,m,j +

ηs

CM2

(
|

p∗∑
i=k∗

iα̃m,j,i,c∗m
βc∗m,i(κ

s
c∗m,m,j)

i−1
(w∗

g
⊤w∗

c∗m
− κt

g,m,jκ
t
c∗m,m,j)|

+ |
∑

c′ ̸=c∗m

p∗∑
i=k∗

iα̃m,j,i,c′βc′,i(κ
s
c′,m,j)

i−1
(w∗

g
⊤w∗

c′ − κs
g,m,jκ

s
c′,m,j)|

+ |
∑

c′∈[C]

p∗∑
i=k∗

isc′ α̃m,j,i,c′γi(κ
s
g,m,j)

i−1
(1− (κs

g,m,j)
2
)|
)

+
|κs

g,m,j |(ηs)
2
A1

2d

2
+

(ηs)
3
A1

3d
3
2

2
+ w∗

g
⊤(Id − ws

m,jw
s
m,j

⊤)Ξs
wm,j

∣∣∣}
≤ max

{
A1ηe,

∣∣∣κs
g,m,j +

ηs

CM2

(
k∗α̃m,j,k∗,c∗m

βc∗m,k∗(κs
c∗m,m,j)

k∗−1
(|w∗

g
⊤w∗

c∗m
|+ |κs

g,m,j |)

+ p∗2 max
i
|α̃m,j,i,c∗m

βc∗m,i|(κt
c∗m,m,j)

k∗

(|w∗
g
⊤w∗

c∗m
|+ |κs

g,m,j |)

+ Cp∗2 max
c ̸=c∗m,i

|α̃m,j,i,c′βc′,i| max
c′ ̸=c∗m

|κs
c′,m,j |

k∗−1
(max
c ̸=c∗m

|w∗
g
⊤w∗

c′ |+ max
c′ ̸=c∗m

|κt
c′,m,j |)

+ k∗|
∑

c′∈[C]

sc′ α̃m,j,k∗,c′γk∗ ||κt
g,m,j |

k∗−1
+ Cp∗2 max

c′,i
|sc′ α̃m,j,i,c′γi||κs

g,m,j |
k∗)

+
|κs

g,m,j |(ηs)
2
A1

2d

2
+

(ηs)
3
A1

3d
3
2

2
+ ηsw∗

g
⊤(Id − ws

m,jw
s
m,j

⊤)Ξs
wm,j

∣∣∣}
≤ max

{
A1ηe, |κ0

g,m,j |+ (1 +
2

3
a2)

s∑
s′=0

ηs
′

CM2
k∗|

∑
c′∈[C]

sc′ α̃m,j,k∗,c′γk∗ |max
{
|κs′

g,m,j |
k∗−1

, (
1

2
d−

1
2 )k

∗−1
}

+A3

s∑
s′=0

ηs

CM2
k∗α̃m,j,k∗,c∗mβc∗m,k∗(κs

c∗m,m,j∗m
)
k∗−1

d−
1
2 +

∣∣∣ s∑
s′=0

ηsw∗
g
⊤(Id − ws

m,jw
s
m,j

⊤)Ξs
wm,j

∣∣∣}.
Since, w∗

c
⊤w∗

c′ = Õ(d−
1
2 ) for all c ̸= c′, w∗

g
⊤w∗

c = Õ(d−
1
2 ) for all c, κs

c,m,j = Õ(d−
1
2 ) for all (c, j) ̸= (c∗m, j∗m) and

κs
g,m,j = Õ(d−

1
2 ) for all j ∈ [J ], the term k∗ maxi|

∑
c′∈[C] sc′ α̃m,j,k∗,c′γk∗ ||κs

g,m,j |
k∗−1 subsumes the remaining terms

within the expression ηs

CM2 (·) with weight 1
3a2 in the fourth inequality.

|κs
g,m,j |(η

s)2A1
2d

2 + (ηs)3A1
3d

3
2

2 are also subsumed

with weight 1
3a2 by ηs ≤ a4d

− k∗
2 and |κs

c,m,j | ≤ A2A3d
− 1

2 in the fourth inequality.

By providing an upper bound for the noise term in the same way,

∣∣∣ s∑
s′=0

ηsw∗
g
⊤(Id − ws

m,jw
s
m,j

⊤)Ξs
wm,j

∣∣∣ ≤ { 1
2a2d

− 1
2 , if s ≤ A2d

k∗−1,
a2ηes
3CM2 k

∗|
∑

c′∈[C] sc′ α̃m,j,k∗,c′γk∗ |( 12d
− 1

2 )
k∗−1

, if s > A2d
k∗−1

with high probability.

Thus,

|κs
g,m,j | ≤ (1 + a2)max

{
|κ0

g,m,j |,
1

2
d−

1
2

}
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+ (1 + a2)

s∑
s′=0

ηs
′

CM2
k∗|

∑
c′∈[C]

sc′ α̃m,j,k∗,c′γk∗ |max
{
|κs′

g,m,j |, Qs′

I,g

}k∗−1

+A3

s∑
s′=0

ηs
′

CM2
k∗α̃m,j,k∗,c∗m

βc∗m,k∗(κs′

c∗m,m,j∗m
)
k∗−1

d−
1
2 .

In contrast, the following inequality holds for Qs
I,g:

Qs+1
I,g ≤ (1 + a2)max{max

c ̸=c∗m
|κs

g,m,j |,
1

2
d−

1
2 }+ (1 + a2)

s∑
s′=0

ηs
′

CM2
k∗|

∑
c′∈[C]

sc′ α̃m,j,k∗,c′γk∗ |(Qs′

I,g)
k∗−1

+A3

s∑
s′=0

ηs
′

CM2
k∗α̃m,j,k∗,c∗m

βc∗m,k∗(κs′

c∗m,m,j∗m
)
k∗−1

d−
1
2 .

Therefore, by induction, we establish that |κs
g,m,j | is upper bounded by Qs

I,g for all j ∈ J ∗
m and s = 0, 1, . . . , t+ 1 with

high probability.

We also consider a similar argument for j /∈ J ∗
m.

|κs+1
c,m,j | ≤ max

{
A1ηe,

∣∣∣κs
c,m,j +

ηs

CM2

∑
c∈[C]

p∗∑
i=k∗

[
iα̃m,j,i,c′βc′,i(κ

s
c′,m,j)

i−1
(w∗

c
⊤w∗

c′ − κs
c,m,jκ

s
c′,m,j)

+ iα̃m,j,i,c′sc′γi(κ
s
g,m,j)

i−1
(w∗

c
⊤w∗

g − κs
c,m,jκ

s
g,m,j)

]
+
|κs

c,m,j |(ηs)
2
A1

2d

2
+

(ηs)
3
A1

3d
3
2

2

+ ηsw∗
c
⊤(Id − ws

m,jw
s
m,j

⊤)Ξs
wm,j

∣∣∣}
≤ max

{
A1ηe,

∣∣∣κs
c,m,j +

ηs

CM2

(
|

p∗∑
i=k∗

iα̃m,j,i,cβc,i(κ
s
c,m,j)

i−1
(1− (κs

c,m,j)
2
)|

+ |
∑
c′ ̸=c

p∗∑
i=k∗

iα̃m,j,i,c′βc′,i(κ
s
c′,m,j)

i−1
(w∗

c
⊤w∗

c′ − κs
c,m,jκ

s
c′,m,j)|

+ |
∑

c′∈[C]

p∗∑
i=k∗

isc′ α̃m,j,i,c′γi(κ
s
g,m,j)

i−1
(w∗

c
⊤w∗

g) +
∑

c′∈[C]

p∗∑
i=k∗

isc′ α̃m,j,i,c′γi(κ
s
g,m,j)

i
∣∣∣)

+
|κs

c,m,j |(ηs)
2
A1

2d

2
+

(ηs)
3
A1

3d
3
2

2
+ w∗

c
⊤(Id − ws

m,jw
s
m,j

⊤)Ξs
wm,j

∣∣∣}
≤ max

{
A1ηe,

∣∣∣κs
c,m,j +

ηs

CM2

(
k∗|α̃m,j,k∗,cβc,k∗ ||κs

c,m,j |
k∗−1

+ p∗2 max
i
|α̃m,j,i,cβc,i||κs

c,m,j |
k∗

+ Cp∗2 max
c′ ̸=c,i

|α̃m,j,i,c′βc′,i|max
c′ ̸=c
|κs

c′,m,j |
k∗−1

(max
c′ ̸=c
|w∗

c
⊤w∗

c′ |+ |κs
c,m,j |)

+ Cp∗2 max
c′ ̸=c,i

|α̃m,j,i,c′βc′,i||κs
g,m,j |

k∗−1
(|w∗

c
⊤w∗

g |+ |κs
g,m,j |)

)
+
|κs

c,m,j |(ηs)
2
A1

2d

2
+

(ηs)
3
A1

3d
3
2

2
+ ηsw∗

c
⊤(Id − ws

m,jw
s
m,j

⊤)Ξs
wm,j

∣∣∣}
≤ max

{
A1ηe,max

c̸=c∗m
|κ0

c,m,j |+ (1 +
2

3
a2)

s∑
s′=0

ηs
′

CM2
k∗ max

c′
|α̃m,j,k∗,c′βc′,k∗ |

·max
{
max
c ̸=c∗m

|κs′

c,m,j |
k∗−1

, (
1

2
d−

1
2 )k

∗−1
}
+ max

c ̸=c∗m

∣∣∣ s∑
s′=0

ηs
′
w∗

c
⊤(Id − ws

m,jw
s
m,j

⊤)Ξs
wm,j

∣∣∣}.
Since, w∗

c
⊤w∗

c′ = Õ(d−
1
2 ) for all c ̸= c′, w∗

g
⊤w∗

c = Õ(d−
1
2 ) for all c, κs

c,m,j = Õ(d−
1
2 ) for all (c, j) ̸= (c∗m, j∗m) and

κs
g,m,j = Õ(d−

1
2 ) for all j ∈ [J ], the term k∗ maxi|α̃m,j,k∗,cβc,k∗ ||κs

c,m,j |
k∗−1 subsumes the remaining terms within the
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expression ηs

CM2 (·) with wight 1
3a2 in the fourth inequality.

|κs
c,m,j |(η

s)2A1
2d

2 + (ηs)3A1
3d

3
2

2 are also subsumed with weight
1
3a2 by ηs ≤ a4d

− k∗
2 and |κs

c,m,j | ≤ A2A3d
− 1

2 in the fourth inequality.

By upper bounding the noise term in the same way, we have

∣∣∣ s∑
s′=0

ηsw∗
c
⊤(Id − ws

m,jw
s
m,j

⊤)Ξs
wm,j

∣∣∣ ≤ { 1
2a2d

− 1
2 , if s ≤ A2d

k∗−1,
a2ηes
3CM2 k

∗ maxc′ |α̃m,j,k∗,c′βc′,k∗ |( 12d
− 1

2 )
k∗−1

, if s > A2d
k∗−1

with high probability.

Thus,

max
c∈[C]

|κs
c,m,j | ≤ (1 + a2)max{max

c̸=c∗m
|κ0

c,m,j |,
1

2
d−

1
2 }

+ (1 + a2)

s∑
s′=0

ηs
′

CM2
k∗ max

c′
|α̃m,j,k∗,c′βc′,k∗ |max

{
max
c ̸=c∗m

|κs′

c,m,j |, Rs′

I,c

}k∗−1

.

In contrast, the following inequality holds for Rs
I,c:

Rs+1
I,c ≤ (1 + a2)max{max

c ̸=c∗m
|κs

c,m,j |,
1

2
d−

1
2 }+ (1 + a2)

s∑
s′=0

ηs
′

CM2
k∗ max

c′
|α̃m,j,k∗,c′βc′,k∗ |(Rs′

I,c)
k∗−1

.

Therefore, by induction, we establish that |κs
c,m,j | is upper bounded by Rs

I,c for all j /∈ J ∗
m and s = 0, 1, . . . , t + 1 with

high probability.

|κs+1
g,m,j | ≤ max

{
A1ηe,

∣∣∣κs
g,m,j +

ηs

CM2

∑
c′∈[C]

p∗∑
i=k∗

(
iα̃m,j,i,c′βc′,i(κ

s
c′,m,j)

i−1
(w∗

g
⊤w∗

c′ − κs
g,m,jκ

s
c′,m,j)

+ iα̃m,j,i,c′sc′γi(κ
s
g,m,j)

i−1
(1− (κs

g,m,j)
2
)
)
+
|κs

g,m,j |(ηs)
2
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2d

2
+

(ηs)
3
A1

3d
3
2

2

+ w∗
g
⊤(Id − ws

m,jw
s
m,j

⊤)Ξs
wm,j

∣∣∣}
≤ max

{
A1ηe,

∣∣∣κs
g,m,j +

ηs

CM2

(
|
∑
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p∗∑
i=k∗
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s
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+ |
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2
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)

+
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2
+

(ηs)
3
A1

3d
3
2

2
+ ηsw∗

c
⊤(Id − ws

m,jw
s
m,j

⊤)Ξs
wm,j
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≤ max

{
A1ηe,

∣∣∣κs
g,m,j +

ηs

CM2
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|κs

c′,m,j |
k∗−1
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c′
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g
⊤w∗

c′ |+ |κs
g,m,j |)

+ k∗|
∑

c′∈[C]

sc′ α̃m,j,k∗,c′γk∗ ||κs
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k∗−1
+ Cp∗2 max

c′,i
|sc′ α̃m,j,i,c′γi||κs

g,m,j |
k∗)

+
|κs

g,m,j |(ηs)
2
A1

2d

2
+

(ηs)
3
A1

3d
3
2

2
+ ηsw∗

g
⊤(Id − ws

m,jw
s
m,j

⊤)Ξs
wm,j

∣∣∣}
≤ max

{
A1ηe,max

c̸=c∗m
|κ0

c,m,j |+ (1 +
2

3
a2)

s∑
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ηs
′

CM2
k∗|

∑
c′∈[C]

sc′ α̃m,j,k∗,c′γk∗ |max
{
|κs′

g,m,j |
k∗−1

, (
1

2
d−

1
2 )k

∗−1
}

+ max
c̸=c∗m
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ηs
′
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g
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m,jw
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Since, w∗
c
⊤w∗

c′ = Õ(d−
1
2 ) for all c ̸= c′, w∗

g
⊤w∗

c = Õ(d−
1
2 ) for all c, κs

c,m,j = Õ(d−
1
2 ) for all (c, j) ̸= (c∗m, j∗m) and

κs
g,m,j = Õ(d−

1
2 ) for all j ∈ [J ], the term k∗ maxi|

∑
c′∈[C] sc′ α̃m,j,k∗,c′γk∗ ||κs

g,m,j |
k∗−1 subsumes the remaining terms

within the expression ηs

CM2 (·) with wight 1
3a2 in the fourth inequality.

|κs
g,m,j |(η

s)2A1
2d

2 + (ηs)3A1
3d

3
2

2 are also subsumed

with weight 1
3a2 by ηs ≤ a4d

− k∗
2 and |κs

c,m,j | ≤ A2A3d
− 1

2 in the fourth inequality.

By upper bounding the noise term in the same way, we have∣∣∣ s∑
s′=0

ηs
′
w∗

g
⊤(Id − ws′

m,jw
s′

m,j

⊤
)Ξs′

wm,j

∣∣∣ ≤ { 1
2a2d

− 1
2 , if s ≤ A2d

k∗−1,
a2ηes
3CM2 k

∗|
∑

c′∈[C] sc′ α̃m,j,k∗,c′γk∗ |( 12d
− 1

2 )
k∗−1

, if s > A2d
k∗−1

with high probability.

Thus,

|κs
g,m,j | ≤ (1 + a2)max

{
|κ0

g,m,j |,
1

2
d−

1
2

}
+ (1 + a2)

s∑
s′=0

ηs
′

CM2
k∗|

∑
c′∈[C]

sc′ α̃m,j,k∗,c′γk∗ |max
{
|κs′

g,m,j |, Rs′

I,g

}k∗−1

In contrast, the following inequality holds for Rs
I,c:

Rs+1
I,g ≤ (1 + a2)max{max

c̸=c∗m
|κs

g,m,j |,
1

2
d−

1
2 }+ (1 + a2)

s∑
s′=0

ηs
′

CM2
k∗|

∑
c′∈[C]

sc′ α̃m,j,k∗,c′γk∗ |(Rs′

I,g)
k∗−1

.

Therefore, by induction, we establish that |κs
g,m,j | is upper bounded by Rs

I,g for all j /∈ J ∗
m and s = 0, 1, . . . , t+ 1 with

high probability. Finally, we consolidate the auxiliary sequences Qs
I,c, Qs

I,g , Rs
I,c, and Rs

I,g into a unified auxiliary sequence
Qs

I , which serves as an upper bound for |κs+1
c,m,j | and |κs+1

g,m,j | for all (c, j) ̸= (c∗m, j∗m), where m ∈Mc.

Clearly due to A3

∑s
s′=0

ηs′

CM2 k
∗α̃m,j,k∗,c∗m

βc∗m,k∗(κs′

c∗m,m,j∗m
)
k∗−1

d−
1
2 > 0, the upper bound provided by Rs

I,c is subsumed
by the upper bound provided by Qs

I,c and the upper bound provided by Rs
I,g is subsumed by the upper bound provided by

Qs
I,g. Consequently, for all (c, j) ̸= (c∗m, j∗m), κs

c,m,j and κs
g,m,j is upper bounded by Qs

I for all s = 0, 1, . . . , t + 1 with
high probability.(
Qs

I,g

)t+1

s=0
is expressed as

Qs+1
I = Qs

I + (1 + a2)
ηs

CM2
k∗ max{max

c′
|α̃m,j,k∗,c′βc′,k∗ |, |

∑
c′∈[C]

sc′ α̃m,j,k∗,c′γk∗ |}(Qs
I )

k∗−1

+A3
ηs

CM2
k∗α̃m,j,k∗,c∗m

βc∗m,k∗(κs+1
c∗m,m,j∗m

)
k∗−1

d−
1
2

with Q0
I,g = (1 + a2)max{maxc |κs

c,m,j |, |κs
g,m,j |, 1

2d
− 1

2 }.

Based on Lemma C.12, we prove that |κs
c,m,j | for c ̸= c∗m or j /∈ J ∗

m, and |κs
g,m,j | remains upper bounded throughout the

trajectory by induction.

Lemma C.13. Consider the expert m ∈ Mc. Let w∗
c
⊤w∗

c′ ≤ A4d
− 1

2 = Õ(d−1/2) for all c ̸= c′, w∗
c
⊤w∗

g ≤ A4d
− 1

2 =

Õ(d−1/2) for all c, and ηs = ηe ≤ a4d
− k∗

2 . For all s = 0, 1, . . . , t, suppose that

• κs
c∗m,m,j∗m

≤ a2,

• max{|κs
c,m,j |, |κs

g,m,j |} ≤ κs
c∗m,m,j∗m

for all (c, j) ̸= (c∗m, j∗m),

• max{|κs
c,m,j |, |κs

g,m,j |} ≤ 4A3d
− 1

2 for all (c, j) ̸= (c∗m, j∗m).
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Then, if we have κt+1
c∗m,m,j∗m

≤ a2,

• max{|κt+1
c,m,j |, |κ

t+1
g,m,j |} ≤ κs

c∗m,m,j∗m
, for all (c, j) ̸= (c∗m, j∗m),

• max{|κt+1
c,m,j |, |κ

t+1
g,m,j |} ≤ 4A3d

− 1
2 , for all (c, j) ̸= (c∗m, j∗m),

hold with high probability.

Proof. To begin, consider the the case when

(1 + a2)
ηs

CM2
k∗ max{max

c′
|α̃m,j,k∗,c′βc′,k∗ |, |

∑
c′∈[C]

sc′ α̃m,j,k∗,c′γk∗ |}(Qs
I )

k∗−1

> A3
ηs

CM2
k∗α̃m,j,k∗,c∗m

βc∗m,k∗(P s
I )

k∗−1
d−

1
2

holds for all s = 0, 1, . . . , t.

Due to Lemma C.12,

Qs+1
I ≤ Qs

I + (1 + 2a2)
ηs

CM2
k∗ max{max

c′
|α̃m,j,k∗,c′βc′,k∗ |, |

∑
c′∈[C]

sc′ α̃m,j,k∗,c′γk∗ |}(Qs
I )

k∗−1

holds for all s = 0, 1, . . . , t.

By applying Lemma A.4 to Qs
I ,

Qs
I ≤

Q0
I

(1− ηek∗(k∗ − 2)(1 + 3a2)max{maxc′ |α̃m,j,k∗,c′βc′,k∗ |, |
∑

c′∈[C] sc′ α̃m,j,k∗,c′γk∗ |}C−1M−2(Q0
I )

k∗−2
s)

1
k∗−2

holds for all s = 0, 1, . . . , t,

where we used
(
1 + (1 + 2a2)

ηs

CM2 k
∗ max{maxc′ |α̃m,j,k∗,c′βc′,k∗ |, |

∑
c′∈[C] sc′ α̃m,j,k∗,c′γk∗ |}

)k∗−1 − 1 ≤ a2

1+2a2
.

By applying Lemma A.4 to P s
I ,

P s
I ≥

P 0
I

(1− ηek∗(k∗ − 2)(1− a2), α̃m,j,k∗,c∗m
βc∗m,k∗C−1M−2(P 0

I )
k∗−2

s)
− 1

k∗−2

holds for all s = 0, 1, . . . , t.

From Corollary C.3, Lemma C.8, and Lemma C.9, it hold that Q0
I < P 0

I and (1 +
3a2)max{maxc′ |α̃m,j,k∗,c′βc′,k∗ |, |

∑
c′∈[C] sc′ α̃m,j,k∗,c′γk∗ |}

(max{maxc |κs
c,m,j |, |κs

g,m,j |, 1
2d

− 1
2 })

k∗−2
≤ (1− a2)α̃m,j,k∗,c∗m

βc∗m,k∗(κs
c∗m,m,j∗m

)
k∗−2, which establish that Qs

I < P s
I .

Thus, Qt+1
I ≤ P t+1

I , which indicates that max{maxc |κt+1
c,m,j |, |κ

t+1
g,m,j |} ≤ κt+1

c∗m,m,j∗m
for all (c, j) ̸= (c∗m, j∗m).

Since P s
I ≤ κs

c∗m,m,j∗m
≤ a2,

t ≤ ηe
−1CM2((P 0

I )
−k∗+2 − (a2)

−k∗+2
)

k∗(k∗ − 2)(1− a2)α̃m,j,k∗,c∗m
βc∗m,k∗

≤
ηe

−1CM2(1 + 5a2)
max{maxc′ |α̃m,j,k∗,c′βc′,k∗ |,|

∑
c′∈[C] sc′ α̃m,j,k∗,c′γk∗ |}

α̃m,j,k∗,c∗mβc∗m,k∗ (P 0
I )

−k∗+2

k∗(k∗ − 2)(1 + 3a2)max{maxc′ |α̃m,j,k∗,c′βc′,k∗ |, |
∑

c′∈[C] sc′ α̃m,j,k∗,c′γk∗ |}
.

In contrast, Qt+1
I > A3d

− 1
2 holds only if

t ≥
ηe

−1CM2
(
(Q0

I )
−k∗+2 − (A3d

− 1
2 )

−k∗+2)
k∗(k∗ − 2)(1 + 3a2)max{maxc′ |α̃m,j,k∗,c′βc′,k∗ |, |

∑
c′∈[C] sc′ α̃m,j,k∗,c′γk∗ |}

− 1
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≥ ηe
−1CM2(1− 2a2)(Q

0
I )

−k∗+2

k∗(k∗ − 2)(1 + 3a2)max{maxc′ |α̃m,j,k∗,c′βc′,k∗ |, |
∑

c′∈[C] sc′ α̃m,j,k∗,c′γk∗ |}

where we used (A3d
− 1

2 )
−k∗+2

≤ a2(κ
s
c∗m,m,j∗m

)−k∗+2 ≤ a2(P
0
I )

−k∗+2 ≤ a2(Q
0
I )

−k∗+2.

From Corollary C.3, Lemma C.8, and Lemma C.9, we have

(1 + 8a2)max{max
c′
|α̃m,j,k∗,c′βc′,k∗ |, |

∑
c′∈[C]

sc′ α̃m,j,k∗,c′γk∗ |}
(
max{max

c
|κs

c,m,j |, |κs
g,m,j |,

1

2
d−

1
2 }
)k∗−2

< α̃m,j,k∗,c∗m
βc∗m,k∗(κ0

c∗m,m,j∗m
)
k∗−2

.

However, this leads to the contradiction that

ηe
−1CM2(1− 2a2)(Q

0
I )

−k∗+2
> ηe

−1CM2(1 + 5a2)
max{maxc′ |α̃m,j,k∗,c′βc′,k∗ |, |

∑
c′∈[C] sc′ α̃m,j,k∗,c′γk∗ |}

α̃m,j,k∗,c∗m
βc∗m,k∗

(P 0
I )

−k∗+2
.

Thus, Qt+1
I > A3d

− 1
2 does not hold, which implies that Qt+1

I ≤ A3d
− 1

2 .

Next, consider the case where

(1 + a2)
ηs

CM2
k∗ max{max

c′
|α̃m,j,k∗,c′βc′,k∗ |, |

∑
c′∈[C]

sc′ α̃m,j,k∗,c′γk∗ |}(Qs
I )

k∗−1

> A3
ηs

CM2
k∗α̃m,j,k∗,c∗m

βc∗m,k∗(P s
I )

k∗−1
d−

1
2

holds for all s = 0, 1, . . . , τ1 − 1, but

(1 + a2)
ηs

CM2
k∗ max{max

c′
|α̃m,j,k∗,c′βc′,k∗ |, |

∑
c′∈[C]

sc′ α̃m,j,k∗,c′γk∗ |}(Qs
I )

k∗−1

≤ A3
ηs

CM2
k∗α̃m,j,k∗,c∗m

βc∗m,k∗(P s
I )

k∗−1
d−

1
2

holds for s = τ1 ≤ t.

Here, suppose that

Qs+1
I ≤ Qs

I + 2a2
ηe

CM2
k∗α̃m,j,k∗,c∗m

βc∗m,k∗(P s
I )

k∗−1

holds for all s = τ1, τ + 1, . . . , τ2≤ t.

Then,

Qτ2+1
I = Qτ1

I +

τ2∑
s=τ1

2A3
ηe

CM2
k∗α̃m,j,k∗,c∗m

βc∗m,k∗(P s
I )

k∗−1
d−

1
2

≤ Qτ1
I +

2A3

(1− a2)d
1
2

(P τ2+1
I − P τ1

I )

≤
( α̃m,j,k∗,c∗m

βc∗m,k∗

max{maxc′ |α̃m,j,k∗,c′βc′,k∗ |, |
∑

c′∈[C] sc′ α̃m,j,k∗,c′γk∗ |}
· A3

(1 + a2)d
1
2

) 1
k∗−1

P τ1
I

+
2A3

(1− a2)d
1
2

(P τ2+1
I − P τ1

I )

≤
( α̃m,j,k∗,c∗m

βc∗m,k∗

max{maxc′ |α̃m,j,k∗,c′βc′,k∗ |, |
∑

c′∈[C] sc′ α̃m,j,k∗,c′γk∗ |}
· A3

(1 + a2)d
1
2

) 1
k∗−1

P τ2+1
I .
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Thus,

(1 + a2)
ηe

CM2
k∗ max{max

c′
|α̃m,j,k∗,c′βc′,k∗ |, |

∑
c′∈[C]

sc′ α̃m,j,k∗,c′γk∗ |}(Qτ2+1
I )

k∗−1

≤ A3
ηe

CM2
k∗α̃m,j,k∗,c∗m

βc∗m,k∗(P τ2+1
I )

k∗−1
d−

1
2 .

We have Qt+1
I ≤ P t+1

I since( (1 + a2)max{maxc′ |α̃m,j,k∗,c′βc′,k∗ |, |
∑

c′∈[C] sc′ α̃m,j,k∗,c′γk∗ |}
A3α̃m,j,k∗,c∗m

βc∗m,k∗
d

1
2

) 1
k∗−1 ≥ 1.

Therefore, we obtain max{maxc |κt+1
c,m,j |, |κ

t+1
g,m,j |} ≤ κt+1

c∗m,m,j∗m
for all (c, j) ̸= (c∗m, j∗m).

In the same way,

Qt+1
I = Qτ1

I +

t∑
s=τ1

2A3
ηe

CM2
k∗α̃m,j,k∗,c∗mβc∗m,k∗(P s

I )
k∗−1

d−
1
2

≤ Qτ1
I +

2A3

(1− a2)d
1
2

(P t+1
I − P τ1

I )

≤ Qτ1
I +

2A3

(1− a2)d
1
2

P t+1
I

≤ Qτ1
I + 3A3d

− 1
2

≤ 4A3d
− 1

2 .

where the last inequality is by Qτ1
I ≤ A3d

− 1
2 from the first case.

Finally, we establish Lemma C.6.

Proof of Lemma C.6. Suppose that T1 = ⌊(ηek∗(k∗ − 2)(1− 5a2)(α̃m,j,k∗,c∗m
βc∗m,k∗)C−1M−2(P 0

I )
k∗−2

)
−1
⌋ and

κs
c∗m,m,j∗m

≤ a2, max{|κs
c,m,j |, |κs

g,m,j |} ≤ κs
c∗m,m,j∗m

, and max{|κs
c,m,j |, |κs

g,m,j |} ≤ A3d
− 1

2 , where (c, j) ̸= (c∗m, j∗m)
for all s = 0, 1, ..., T1. Then the bounds given by Lemma C.12 and Lemma C.13 hold for all s = 0, 1, ..., T1 with high
probability.

Thus, by Lemma A.4 and Lemma C.12,

κt
c∗m,m,j∗m

≥ P t
I ≥

P 0
I

(1− ηek∗(k∗ − 2)(1− a2)α̃m,j,k∗,c∗m
βc∗m,k∗C−1M−2(P 0

I )s)
k∗−2

However, obviously when t = T1,

κt
c∗m,m,j∗m

≥ P t
I ≥

P 0
I

(ηek∗(k∗ − 2)(1− a2)α̃m,j,k∗,c∗mβc∗m,k∗C−1M−2(P 0
I )s)

1
k∗−2

≥ 1

(ηek∗(k∗ − 2)(1− a2)α̃m,j,k∗,c∗m
βc∗m,k∗C−1M−2)

1
k∗−2

> 1.

This leads to a contradiction as κT1
c∗m,m,j∗m

≤ 1. Since max{|κs
c,m,j |, |κs

g,m,j |} ≤ 4A3d
− 1

2 from Lemma C.13,

|κt1
c∗m,m,j∗m

− κt1−1
c∗m,m,j∗m

| ≤ A1ηe ≤ A1a4d
− k∗

2 ≤ A3d
− 1

2 .

Thus,

|κt1
c,m,j | ≤ |κ

t1−1
c,m,j |+ |κ

t1
c∗m,m,j∗m

− κt1−1
c∗m,m,j∗m

| ≤ 5A3d
− 1

2= Õ(d−
1
2 ).
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C.3. Router Learning Stage

This subsection is dedicated to proving that, after the exploration stage, the router successfully learns to dispatch the data xc

to the appropriate experts m ∈Mc with high probability.

Lemma C.14. Take ηt = ηr ≤ a5d
−1 for 0 ≤ t ≤ T2 and suppose T2 ≤ a6d = Θ(d). Then, any m /∈ Mc satisfies

hm(xc; Θ
T2)−maxm′∈[M ] hm′(xc; Θ

T2) < 0 with high probability.

To prove Lemma C.14, we show that, for experts not belonging to the set of professional experts, the alignment between the
cluster signal and the weights of the gating network, represented as ιtc,m := vc

⊤θtm, is upper bounded.

Lemma C.15. Take ηt = ηr ≤ a5d
−1 for 0 ≤ t ≤ T2 and suppose T2 ≤ a6d = Θ(d). Then, for all m /∈ Mc, we have

ιT2
c,m ≤ −a2k

∗
a5a6A6ρΩ

(
1

CJM3

)
≤ maxm′∈[M ] ι

T2

c,m′ − a2
k∗
a5a6A6ρΩ

(
1

CJM3

)
.

During the router learning stage, following Chen et al. (2022), we introduce a noise term rm into the output of the
gating network to stabilize the training of the router. Specifically, the activated expert m(x) is given by m(x) =
argmaxm∈[M ]{hm(x) + rm}.

Here, we describe an important property of the softmax router: by initializing the weights of the gating network θm to zero,
we ensure that their sum over all experts is also zero.

Lemma C.16. For all t ≥ 0, we have
∑

m∈[M ] θ
t
m =

∑
m∈[M ] θ

0
m = 0.

Proof. The gradient of θm is formulated as

∇θmL = (1 (m(xc) = m))− πm(xc))πm(xc)(xc)ycfm(xc)(xc)xc

and ∑
m∈[M ]

∇θmL =
∑

m∈[M ]

(1 (m(xc) = m))− πm(xc))πm(xc)(xc)ycfm(xc)(xc)xc = 0.

This result, combined with the initialization θ0m = 0 and the fact that
∑

m∈[M ] πm(xc) = 0, completes the proof.

Following (Chen et al., 2022), we demonstrate that the router will not route the examples to the experts with low gating
network outputs.

Lemma C.17. Suppose the noise {rm}Mm=1 is independently drawn from Unif[0, 1]. If hm(x; Θ) ≤ maxm′ hm′(x; Θ)− 1,
then the example x will not be routed to the expert m.

Proof. If hm(x; Θ) ≤ maxm′ hm′(x; Θ) − 1, then for any uniform noise {rm′}m′∈[M ], it holds that hm(x; Θ) + rm ≤
maxm′ hm′(x; Θ) ≤ maxm′{hm′(x; Θ) + rm′}. The first inequality follows from rm ≤ 1, and the second inequality
follows from rm′ ≥ 0 for all m′ ∈ [M ].

In addition, following Chen et al. (2022), we note that when the differences in the outputs of the gating network at different
time steps t are small, the corresponding differences in the probabilities with which the data is routed are also small.

Lemma C.18 (Lemma 5.1 of Chen et al. (2022)). Let h, ĥ ∈ RM be the output of the gating network and {rm}Mm=1

be the noise independently drawn from Unif[0, 1]. Denote p, p̂ ∈ RM to be the probability that experts get routed,
i.e., pm = P(argmaxm′∈[M ]{hm′ + rm′} = m), p̂m = P(argmaxm′∈[M ]{ĥm′ + rm′} = m). Then we have that
∥p− p̂∥∞ ≤M2∥h− ĥ∥∞.

Based on the above properties of the gating network, we establish Lemma C.15.

Proof of Lemma C.15. The population gradient for the gating network of the router can be expressed as

−∇θmE[L] = ∇θmEcExc
[1 (m(xc) = m)πm(xc)ycfm(xc)]

= EcExc
[(1 (m(xc) = m)− πm(xc))πm(xc)(xc)ycfm(xc)(xc)xc].
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We decompose the key components of the population gradient.

EcExc
[ycfm(xc)xc]

=
1

CJ

∑
c∈[C]

∑
j∈[J]

Exc

[( p∗∑
i=k∗

βc,i√
i!
Hei(w

∗
c
⊤xc) + sc

p∗∑
i=k∗

γi√
i!
Hei(w

∗
g
⊤xc)

)( ∞∑
i=0

αm,j,i√
i!

Hei(wm,j
⊤xc)

)
xc

]

=
1

CJ

∑
c∈[C]

∑
j∈[J]

{
Ez

[( p∗∑
i=k∗

βc,i√
i!
Hei(w

∗
c
⊤z) + sc

p∗∑
i=k∗

γi√
i!
Hei(w

∗
g
⊤z)
)( ∞∑

i=0

αm,j,i√
i!

Hei(wm,j
⊤(z + ρvc)

)
z
]

+Ez

[( p∗∑
i=k∗

βc,i√
i!
Hei(w

∗
c
⊤z) + sc

p∗∑
i=k∗

γi√
i!
Hei(w

∗
g
⊤z)
)( ∞∑

i=0

αm,j,i√
i!

Hei(wm,j
⊤(z + ρvc)

)
ρvc

]}

=
1

CJ

∑
c∈[C]

J∑
j=1

{
Ez

[( p∗∑
i=k∗

iβc,i√
i!
Hei−1(w

∗
c
⊤z)
)( ∞∑

i=0

αm,j,i√
i!

( i∑
l=0

(
i

l

)
Hei−l(wm,j

⊤z)(ρwm,j
⊤vc)

l
))

w∗
c

]
︸ ︷︷ ︸

(I)

+ Ez

[
sc

p∗∑
i=k∗

iγi√
i!
Hei−1(w

∗
g
⊤z)
( i∑

l=0

(
i

l

)
Hei−l(wm,j

⊤z)(ρwm,j
⊤vc)

l
)
w∗

g

]
︸ ︷︷ ︸

(II)

+ Ez

[( p∗∑
i=k∗

βc,i√
i!
Hei(w

∗
c
⊤z) + sc

p∗∑
i=k∗

γi√
i!
Hei(w

∗
g
⊤z)
)( ∞∑

i=0

αm,j,i√
i!

( i−1∑
l=0

(
i

l

)
(i− l)Hei−l−1(wm,j

⊤z)(ρwm,j
⊤vc)

l
))

wm,j

]
︸ ︷︷ ︸

(III)

+ Ez

[( p∗∑
i=k∗

βc,i√
i!
Hei(w

∗
c
⊤z) + sc

p∗∑
i=k∗

γi√
i!
Hei(w

∗
g
⊤z)
)( ∞∑

i=0

αm,j,i√
i!

( i∑
l=0

(
i

l

)
Hei−l(wm,j

⊤z)(ρwm,j
⊤vc)

l
))

ρvc

]
︸ ︷︷ ︸

(IV)

}

where the second equality follows from xc = z + ρvc, where z ∼ N (0, Id), and vc
⊤w∗

c′ and vc
⊤w∗

g for all (c, c′). Third
equality follows from the binomial expansion, Stein’s Lemma, and integration by parts.

From now, we look at the alignment vc⊤θm. Thus, (I) and (II) are negligible since vc
⊤w∗

c′ = 0 and vc
⊤w∗

g = 0 for all
(c, c′). We expand (III) and (IV).

(III) =
p∗∑

i=k∗

∞∑
l=i+1

(αm,j,l√
l!

(
l

l − i− 1

)
(ρwm,j

⊤vc)
l−i−1

)βc,i√
i!
(i+ 1)!(wm,j

⊤w∗
c )

i
wm,j

+

p∗∑
i=k∗

∞∑
l=i+1

(αm,j,l√
l!

(
l

l − i− 1

)
(ρwm,j

⊤vc)
l−i−1

)scγi√
i!
(i+ 1)!(wm,j

⊤w∗
g)

i
wm,j

=

p∗∑
i=k∗

√
i+ 1α̃m,j,i+1,cβc,i(κc,m,j)

i
wm,j +

p∗∑
i=k∗

√
i+ 1scα̃m,j,i+1,cγi(κg,m,j)

i
wm,j ,

(IV) =
p∗∑

i=k∗

∞∑
l=i

(αm,j,l√
l!

(
l

l − i

)
(ρwm,j

⊤vc)
l−i
)βc,i√

i!
i!(wm,j

⊤w∗
c )

i
ρvc

+

p∗∑
i=k∗

∞∑
l=i

(αm,j,l√
l!

(
l

l − i

)
(ρwm,j

⊤vc)
l−i
)scγi√

i!
i!(wm,j

⊤w∗
g)

i
ρvc

=

p∗∑
i=k∗

α̃m,j,i,cβc,i(κ
t
c,m,j)

i
ρvc +

J∑
j=1

p∗∑
i=k∗

scα̃m,j,i,cγi(κ
t
g,m,j)

i
ρvc,
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where we used the orthogonality property of Hermite polynomials in both (III) and (IV).

We introduce the discrepancy Ξt
θm

between the population and the empirical gradient.

Ξt
θm = −∇θmL+∇θmE[L].

Ξt
θm

are mean-zero sub-Weibull random variables and their partial sums exhibit strong concentration behavior. In addition,
Ξt
θm

satisfies ∥Ξt
θm
∥ = Õ(d

1
2 ) and |vc⊤Ξt

θm
| = Õ(1).

Next, we evaluate the empirical update of the alignment. Note that ιtc,m = vc
⊤θtm and πm(xc) =

exp(θm
⊤xc)∑

m′ exp(θm′⊤xc)
.

ιt+1
c,m = ιtc,m − ηtvc

⊤∇θmL
= ιtc,m + ηtvc

⊤∇θmEcExc
[1 (m(xc) = m)πm(xc)ycfm(xc)] + ηtvc

⊤Ξt
θm

= ιtc,m +
ηtvc

⊤

CJ

∑
c′∈[C]

J∑
j=1

Exc′ [1 (m(xc′) = m)πm(xc′ )
(xc′)yc′fm(xc′ )

(xc′)xc′ ]︸ ︷︷ ︸
(A)

− ηtvc
⊤

CJ

∑
c′∈[C]

J∑
j=1

Exc′ [1 (m(xc′) ∈Mc)πm(xc′ )
(xc′)πm(xc′)yc′fm(xc′ )

(xx′)xc′ ]︸ ︷︷ ︸
(B)

− ηtvc
⊤

CJ

∑
c′∈[C]

J∑
j=1

Exc′ [1 (m(xc′) /∈Mc)πm(xc′ )
(xc′)πm(xc′)yc′fm(xc′ )

(xc′)xc′ ]︸ ︷︷ ︸
(C)

+ηtvc
⊤Ξt

θm .

We derive an upper bound for |(A)| and |(C)|, and a lower bound for (B) for m /∈ Mc. We first derive a lower bound for
|(A)| and |(C)|.

|(A)| ≤ ηt

CJ

∑
c′∈[C]

J∑
j=1

∑
m/∈Mc

P(m(xc′) = m)

p∗∑
i=k∗

∣∣∣√i+ 1α̃m,j,i,c′βc′,i(κ
t
c′,m,j)

i
(wt

m,j
⊤
vc)

+
√
i+ 1α̃m,j,i,c′sc′γi(κ

t
g,m,j)

i
(wt

m,j
⊤
vc)
∣∣∣

+
ηt

CJ

J∑
j=1

∑
m/∈Mc

P(m(xc′) = m)

p∗∑
i=k∗

∣∣∣α̃m,j,i,cβc,i(κ
t
c,m,j)

i
ρ+ α̃m,j,i,cscγi(κ

t
g,m,j)

i
ρ
∣∣∣

≤ ηtM
(
p∗
√

p∗ + 1 max
m/∈Mc,c′,j,i

|α̃m,j,i,c′βc′,i| max
m/∈Mc,c′,j

|κt
c′,m,j |

k∗

max
m/∈Mc,j

|wt
m,j

⊤
vc|

+ p∗
√
p∗ + 1 max

m/∈Mc,c′,j,i
|α̃m,j,i,c′sc′γi| max

m/∈Mc,j
|κt

g,m,j |
k∗

max
m/∈Mc,j

|wt
m,j

⊤
vc|
)

+
ηtr
C

(
p∗ max

m/∈Mc,j,i,c
|α̃m,j,i,cβc,i| max

m/∈Mc,c,j
|κt

c′,m,j |
k∗

ρ+ p∗ max
m/∈Mc,j,i,c

|α̃m,j,i,cscγi| max
m/∈Mc,j

|κt
g,m,j |

k∗

ρ
)

≤ Õ(ηrd
− 1

2 ),

|(C)| ≤ ηt

CJ

∑
c′∈[C]

J∑
j=1

∑
m/∈Mc

P(m(xc′) = m)

p∗∑
i=k∗

∣∣∣√i+ 1α̃m,j,i,c′βc′,i(κ
t
c′,m,j)

i
(wt

m,j
⊤
vc)

+
√
i+ 1α̃m,j,i,c′sc′γi(κ

t
g,m,j)

i
(wt

m,j
⊤
vc)
∣∣∣

+
ηt

CJ

J∑
j=1

∑
m/∈Mc

P(m(xc′) = m)

p∗∑
i=k∗

∣∣∣α̃m,j,i,cβc,i(κ
t
c,m,j)

i
ρ+ α̃m,j,i,cscγi(κ

t
g,m,j)

i
ρ
∣∣∣
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≤ ηtM
(
p∗
√
p∗ + 1 max

m/∈Mc,c′,j,i
|α̃m,j,i,c′βc′,i| max

m/∈Mc,c′,j
|κt

c′,m,j |
k∗

max
m/∈Mc,j

|wt
m,j

⊤
vc|

+ p∗
√
p∗ + 1 max

m/∈Mc,c′,j,i
|α̃m,j,i,c′sc′γi| max

m/∈Mc,j
|κt

g,m,j |
k∗

max
m/∈Mc,j

|wt
m,j

⊤
vc|
)

+
ηt

C

(
p∗ max

m/∈Mc,j,i,c
|α̃m,j,i,cβc,i| max

m/∈Mc,c,j
|κt

c′,m,j |
k∗

ρ+ p∗ max
m/∈Mc,j,i,c

|α̃m,j,i,cscγi| max
m/∈Mc,j

|κt
g,m,j |

k∗

ρ
)

≤ Õ(ηrd
− 1

2 ),

where it is clear that P(m(xc) = m) ≤ 1 and πm(xc′), πm(xc′ )
(xc′) ≤ 1 for all m ∈ [M ]. Furthermore, by Lemma C.6, all

terms in the RHS are upper bounded by Õ(ηrd
− 1

2 ) since κt
c,m,j = Õ(d−

1
2 ) for all (c, j) ̸= (c∗m, j∗m) and κt

g,m,j = Õ(d−
1
2 )

for all j ∈ [J ]. By Lemma C.10, |α̃m,j,i,c| are by at most Õ(1).

Next we derive a lower bound for (B).

From Lemma C.17, we obtain hm(xc)(xc) ≥ maxm hm(xc)− 1, which leads to

πm(xc)(xc) =
exp(hm(xc)

(xc))∑
m∈[M ] exp(hm(xc))

≥
exp(hm(xc)(xc))

M maxm∈[M ] exp(hm(xc))
≥ 1

eM
= Ω

(
1

M

)
.

Here, we show that |hm(xc; Θ
t)| = |θtm

⊤
xc| ≤ 1 for all t = 0, 1, . . . , T2.

For all t = 0, 1, . . . , T2, with high probability, we have

∥θtm∥2 ≤ ∥θtm − θ0m∥ = ηr

∥∥∥ t∑
s=0

∇θmLs
∥∥∥

= ηr

∥∥∥ t∑
s=0

(
∇θmE[Ls] + Ξs

θm

)∥∥∥
≤ ηr

∥∥∥ t∑
s=0

∇θmE[Ls]
∥∥∥+ ηr

∥∥∥ t∑
s=0

Ξs
θm

∥∥∥
≤ a5a6A5ρ+ a5a6

1
2A5ρ ≤ a5a6

1
2A5ρ.

where we used ∥∇θs
m
E[L]∥ = Õ(1) by ∥∇θs

m
E[L]∥ ≤ ∥EcExc [ycfm(xc)xc]∥ and the previously expanded (I), (II), (III),

and (IV) along with ∥w∗
c∥ = ∥w∗

g∥ = ∥wm,j∥ = ∥vc∥ = 1. Note that ∥ · ∥ denotes ℓ2-norm. Since xc = z + ρvc and

θtm
⊤
z ∼ N (0, ∥θtm∥22), it follows that, with high probability,

|θtm
⊤
z| ≤ a5a6

1
2A5ρ

√
log d ≤ 1

2
.

In addition, for all t = 0, 1, . . . , T2, with high probability, we have

ρ|ιtc,m| ≤ ρ|θt⊤vc − θ0
⊤
vc| ≤ ρηr

∣∣∣ t∑
s=0

vc
⊤∇θmLs

∣∣∣
= ρηr

∣∣∣ t∑
s=0

vc
⊤∇θmE[Ls] +

t∑
s=0

vc
⊤Ξs

θm

∣∣∣
≤ ρηr

t∑
s=0

∣∣∣vc⊤∇θmE[Ls]
∣∣∣+ ρηr

∣∣∣ t∑
s=0

vc
⊤Ξs

θm

∣∣∣
≤ ρ2ηrT2A5 + ρ2ηr

√
T2d

1
2A5

≤ a5a6A5ρ
2 + a5a

1
2
6 A5ρ

2

≤ 1

2
.
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Thus, for all t = 0, 1, . . . , T2, we obtain that,

|hm(xc; Θ
t)| = |θtm

⊤
xc| = |θtm

⊤
z + ριtc,m|

≤ |θtm
⊤
z|+ ρ|ιtc,m| ≤

1

2
+

1

2
= 1

with high probability.

When |hm(xc)| ≤ 1, it follows that hm(xc) ≥ maxm′(hm′(xc))− 2 for all m ∈ [M ], which implies that

πm(xc) ≥
exp(hm(xc))

M maxm′ exp(hm′(xc))
≥ 1

e2M
= Ω(

1

M
).

By Lemma C.18, we have P(m(xc) ∈Mc) = Ω( 1
M ).

Therefore,

(B) =
ηt

CJ
Ω

(
1

M3

) ∑
c′∈[C]

J∑
j=1

∑
m′∈Mc

p∗∑
i=k∗

[√
i+ 1α̃m′,j,i,c′βc′,i(κ

t
c′,m′,j)

i
(wt

m′,j
⊤
vc)

+
√
i+ 1α̃m′,j,i,c′sc′γi(κ

t
g,m′,j)

i
(wt

m′,j
⊤
vc)
]

+
ηt

CJ
Ω

(
1

M3

) J∑
j=1

∑
m′∈Mc

p∗∑
i=k∗

[
α̃m′,j,i,cβc,i(κ

t
c,m′,j)

i
ρ+ α̃m′,j,i,cscγi(κ

t
g,m′,j)

i
ρ
]

≥ ηt

CJ
Ω

(
1

M3

)( ∑
m′∈Mc

(α̃m′,j∗m,k∗,cβc,k∗(κt
c,m′,j)

k∗

ρ)

− J |Mc|p∗ max
m′,j ̸=j∗m

|α̃m′,j,i,cβc,i| max
j ̸=j∗m,m′∈Mc

(|κt
c,m′,j |)

k∗

ρ

− J |Mc|p∗ max
m′,j,c′

|α̃m′,j,i,c′sc′γi| max
j,m′∈Mc

(|κt
g,m′,j |)

k∗

ρ

− J |Mc|p∗
√

p∗ + 1 max
c′,m′,j,i

|α̃m′,j,i,c′βc′,i| max
c′,m′,j

(|κt
c′,m′,j |)

k∗

max
m′,j
|wt

m′,j
⊤
vc|

− J |Mc|p∗
√
p∗ + 1 max

c′,m′,j,i
|α̃m′,j,i,c′s

′
cγi| max

m′∈Mc,j
(|κt

g′,m′,j |)
k∗

max
m′,j
|wt

m′,j
⊤
vc|
)

= a2
k∗
A6Ω(

ηrρ

CJM3
) > 0,

where we used that κt
c,m,j ≥ a2 for all m ∈ Mc and j ∈ J ∗

m, α̃m′,j∗m,k∗,cβc,k∗ ≥ A6, κt
c,m,j = Õ(d−1/2) for all

(c, j) ̸= (c∗m, j∗m), and κt
g,m,j = Õ(d−1/2) for all j ∈ [J ], as shown in Lemma C.6. Among the terms on the RHS of

ηt

CJΩ
(

1
M3

)(
·
)
, all terms except for the first one are smaller than the first term by at least an order of Õ(d−

1
2 ).

Thus, in the case where m /∈Mc, we have

ιT2
c,m ≤ ιT2−1

c,m − a2
k∗
A6Θ

( ηrρ

CJM3

)
+ ηrvc

⊤Ξt
θm

≤ ι0c,m − a2
k∗
A6

T2∑
t=0

Θ
( ηrρ

CJM3

)
+ ηr

∣∣ T2∑
s=0

vc
⊤Ξt

θm

∣∣
≤ −a2k

∗
A6Θ

(
ηrT2ρ

CJM3

)
+ ηrA5

√
T2︸ ︷︷ ︸

=Õ(d− 1
2 )

≤ −a2k
∗
A6Ω

(
ηrT2ρ

CJM3

)
which holds with high probability.
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Therefore, by noting from Lemma C.16 that

max
m′∈[M ]

ιT2

c,m′ ≥
1

M

∑
m′∈[M ]

ιT2

c,m′ = 0,

we finally obtain that

ιT2
c,m ≤ −a2k

∗
A6Ω

(
ηrT2ρ

CJM3

)
≤ max

m′∈[M ]
ιT2

c,m′ − a2
k∗
A6Ω

(
ηrT2ρ

CJM3

)
= max

m′∈[M ]
ιT2

c,m′ − a2
k∗
a5a6A6Ω

( ρ

CJM3

)
.

We establish Lemma C.14.

Proof of Lemma C.14. In Lemma C.15, we demonstrated that the cluster signals of clusters not assigned to the router’s
gating network are aligned with high probability to be negative. Here, we aim to show that, upon observing new data
xc = ρvc + z, where z ∼ N (0, Id), the data is not dispatched to the experts not assigned to the corresponding cluster with
high probability.

For m /∈Mc, we have, with high probability,

hm(xc; Θ
T2) = θT2

m

⊤
xc = ριT2

c,m + θT2
m

⊤
z ≤ a5a6

1
2 ρ
(
− a2

k∗
a6

1
2A6ρΩ

(
1

CJM3

)
+A5

√
log d

)
︸ ︷︷ ︸

<0

< 0

where we used |θtm
⊤
z| ≤ a5a6

1
2A5ρ

√
log d with high probability and ρ ≳ A5

√
log d

a2
k∗a6

1
2 A6Ω( 1

CJM3 )
.

By combining this result with
∑

m∈[M ] θ
T2
m = 0, we have

max
m′

hm′(xc; Θ
T2) ≥ 1

|Mc|
∑

m′∈Mc

hm′(xc; Θ
T2)

= − 1

|Mc|
∑

m′ /∈Mc

hm′(xc; Θ
T2)︸ ︷︷ ︸

≤−a2
k∗a5a6A6Ω( ρ2

CJM3 )

≥ a2
k∗
a5a6A6Ω

(
M − |Mc|
|Mc|

ρ2

CJM3

)
> 0

> hm(xc; Θ
T2)

for m /∈Mc as desired.

C.4. Expert Learning Stage

In this subsection, we discuss the individual learning of experts in the context of receiving data from their assigned clusters
with high probability. As in Appendix C.2, we introduce Ai and ai with the following order of strength, but they do not
necessarily have to be the same.

A1 ≲ a2
−1 ≲ A2 ≲ A4 ≲ a4

−1 ≲ A3 = Õ(1).

The proof in this subsection follows the same structure as that in Appendix C.2 and is based on the proof by Oko et al.
(2024a).
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Re-initialization. Before entering the expert learning stage, the expert weights wmj are reinitialized. Although this
initialization is not strictly necessary, it is performed to ensure a decent path for the alignment so that the product of g∗ and
the activation Hermite coefficients is positive. If the Hermite coefficients of f∗ and g∗ are identical, aligning with w∗

g may
become challenging, as w∗

c is already aligned.

The re-initialization satisfies the following condition:

Lemma C.19 (Following Lemma2 of Oko et al. (2024a)). When J ≳ 1
C log M

δ for each m inMc, we have at least Jmin

neurons wmj such that

w0
m,j

⊤
w∗

c ≥
1√
d
, |βc,k∗ |(w0

m,j
⊤
w∗

c )
k∗−2

≥ |scγk∗ ||w0
m,j

⊤
w∗

g |
k∗−2

+ ac(w
0
m,j

⊤
w∗

c )
k∗−2

with probability at least 0.999 with sufficiently large d, where ac is a small constant, where ac ≲ (log d)k
∗−2.

Likewise, when J ≳ Jmin polylog(d) for each m inMc, we have at least Jmin neurons wmj such that

w0
m,j

⊤
w∗

g ≥
1√
d
, |scγk∗ |(w0

m,j
⊤
w∗

g)
k∗−2

≥ |βc,k∗ ||w0
m,j

⊤
w∗

c |
k∗−2

+ ag(w
0
m,j

⊤
w∗

g)
k∗−2

with probability at least 0.999 with sufficiently large d, where ag is a small constant, where ag ≲ (log d)k
∗−2.

Based on re-initialization, we define the set of neurons that comparatively align with the indexed features w∗
c and w∗

g .

Definition C.20. We define the set Jc as the set of indices j that satisfy the given conditions:

Jc :=
{
j ∈ [J ] | w0

m,j
⊤
w∗

c ≥
1√
d
, |βc,k∗ |(w0

m,j
⊤
w∗

c )
k∗−2

≥ |scγk∗ ||w0
m,j

⊤
w∗

g |
k∗−2

+ ac(w
0
m,j

⊤
w∗

c )
k∗−2

}
.

Similarly, we define the set Jg as the set of indices j that satisfy the corresponding conditions:

Jg :=

{
j ∈ [J ] | w0

m,j
⊤
w∗

g ≥
1√
d
, |scγk∗ |(w0

m,j
⊤
w∗

g)
k∗−2

≥ |βc,k∗ ||w0
m,j

⊤
w∗

c |
k∗−2

+ ag(w
0
m,j

⊤
w∗

g)
k∗−2

}
.

Remark C.21. In the rest of this section, we will discuss Phase III and IV on the event that the re-initialization was successful.

Adaptive top-k routing. Importantly, in this subsection, we conduct an analysis similar to that in Appendix C.2, but
employ a different routing strategy. As demonstrated in the previous subsection, the router does not route data to experts
where m /∈Mc; however, it cannot definitively determine which expert among those where m ∈Mc should receive the
data. Therefore, resolving conflicts within m ∈ Mc without knowing Mc or vc requires an alternative approach. One
solution is to choose k experts for each xc by the following strategy:

Expert m is in top-k if and only if hm(x) ≥ 0.

The complete MoE model, incorporating the adaptive top-k routing, can be expressed as F̂M (xc; {âm}Mm=1) :=∑M
m=1 1 [hm(xc) ≥ 0] fm(xc). This routing strategy mitigates load imbalance, which would otherwise disrupt data

routing among experts m ∈Mc under top-1 routing.

Lemma C.22. There is at least one m ∈Mc such that fm is correctly routed with high probability over the randomness of
xc. In other words, for some fixed m ∈Mc, on the randomness of xc,

P[xc is routed to the set of experts including m] ≥ 1− d−A.

In addition, fm′ is never chosen for all m′ /∈Mc when given xc with high probability.

Proof. By Lemma C.14, with high probability, we have

max
m′

hm′(xc; Θ
T2) ≥ a2

k∗
a5a6A6Ω

(
M − |Mc|
|Mc|

ρ2

CJM3

)
> 0
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and

hm(xc; Θ
T2) < −a2k

∗
a5a6A6Ω

(
ρ2

CJM3

)
< 0

for m /∈Mc.

The proof is complete, since we employ adaptive top-k routing, where expert m is activated if and only if hm(xc) ≥ 0.

By Lemma C.22, the overall MoE model is, with high probability, equivalent to F̂Mc
(xc; {âm}m∈Mc

) :=∑
m∈Mc

1 [hm(xc) ≥ 0] fm(xc).

Following Oko et al. (2024a), we sequentially demonstrate the following:

• For t3,1 ≤ T3,1, Jc neurons achieve an alignment of Ω̃(1) with w∗
c , and Jg neurons achieve an alignment of Ω̃(1) with

w∗
g , i.e., weak recovery.

• For t3,2 ≤ T3,2, Jc neurons achieve an alignment of 1 − Õ(1) with w∗
c , and Jg neurons achieve an alignment of

1− Õ(1) with w∗
g .

• In a total time of (T3,1− t3,1)+(T3,2− t3,2)+T3,3, Jc neurons achieve an alignment of 1− ϵ with w∗
c , and Jg neurons

achieve an alignment of 1− ϵ with w∗
g , i.e., strong recovery.

Weak recovery. In the same manner as the exploration stage, we begin by evaluating the stochastic updates for the
alignments, κt

c,m,j and κt
g,m,j . Subsequently, we derive the lower bound of κt

c,m,j for j ∈ Jc and κt
g,m,j for j ∈ Jg, as

well as the upper bound of |κt
g,m,j | for j ∈ Jc and |κt

c,m,j | for j ∈ Jg. Furthermore, we demonstrate that there exists a
point in time when κt

c,m,j for j ∈ Jc grows to a constant level, while κt
g,m,j for j ∈ Jc remains at the saddle point.

Lemma C.23. Consider the expert m ∈ Mc and j ∈ Jc. Let w∗
c
⊤w∗

g ≤ A4d
− 1

2 = Õ(d−1/2) and ηt = ηe ≤ a4d
− k∗

2 .

Then, with high probability, there exists some time t3,1 ≤ T3,1 = Θ̃(ηe
−1d

k∗−2
2 ) such that the following conditions hold:

• κ
t3,1
c,m,j ≥ a2, and

• |κt3,1
g,m,j | ≤ 5A3d

− 1
2 = Õ(d−1/2).

The same argument applies symmetrically when exchanging c and g.

Similar to Lemma C.8 and Lemma C.9 in Appendix C.2, we provide a bound on the Hermite coefficients influenced by the
mean vector.

Lemma C.24. Under Adaptive top-k routing and re-initialization in Lemma C.19, suppose that |vc⊤ws
m,j | = Õ(d−

1
2 ),

|κs
c,m,j | = Õ(d−

1
2 ) and |κs

g,m,j | = Õ(d−
1
2 ) for all s = 0, 1, . . . , t ≤ τ = Õ(dk

∗−1). Then, by setting ηt = ηe ≤ a4d
− k∗

2 ,
we obtain that |α̃t+1

m,j,i,c − αm,j,i| = Õ(d−
1
2 ) with high probability.

Proof. Since the gradient in Lemma C.8 changes only by an order of polylog d, the proof follows in the same manner.

Lemma C.25. Consider a neuron which satisfies αm,j,k∗βc,k∗ > 0 and αm,j,iβc,i > 0 for k∗ < i ≤ p∗. Under
Adaptive top-k routing and re-initialization in Lemma C.19, suppose that |vc⊤ws

m,j | = Ω̃(d−
1
2 ), κs

c,m,j = Ω̃(d−
1
2 ), and

|κs
g,m,j | = Õ(d−

1
2 ) for all s = 0, 1, . . . , t ≤ τ = Õ(dk

∗−1). Then, by setting ηt = ηe ≤ a4d
− k∗

2 , we obtain that
|α̃t+1

m,j,i,c| − |αm,j,i| = Ω̃(d−
1
2 ) with high probability.

Proof. Since the gradient in Lemma C.9 changes only by an order of polylog d, the proof follows in the same manner.
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Remark C.26. For the sake of conciseness in the exposition of the proof, we omit the superscript t in α̃t
m,j,i,c. Based on

Lemma C.24, Lemma C.25, and Lemma C.10, the bounds in the subsequent lemmas are properly justified, regardless of the
variations in the coefficients α̃t

c,m,j,i.

Proof of Lemma C.23 . We begin by evaluating the stochastic updates of the experts m ∈Mc. Since the router learns to
dispatch the data xc to the experts m ∈Mc with high probability by Lemma C.22, we have P(m(xc) ∈Mc) = 1− d−A,
for some A > 0. For clarity, we will henceforth assume and write P(m(xc) = m) = 1 throughout the remainder of this
proof. Thus, we consider the probability conditioned on the event that the data is routed with high probability.

By analyzing the gradient update, as in Lemma C.7, we obtain that

κt+1
c,m,j ≥ κt

c,m,j + ηtw∗
c
⊤(Id − wt

m,jw
t
m,j

⊤
)∇wm,j

E[1(m(xc) = m)ycam,jσm(wt
m,j

⊤
xc + bm,j)]

−
|κt

c,m,j |(ηt)
2

2
∥∇wm,j

1(m(xc) = m)ycam,jσm(wt
m,j

⊤
xc + bm,j)∥2

− (ηt)
3

2
∥∇wm,j

1(m(xc) = m)ycam,jσm(wt
m,j

⊤
xc + bm,j)∥3

+ ηtw∗
c
⊤(Id − wt

m,jw
t
m,j

⊤
)Ξt

wm,j

≥ κt
c,m,j + ηtw∗

c
⊤

p∗∑
i=k∗

[ ∞∑
l=i

( lαm,j,l√
l!

(
l − 1

l − i

)
(ρwt

m,j
⊤
vc)

l−i) iβc,i√
i!
(i− 1)!(w∗

c
⊤wt

m,j)
i−1
]

−
|κt

c,m,j |(ηt)
2
A1

2d

2
− (ηt)

3
A1

3d
3
2

2
+ ηtw∗

c
⊤(Id − wt

m,jw
t
m,j

⊤
)Ξt

wm,j

≥ κt
c,m,j + ηt

p∗∑
i=k∗

[
iα̃m,j,i,cβc,i(κ

t
c,m,j)

i−1
(1− (κt

c,m,j)
2
)

+ iscα̃m,j,i,cγi(κ
t
g,m,j)

i−1
(w∗

c
⊤w∗

g − κt
c,m,jκ

t
g,m,j)

]
−
|κt

c,m,j |(ηt)
2
A1

2d

2
− (ηt)

3
A1

3d
3
2

2
+ ηtw∗

c
⊤(Id − wt

m,jw
t
m,j

⊤
)Ξt

wm,j
,

where we introduced a mean-zero random variable Ξt
wm,j

= −∇wm,j
E[1(m(xc) = m)ycam,jσm(wt

m,j
⊤
xc + bm,j)] +

∇wm,j
1(m(xc) = m)ycam,jσm(wt

m,j
⊤
xc + bm,j) in the first inequality. We used similar decomposition to Lemma C.7

in the second inequality and adopt the notation iαm,j,i√
i!

+
∑∞

l=i+1

(
lαm,j,l√

l!

(
l−1
l−i

)
(ρwt

m,j⊤vc′)
l−i
)
=

iα̃t
m,j,i,c′√

i!
in the third

inequality.

In the same way, we obtain an upper bound of κt
c,m,j .

κt+1
c,m,j ≤ κt

c,m,j + ηtw∗
c
⊤(Id − wt

m,jw
t
m,j

⊤
)∇wm,j

E[1(m(xc) = m)πm(xc)ycam,jσm(wt
m,j

⊤
xc + bm,j)]

+
|κt

c,m,j |(ηt)
2
A1

2d

2
+

(ηt)
3
A1

3d
3
2

2
+ ηtw∗

c
⊤(Id − wt

m,jw
t
m,j

⊤
)Ξt

wm,j

≤ κt
c,m,j + ηt

p∗∑
i=k∗

[
iα̃m,j,i,cβc,i(κ

t
c,m,j)

i−1
(1− (κt

c,m,j)
2
) + iscα̃m,j,i,cγi(κ

t
g,m,j)

i−1
(w∗

cw
∗
g − κt

c,m,jκ
t
g,m,j)

]
+
|κt

c,m,j |(ηt)
2
A1

2d

2
+

(ηt)
3
A1

3d
3
2

2
+ ηtw∗

c
⊤(Id − wt

m,jw
t
m,j

⊤
)Ξt

wm,j
.

Similarly, we carry out the corresponding calculations for κt
g,m,j .

κt+1
g,m,j ≥ κt

c,m,j + ηt
p∗∑

i=k∗

[
iα̃m,j,i,cβc,i(κ

t
c,m,j)

i−1
(w∗

c
⊤w∗

g − κt
c,m,jκ

t
g,m,j)

+ iscα̃m,j,i,cγi(κ
t
g,m,j)

i−1
(1− (κt

g,m,j)
2
]
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−
|κt

g,m,j |ηt
2
A1

2d

2
− (ηt)

3
A1

3d
3
2

2
+ ηtw∗

g
⊤(Id − wt

m,jw
t
m,j

⊤
)Ξt

wm,j

and

κt+1
g,m,j ≤ κt

c,m,j + ηt
p∗∑

i=k∗

[
(iα̃m,j,i,cβc,i(κ

t
c,m,j)

i−1
(w∗

c
⊤w∗

g − κt
c,m,jκ

t
g,m,j)

+ iscα̃m,j,i,cγi(κ
t
g,m,j)

i−1
(1− (κt

g,m,j)
2
)
]

+
|κt

g,m,j |(ηt)
2
A1

2d

2
+

(ηt)
3
A1

3d
3
2

2
+ ηtw∗

g
⊤(Id − wt

m,jw
t
m,j

⊤
)Ξt

wm,j
.

Next, we introduce auxiliary sequences to establish the following bounds for κt
c,m,j and κt

g,m,j . The derivation follows the
same approach as the proof of Lemma C.12 .

• Consider one neuron j ∈ Jc and suppose that κs
c,m,j ≤ a2, |κs

g,m,j | ≤ κs
c,m,j , and κs

g,m,j ≤ A2A3d
− 1

2 for all

s = 0, 1, . . . , t. Then, κs
c,m,j is lower bounded by P s

III,c for all s = 0, 1, . . . , t+ 1, where the sequence
(
P s

III,c

)t+1

s=0
is

defined recursively as follows:

P 0
III,c = (1− a2)κ

s
c,m,j , and

P s+1
III,c = P s

III,c + ηsa2k
∗α̃m,j,k∗for,cβc,k∗(P s

III,c)
k∗−1 for s ≥ 0,

with high probability.

While, κs
g,m,j is upper bounded by Qs

III,g for all s = 0, 1, . . . , t + 1, where the sequence
(
Qs

III,g

)t+1

s=0
is defined

recursively as follows:

Q0
III,g = (1 + a2)max

{
|κs

g,m,j |,
1

2
d−

1
2

}
, and

Qs+1
III,g = Qs

III,g + (1 + a2)η
sk∗|scα̃m,j,k∗,cγk∗ |(Qs

III,g)
k∗−1

+A3η
sk∗α̃m,j,k∗,cβc,k∗(κs

c,m,j)
k∗−1

d−
1
2 for s ≥ 0,

with high probability.

• Consider one neuron j ∈ Jg and suppose that κs
g,m,j ≤ a2, |κs

c,m,j | ≤ κs
g,m,j , and κs

c,m,j ≤ A2A3d
− 1

2 for all

s = 0, 1, . . . , t. Then, κs
g,m,j is lower bounded by P s

III,g for all s = 0, 1, . . . , t + 1, where the
(
P s

III,g

)t+1

s=0
is defined

recursively as follows:

P 0
III,g = (1− a2)κ

s
g,m,j , and

P s+1
III,g = P s

III,g + ηsa2k
∗scα̃m,j,k∗,cγk∗(P s

III,g)
k∗−1

, for s ≥ 0,

with high probability.

While, κs
c,m,j is upper bounded by Qs

III,c for all s = 0, 1, . . . , t + 1, where the
(
Qs

III,c

)t+1

s=0
is defined recursively as

follows:

Q0
III,c = (1 + a2)max

{
|κs

c,m,j |,
1

2
d−

1
2

}
, and

Qs+1
III,c = Qs

III,c + (1 + a2)η
sk∗|α̃m,j,k∗,cβc,k∗ |(Qs

III,c)
k∗−1

+A3η
sk∗scα̃m,j,k∗,cγk∗(κs

g,m,j)
k∗−1

d−
1
2 for s ≥ 0,

with high probability.

54



Mixture of Experts Provably Detect and Learn the Latent Cluster Structure in Gradient-Based Learning

Using these auxiliary sequences, we can deduce the following. The derivation is the same as that of Lemma C.13.

• Consider one neuron j ∈ Jc and take ηt = ηe ≤ a4d
− k∗

2 . Suppose that κs
c,m,j ≤ a2, |κs

g,m,j | ≤ κs
c,m,j , and

|κs
g,m,j | ≤ 4A3d

− 1
2 hold for 0, 1, . . . , t.. Then, if κt+1

c,m,j ≤ a2, |κt+1
g,m,j | ≤ κt+1

c,m,j , and |κt+1
g,m,j | ≤ 4a3d

− 1
2 with high

probability.

• Consider one neuron j ∈ Jg and take ηt = ηe ≤ a4d
− k∗

2 . Suppose that κs
g,m,j ≤ a2, |κs

c,m,j | ≤ κs
g,m,j , and

|κs
c,m,j | ≤ 4A3d

− 1
2 hold for 0, 1, . . . , t.. Then, if κt+1

g,m,j ≤ a2, |κt+1
c,m,j | ≤ κt+1

g,m,j , and |κt+1
c,m,j | ≤ 4A3d

− 1
2 with high

probability.

Suppose that T3,1 = ⌊(ηek∗(k∗ − 2)(1− 5k∗)(α̃m,j,k∗,cβc,k∗)(P 0
III,c)

k∗−2
)
−1
⌋, κs

c,m,j ≤ a2 with j ∈ Jc, and |κs
g,m,j | ≤

κs
c,m,j and |κs

g,m,j | ≤ A3d
− 1

2 with j /∈ Jc for all s = 0, 1, ..., T3,1. Then, the above bounds holds for all s = 0, 1, ..., T3,1

with high probability.

Thus, by Lemma A.4,

κt
c,m,j ≥ P t

III,c ≥
P 0

III,c

(1− ηek∗(k∗ − 2)(1− a2)α̃m,j,k∗,βc,k∗(P 0
I )s)

k∗−2

However, when t = T1,

κt
c,m,j ≥ P t

III,c ≥
P 0

III,c

(1− ηek∗(k∗ − 2)(1− a2)α̃m,j,k∗,cβc,k∗(P 0
III,c)s)

k∗−2

≥ 1

(ηek∗(k∗ − 2)(1− a2)(α̃m,j,k∗,cβc,k∗))
1

k∗−2

> 1.

This leads to a contradiction as κT1
c,m,j ≤ 1. Since |κs

g,m,j | ≤ 4A3d
− 1

2 ,

|κt3,1
c,m,j − κ

t3,1−1
c,m,j | ≤ A1ηe ≤ A1a4d

− k∗
2 ≤ A3d

− 1
2 .

Thus,

|κt3,1
c,m,j | ≤ |κ

t3,1−1
c,m,j |+ |κ

t3,1
c,m,j − κ

t3,1−1
c,m,j | ≤ 5A3d

− 1
2 .

This concludes that there exists some time t3,1 ≤ T3,1 = Θ(ηe
−1d

k∗−2
2 ) such that κt3,1

c,m,j > a2 and |κt3,1
g,m,j | ≤ 5A3d

− 1
2 for

j ∈ Jc with high probability.

In the same way, suppose that T3,1 = ⌊(ηek∗(k∗ − 2)(1− 5k∗)(scα̃m,j,k∗,cγk∗)(P 0
III,g)

k∗−2
)
−1
⌋, κs

c,m,j ≤ a2 with
j ∈ Jg, and |κs

c,m,j | ≤ κs
g,m,j and |κs

c,m,j | ≤ A3d
− 1

2 with j /∈ Jg for all s = 0, 1, ..., T3,1, and then, there exists some

time t3,1 ≤ T3,1 = Θ(ηe
−1d

k∗−2
2 ) such that κt3,1

g,m,j > a2 and |κt3,1
c,m,j | ≤ 5A3d

− 1
2 for j ∈ Jg with high probability.

Transition from weak to strong recovery. Next, we show that the neuron for j ∈ Jc aligns with w∗
c up to a large constant

1− c2. We denote t← t− t3,1.

Lemma C.27. Consider the expert m ∈Mc and j ∈ Jc, where j satisfies Lemma C.23. Let w∗
c
⊤w∗

g ≤ A4d
− 1

2 = Õ(d−1/2)

and ηt = ηe ≤ a4d
− k∗

2 . Then, with high probability, there exists some time t3,2 ≤ T3,2 = Θ̃(ηe
−1) such that κt3,2

c,m,j ≥
1− a2. The same argument applies symmetrically when exchanging c and g.

Proof. Once the alignment reaches a constant level, the projection onto the spherical constraint via (Id − wm,jw
⊤
m,j)

weakens the signal, requiring the reconstruction of the auxiliary sequences discussed in Lemma C.23.
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Consider experts m ∈Mc.

Suppose that, for j ∈ Jc, κs
c,m,j ≤ 1 − a2, |κs

g,m,j | ≤ κs
c,m,j , and κs

g,m,j ≤ A2A3d
− 1

2 for all s = 0, 1, . . . , t. Then,
by using a similar inequality evaluation as in Lemma C.7 and introducing a mean-zero random variable Ξt

wm,j
=

−∇wm,j
E[1(m(xc) = m)ycam,jσm(wt

m,j
⊤
xc + bm,j)] +∇wm,j

1(m(xc) = m)ycam,jσm(wt
m,j

⊤
xc + bm,j),

κs+1
c,m,j ≥ κs

c,m,j + ηs
p∗∑

i=k∗

[
iα̃m,j,i,cβc,i(κ

s
c,m,j)

i−1
(1− (κs

c,m,j)
2
)

+ iscα̃m,j,i,cγi(κ
s
g,m,j)

i−1
(w∗

c
⊤w∗

g − κs
c,m,jκ

s
g,m,j)

]
−
|κs

c,m,j |(ηs)
2
A1

2d

2
− (ηs)

3
A1

3d
3
2

2
+ ηsw∗

c
⊤(Id − ws

m,jw
s
m,j

⊤)Ξs
wm,j

≥ κs
c,m,j + ηsk∗α̃m,j,k∗,cβc,k∗(κs

c,m,j)
k∗−1

(1− (1− κs
c,m,j)

2)− p∗2ηs max
i
|scα̃m,j,i,cγi|(κs

g,m,j)
k∗−1|w∗

c
⊤w∗

g |

− p∗2ηs max
i
|scα̃m,j,i,cγi|(κs

g,m,j)
k∗
− (ηs)

2
κs
c,m,jA1

2d+ ηsw∗
c
⊤(Id − ws

m,jw
s
m,j

⊤)Ξs
wm,j

.

Since w∗
c
⊤w∗

g ≤ A4d
− 1

2 , |κs
g,m,j | ≤ A2A3d

− 1
2 and κs

c,m,j ≥ 1
2d

− 1
2 , p∗2ηs maxi |scα̃m,j,i,cγi|(κs

g,m,j)
k∗−1|w∗

c
⊤w∗

g | ≤
1
4a2η

sk∗α̃m,j,k∗,cβc,k∗(κs
c,m,j)

k∗−1, p∗2ηs maxi |scα̃m,j,i,cγi|(κs
g,m,j)

k∗
≤ 1

4a2η
sk∗α̃m,j,k∗,cβc,k∗(κs

c,m,j)
k∗−1 and

(ηs)
2
κs
c,m,jA1

2d ≤ 1
4a2η

sk∗α̃m,j,k∗,cβc,k∗(κs
c,m,j)

k∗−1.

For the noise term,

∣∣∣ s∑
s′=0

ηs
′
w∗

c
⊤(Id − ws′

m,jw
s′

m,j

⊤
)Ξs′

wm,j

∣∣∣ ≤ {a2κ0
c,m,j , if s ≤ A2d

−k∗+1,
1
4a2η

sk∗α̃m,j,k∗,cβc,k∗(κs
c,m,j)

k∗−1
, if s > A2d

k∗−1

with high probability.

Therefore, by noting that (1− (1− κs
c,m,j)

2
) ≤ 7

4a2, κs
c,m,j can be lower bounded as

κs
c,m,j ≥ (1− a2)κ

0
c,m,j + a2

s∑
s′=0

ηs
′
k∗α̃m,j,k∗,cβc,k∗(κs′

c,m,j)
k∗−1

.

By introducing an auxiliary sequence
(
P ′s

III,c

)t+1

s=0
, where

P ′0
III,c = (1− a2)κ

s
c,m,j , and

P ′s+1
III,c = P ′s

III,c + a2η
sk∗α̃m,j,k∗,cβc,k∗(P ′s

III,c)
k∗−1 for s ≥ 0,

then κs
c,m,j is lower bounded by P ′s

III,c for all s = 0, 1, . . . , t+ 1 with high probability.

In addition, with the same proof as Lemma C.23, by introducing an auxiliary sequence
(
Q′s

III,g

)t+1

s=0
, where

Q′0
III,g = 6A3d

− 1
2 , and

Q′s+1
III,g = Q′s

III,g + (1 + a2)η
sk∗|scα̃m,j,k∗,cγk∗ |(Q′s

III,g)
k∗−1

+A3η
sk∗α̃m,j,k∗,cβc,k∗(κs

c,m,j)
k∗−1

d−
1
2 for s ≥ 0,

then κs
g,m,j is upper bounded by Q′s

III,g for all s = 0, 1, . . . , t+ 1 with high probability.

Similarly, for a neuron j ∈ Jg , κs
g,m,j is lower bounded by P ′s

III,g for all s = 0, 1, . . . , t+ 1 and κs
c,m,j is upper bounded by

Q′s
III,c for all s = 0, 1, . . . , t+ 1 with high probability.

(
P ′s

III,g

)t+1

s=0
and

(
Q′s

III,c

)t+1

s=0
are defined as follows:

P ′0
III,g = (1− a2)κ

s
g,m,j , and
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P ′s+1
III,g = P ′s

III,g + a2η
sk∗scα̃m,j,k∗,cγk∗(P ′s

III,g)
k∗−1 for s ≥ 0.

Q′0
III,c = 6A3d

− 1
2 , and

Q′s+1
III,c = Q′s

III,c + (1 + a2)η
sk∗|α̃m,j,k∗,cβc,k∗ |(Q′s

III,c)
k∗−1

+A3η
sk∗scα̃m,j,k∗,cγk∗(κs

g,m,j)
k∗−1

d−
1
2 for s ≥ 0.

Note that the periods in the notation of the auxiliary sequences
(
P ′s

III,c

)t+1

s=0
,
(
P ′s

III,g

)t+1

s=0
,
(
Q′s

III,g

)t+1

s=0
, and

(
Q′s

III,c

)t+1

s=0
are

intentionally used to distinguish them from the auxiliary sequences in Lemma C.23.

We prove the following arguments by induction using this auxiliary sequence, in the same manner as Lemma C.6.

Consider one neuron j ∈ Jc and take ηt = ηe ≤ a4d
− k∗

2 . Suppose that κs
c,m,j ≤ 1 − a2, |κs

g,m,j | ≤ κs
c,m,j , and

|κs
g,m,j | ≤ A2A3d

− 1
2 hold for all 0, 1, . . . , t. Then, if κt+1

c,m,j ≤ 1− a2, |κt+1
g,m,j | ≤ κt+1

c,m,j , and |κt+1
g,m,j | ≤ A2A3d

− 1
2 with

high probability.

In the same way, consider one neuron j ∈ Jg and take ηt = ηe ≤ a4d
− k∗

2 . Suppose that κs
g,m,j ≤ 1−a2, |κs

c,m,j | ≤ κs
g,m,j ,

and |κs
c,m,j | ≤ A2A3d

− 1
2 hold for all 0, 1, . . . , t. Then, if κt+1

g,m,j ≤ 1− a2, |κt+1
c,m,j | ≤ κt+1

g,m,j , and |κt+1
c,m,j | ≤ A2A3d

− 1
2

with high probability.

Consider one neuron j ∈ Jc. Suppose that κs
c,m,j ≤ 1− a2 hold for all s = 0, 1, . . . , T3,2, where

T3,2 = ⌊(ηek∗(k∗ − 2)a2α̃m,j,k∗,cβc,k∗(P ′0
III,c)

k∗−2
)
−1

⌋.

However, at t = T3,2,

κs
c,m,j ≥ P ′s

III,c ≥
P ′0

III,c

(1− ηek∗(k∗ − 2)a2α̃m,j,k∗,cβc,k∗(P ′0
III,c)

k∗−2
)s)

1
k∗−2

≥
P ′0

III,c

(ηek∗(k∗ − 2)a2α̃m,j,k∗,cβc,k∗(P ′0
III,c)

k∗−2
)

1
k∗−2

> 1.

This leads to contradiction. Thus, there exists some time t3,2 ≤ T3,2 such that κt3,2
c,m,j > 1− a2. The same proof applies to

κ
t3,2
g,m,j for j ∈ Jg by taking T3,2 = ⌊(ηek∗(k∗ − 2)a2scα̃m,j,k∗,cγk∗(P ′0

III,c)
k∗−2

)
−1
⌋.

Strong recovery. Finally, we show that the neuron for j ∈ Jc amplifies the alignment with w∗
c , and the neuron for

j ∈ Jg amplifies the alignment with w∗
g , and we establish strong recovery (κt

c,m,j ≥ 1 − ϵ > 1 − a2 for j ∈ Jc, and
κt
g,m,j ≥ 1− ϵ > 1− a2 for j ∈ Jg).

Lemma C.28. Consider the expert m ∈ Mc and j ∈ Jc, where j satisfies Lemma C.27. Let w∗
c
⊤w∗

g ≤ A4d
− 1

2 =

Õ(d−1/2), ηt = ηe′ ≤ a4d
− k∗

2 for 0 ≤ t ≤ (T3,1 − t3,1) + (T3,2 − t3,2) − 1 and ηt = ηe′ ≤ min{a4

3 ϵd−1, a4

9 ϵ2} for

(T3,1 − t3,1) + (T3,2 − t3,2) ≤ t ≤ (T3,1 − t3,1) + (T3,2 − t3,2) + T3,3 − 1. Then, κ(T3,1−t3,1)+(T3,2−t3,2)+T3,3

c∗m,m,j∗m
> 1 − ϵ

where T3,3 = Θ̃(ϵ−1ηe′
−1) holds with high probability.

The same argument applies symmetrically when exchanging c and g.

Proof. Consider experts m ∈ Mc. Suppose that, for j ∈ Jc, we have 1 − 2a2 ≤ κs
c,m,j ≤ 1 − ϵ

3 for all s = 0, 1, . . . , t.
Then, we have

κs+1
c,m,j ≥ κs

c,m,j + ηsk∗α̃m,j,k∗,cβc,k∗(1− (κs
c,m,j)

2
)(κs

c,m,j)
k∗−1

+ ηs
p∗∑

i=k∗

iscα̃m,j,i,cγi(κ
s
g,m,j)

i−1
(w∗

c
⊤w∗

g − κs
c,m,jκ

s
g,m,j)− κs

c,m,jηe′
2A1

2d+ ηe′w
∗
c
⊤(Id − ws

m,jw
s
m,j

⊤)Ξs
wm,j
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≥ κs
c,m,j + ηsk∗α̃m,j,k∗,cβc,k∗(1− (κs

c,m,j)
2
)(κs

c,m,j)
k∗−1

− ηe′p
∗2 max

i
|scα̃m,j,i,cγi||w∗

c
⊤w∗

g |(1− (κs
c,m,j)

2
)

− ηe′p
∗2 max

i
|scα̃m,j,i,cγi||κs

g,m,j |
k∗−1

w∗
g
⊤(Id − w∗

cw
∗
c
⊤)ws

m,jκ
s
c,m,j

− κs
c,m,jηe′

2A1
2d+ ηe′w

∗
c
⊤(Id − ws

m,jw
s
m,j

⊤)Ξs
wm,j

≥ κs
c,m,j +

s∑
s′=0

6

5
ηs

′
k∗α̃m,j,k∗,cβc,k∗(1− κs′

c,m,j) +

s∑
s′=0

ηe′w
∗
c
⊤(Id − ws′

m,jw
s′

m,j

⊤
)Ξs′

wm,j
.

Since κs
c,m,j ≥ 1 − 3a2, we have w∗

g
⊤(Id − w∗

cw
∗
c
⊤)ws

m,j ≤
√
6a2 and κs

g,m,j = (w∗
g
⊤w∗

c )(w
∗
c
⊤ws

m,j) +

w∗
g
⊤(Id − w∗

cw
∗
c
⊤)ws

m,j ≤
√
6a2 + Õ(d−

1
2 ). Hence, we obtain ηsk∗α̃m,j,k∗,cβc,k∗(1 − (κs

c,m,j
2))(κs

c,m,j)
k∗−1 ≥

9
5η

sk∗α̃m,j,k∗,cβc,k∗(1 − κs
c,m,j) by κs

c,m,j ≥ 1 − 3a2 ,ηe′p∗2 maxi |sc ˜αm,j,i,cγi||w∗
c
⊤w∗

g |(1 − (κs
c,m,j)

2
) ≤

1
5η

sk∗α̃m,j,k∗,cβc,k∗(1 − κs
c,m,j) by w∗

c
⊤w∗

g = Õ(d−
1
2 ), ηe′p

∗2 maxi |scα̃m,j,i,cγi||κs
g,m,j |

k∗−1
w∗

g
⊤(Id −

w∗
cw

∗
c
⊤)ws

m,jκ
s
c,m,j ≤ 1

5η
sk∗α̃m,j,k∗,cβc,k∗(1 − κs

c,m,j) by maxi |scα̃m,j,i,cγi|/α̃m,j,k∗,cβc,k∗ ≲ 1√
a2

when

αm,j,i, ρwm,j
⊤vc > 0, and κs

c,m,jηe′
2A1

2d ≤ 1
5η

sk∗α̃m,j,k∗,cβc,k∗(1 − κs
c,m,j) by ηe′ ≤ a4

3 ϵd−1. In addition, we

have |
∑s

s′=0 ηe′w
∗
c
⊤(Id − ws′

m,j

⊤
ws′

m,j)Ξ
s′

wm,j
| ≤ a2ϵ+

1
5ηe′k

∗α̃m,j,k∗,cβc,k∗(1− κs′

c,m,j) with high probability.

Therefore, if 1− 3a2 ≤ κs
c,m,j ≤ 1− ϵ

3 , for all s = 0, 1, . . . , t,

κs+1
c,m,j ≥ κ0

c,m,j −
a2
3
ϵ+

s∑
s′=0

ηe′k
∗α̃m,j,k∗,cβc,k∗(1− κs′

c,m,j)

≥ κ0
c,m,j −

a2
3
ϵ+

1

3
sηe′k

∗α̃m,j,k∗,cβc,k∗ϵ.

and 1− 3a2 ≤ κt+1
c,m,j hold.

For 0 ≤ t ≤ (T3,1 − t3,1) + (T3,2 − t3,2) − 1, it holds that κt+1
c,m,j − ϵ

3 ≥ 1 − 2a2 by taking ηt = ηe ≤ a4d
− k∗

2 .
Take ηt = ηe′ ≤ min{a4

3 ϵd−1, a4

9 ϵ2} and suppose that κt
c,m,j ≤ 1 − ϵ

3 and for all (T3,1 − t3,1) + (T3,2 − t3,2) ≤ t ≤
(T3,1 − t3,1) + (T3,2 − t3,2) + T3,3 − 1, where

T3,3 = ⌊a2(ηe′ϵk∗α̃m,j,k∗,cβc,k∗)
−1⌋+ 1.

Then, it holds that κt
c,m,j ≥ 1− 3a2 +

1
3 tϵηe′k

∗α̃m,j,k∗,cβc,k∗ for all (T3,1 − t3,1) + (T3,2 − t3,2) ≤ t ≤ (T3,1 − t3,1) +

(T3,2− t3,2)+T3,3− 1. However, at t = (T3,1− t3,1)+ (T3,2− t3,2)+T3,3, 1− 3a2+
1
3 tϵηe′k

∗α̃m,j,k∗,cβc,k∗ ≥ 1, which
leads to contradiction. Thus, there exists some t3,3 ≤ (T3,1 − t3,1) + (T3,2 − t3,2) + T3,3 such that κt

c,m,j ≥ 1− ϵ
3 . When

there exists some time κt
c,m,j < 1− ϵ

3 for t > t3,3, κt
c,m,j ≥ 1−2a2 since |κt+1

c,m,j − κt
c,m,j | ≤ A1ηe′ . Thus, κt

c,m,j > 1−ϵ

holds for all t3,3 ≤ t ≤ (T3,1 − t3,1) + (T3,2 − t3,2) + T3,3 until κt
c,m,j > 1− ϵ

3 holds. By recursively applying this step,
we obtain the desired result.

C.5. Second Layer Optimization Stage

We have i.i.d. test-time inputs XT = (x1, . . . , xT ) and we extract Tc inputs XTc
c = (x1

c , . . . , x
Tc
c ) in the cluster c from XT .

Note that
∑

c Tc = T . We know that each XTc
c is successfully routed to the expert m ∈Mc with high probability over the

randomness of XT .

C.5.1. APPROXIMATION OF SINGLE INDEX POLYNOMIALS

We suppose σm are ReLU functions.

Lemma C.29 (Following Damian et al. (2022); Oko et al. (2024a)). Fix c and the corresponding expert m ∈ Mc such
that for all tc, hm(xtc) ≥ 0 with high probability. Suppose that bj ∼ Unif([−Cb, Cb]) with Cb = Õ(1). Let hc(z) be a
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polynomial with degree q = O(1), w ∈ Unif (Sd−1(1)), w− = −w. Then there exists a1, . . . , a2N ∈ R such that

sup
tc=1,...,Tc

∣∣∣∣∣∣ 1

2N

N∑
j=1

ajσm(w⊤xtc
c + bj)−

1

2N

N∑
j=1

ajσm(w−⊤
xtc
c + bj)− hc(w

⊤xtc
c )

∣∣∣∣∣∣ = Õ(N−1).

Moreover, we have
∑2N

j=1 a
2
j = Õ(N) and

∑2N
j=1 |aj | = Õ(N).

We obtain similar approximation results for polynomial activations (see (Oko et al., 2024a) for details). Using Lemma C.29,
we show that ,for all c, there exists some m ∈Mc and a∗m such that fm can approximate f∗

c + scg
∗.

Lemma C.30 (Following Oko et al. (2024a)). Let σm, m = 1, . . . ,M be ReLU activations or polynomial activations. Fix c
and the corresponding expert m ∈Mc such that for all tc, hm(xtc) ≥ 0 with high probability. Assume J ≳ Jminpoly log d.
There exists some parameters a∗m = (a∗mj)j such that

1

Tc

∑
tc

 M∑
m′=1

1 [hm′(xtc
c ) ≥ 0]

J

∑
j

a∗m′jσm′(ŵ⊤
m′jx

tc
c + bj)− f∗

c (w
∗
c
⊤xtc

c )− scg
∗(w∗

g
⊤xtc

c )

2

≲ Õ(|Jmin|−2+ϵ2).

where ∥a∗m∥22 = Õ(J2|Jmin|−1), ∥a∗m∥1 = Õ(J
√
C) and a∗m′j = 0 for m′ ∈Mc \ {m}.

Proof. The main difference between the proof in (Oko et al., 2024a) is that we may have superfluous experts m′ ∈Mc\{m}.
However, we only need to put a∗m′j = 0 for all m′ ∈Mc \ {m} and j = 1, . . . , J .

C.5.2. OPTIMIZING THE SECOND LAYER

We present the result of optimization of the second layer:

Lemma C.31. Suppose that J = Θ(Jminpoly log d). There exists λ > 0 such that the ridge estimator âm satisfies

Exc,c

[∣∣∣∣∣∑
m

1
[
hm(xtc

c ) ≥ 0
]
fm,âm

(xc)− f∗
c (w

∗
c
⊤xc)− scg

∗(w∗
g
⊤xc)

∣∣∣∣∣
]
≲ Õ

(
(|Jmin|−1 + ϵ) +

√
poly log d

T

)
.

with probability at least 1− od(1). Therefore, by taking |Jmin| = Õ(ϵ−1) and T = Õ(ϵ−2), we have Õ(ϵ) loss.

Proof. Let A∗
M = {{âm}m∈M |

∑
m∈M ∥âm∥r ≤

∑
m∈M ∥a∗m∥r}. We know that the router h exclusively route XTc

c

to the subset of experts ⊂ Mc with high probability. Therefore, the minimization problem of the empirical L2 loss is
decomposed as

min
{âm}m∈A∗

{1,...,M}

1

T

∑
t

(
M∑

m=1

1
[
hm(xt) ≥ 0

]
fm,âm

(xt)− yt

)2

= min
{âm}m∈A∗

{1,...,M}

∑
c

Tc

T

 1

Tc

∑
tc

( ∑
m′∈Mc

1
[
hm′(xtc

c ) ≥ 0
]
fm′,âm′ (x

tc
c )− ytcc

)2


≤ min
⊗c{âm}m∈Mc , where {âm}m∈Mc∈A∗

Mc

∑
c

Tc

T

 1

Tc

∑
tc

( ∑
m′∈Mc

1
[
hm′(xtc

c ) ≥ 0
]
fm′,âm′ (x

tc
c )− ytcc

)2


=
∑
c

Tc

T
min

{âm′}m∈A∗
Mc


1

Tc

∑
tc


∑

m′∈Mc

1
[
hm′(xtc

c ) ≥ 0
]
fm′,âm′ (x

tc
c )︸ ︷︷ ︸

=:f̂c

−ytcc


2

︸ ︷︷ ︸
=:Êxc [f̂c−yc]

,
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where we used hm′(xtc
c ) ≥ 0⇒ m′ ∈Mc with high probability,Mc∩Mc′ = ∅ for all c ̸= c′, and ∀c, {âm′}m ∈ A∗

Mc
⇒

{âm}m ∈ A∗
{1,...,M}. Therefore, the optimization is performed in parallel for each subset of parameters {âm,m ∈Mc}

and we can bound the population loss as

Ec[Exc [|f̂c − yc|]]

≤
∑
c

1

C

(
sup

âm′∈A∗
Mc

{
Exc

[|f̂c − yc|]− Êxc
[|f̂c − yc|]

}
+

√
Êxc

[(f̂c − yc)2]

)
.

Applying Lemma 14 of (Oko et al., 2024a), we have

Êxc
[(f̂c − yc)

2] = Õ

|Jmin|−1 + ϵ︸ ︷︷ ︸
Approximation

+
1√
Tc︸︷︷︸

Concentration


and the generalization error is bounded as

sup
âm′∈A∗

{m′}, m
′∈Mc

{
Exc

[|f̂c − yc|]− Êxc
[|f̂c − yc|]

}
≤ Õ

(
|Jmin|−1 + ϵ+

poly log d√
Tc

)
with probability at least 1− od(1) for the ridge estimator.
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