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Abstract

We propose using mechanistic interpretability — techniques for reverse engineering
model weights into human-interpretable algorithms — to derive and compactly
prove formal guarantees on model performance. We prototype this approach by
formally proving accuracy lower bounds for a small transformer trained on Max-of-
K, validating proof transferability across 151 random seeds and four values of K.
We create 102 different computer-assisted proof strategies and assess their length
and tightness of bound on each of our models. Using quantitative metrics, we find
that shorter proofs seem to require and provide more mechanistic understanding.
Moreover, we find that more faithful mechanistic understanding leads to tighter
performance bounds. We confirm these connections by qualitatively examining a
subset of our proofs. Finally, we identify compounding structureless errors as a
key challenge for using mechanistic interpretability to generate compact proofs on
model performance.

1 Introduction

One approach to ensuring the safety and reliability of powerful Al systems is via formally verified
proofs of model performance [48, 11]. If we hope to deploy formal verification on increasingly
large models [24, 27] with powerful emergent capabilities [56] across more diverse and broader
domains [5, 46], we will need compact proofs of generalization bounds on specific models that certify
global robustness. However, existing approaches tend to use proof strategies that suffer from bad
asymptotic complexity, while verifying either generalization properties of training procedures or local
robustness properties of specific models.

One key challenge to verification is that neural network architectures are highly expressive [51, 58],
and models with similar training procedure and performance may still have learned significantly
different weights [38, 9]. This expressivity makes it difficult to adequately compress explanations of
global model behavior in ways that correspond closely enough to the model’s actual mechanisms to
be useful for efficient verification without being too lossy, especially when using only knowledge of
the architecture or training procedure. We propose verifying model performance using understanding
derived from mechanistic interpretability (Section 2) — that is, reverse engineering the specific
implementation of the algorithm from the learned weights of particular models. Knowledge of the
specific implementation allows us to construct less lossy simplifications of the model, and more
efficiently reason about model performance over possible inputs.

In this work, we provide a case study of translating mechanistic interpretations into compact proofs.
We train an attention-only transformer on a Max-of-K task with 151 random seeds (Section 3), and
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Figure 1: We construct proofs using different degrees of mechanistic interpretation. (Left) The models we
consider in this paper are one-layer attention-only transformers, and so contain three “paths”: the OV circuit, the
QK circuit, and the direct path. (Right) For the brute-force proof (Section 4.3.1), we treat the model as a black box
and thus need to check all possible combinations of inputs. For the cubic proof (Section 4.3.1), we decompose
the model into its three corresponding paths, but still check the correctness of each path via brute force. Finally,
in some subcubic proofs (Section 4.3), we use all parts of the mechanistic interpretation presented in Section 3.
(Bottom) For each of the three categories of proof, we report the number of FLOPs used in computing the
certificate (lower=better, Appendix A.6), lower bound on model accuracy (higher=better), effective dimension
of the unexplained parts of the model (lower=better, Appendix A.5), and asymptotic complexity of the proof
strategy as we scale the inputs and model (lower=better). Significantly more compact proofs have vacuous
accuracy bounds by default. Using more mechanistic understanding allows us to recover some, but not all, of the
accuracy bounds on these more compact proofs, as our understanding is not fully faithful to the model internals.

then reverse engineer the models using standard mechanistic interpretability techniques. We use our
understanding to define a set of 102 different computer-assisted proof strategies with varying tightness
of bound and with different asymptotic complexity and number of required FLOPs (Section 4).* We
validate our technique against an additional 604 models for varying values of K (Appendix A.2.1).

We define a quantitative metric to assess the mechanistic understanding used in a proof strategy
by the dimensionality of the function space that the proof strategy must consider, which we deem
the unexplained dimensionality of the proof strategy (Sections 5.1, and A.5). Using this metric, we
find a negative relationship between proof length and degree of understanding. We qualitatively
examine proof strategies to confirm and explain this relationship, finding that more compact proofs
both require and provide more mechanistic understanding. We also find suggestive evidence that
the trade-off between proof length and tightness of bound is modulated by the faithfulness of the
mechanistic understanding used to derive the proof (Section 5.2).

However, we also identify compounding structureless error terms as a key challenge for generating
compact proofs on model behavior (Sections 5.3, and G.2.5). The implementation of algorithms
inside of neural networks may contain components that defy mechanistic understanding and appear
to us as “noise”. When we don’t know how noise composes across model components, establishing a
bound requires pessimizing over the ways the composition could occur. Worst-case noise can quickly
grow even when the empirical noise is small, leading to vacuous performance bounds.

2 Mechanistic interpretability for proofs

Generalization bounds on global performance In the style of prior mechanistic interpretability
evaluation work [6], we target theorem templates that establish bounds on the expected global
performance of the model. Let M : X — Y be a model (here assumed to be a neural network), D be
a probability distribution over input-label pairs (I,t) € L x X, notated as D|x when marginalized
over labels, and f : L x Y — R be a scoring function for evaluating the performance of the model.
Then, we seek to establish lower bounds b on the expected 5 as the form:

§:=Eqt)~p [f(I, M(t))] = b. (D

*Our 102 proof strategies are can be broken up as 1 + 1 4 10 x 5 x 2: two standalone strategies, and a class
of strategies parameterized on three axes of cardinality 10, 5, and 2 (Appendix H).
Code: https://github. com/JasonGross/guarantees-based-mechanistic-interpretability/
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As f can be any metric, this is a fully general template for theorems that can capture any aspect of
model performance for which we have a formal specification. However, in this work we restrict f to
be the accuracy and D|x to be uniform, so our theorems lower bound the accuracy of the model. Our
proof methodology generalizes straightforwardly to other input distributions (Appendix A.8), and
only a little work is required to generalize from accuracy to log-loss (Appendix A.11).

Proof template The proofs of model performance in this work have two components: a computational
component C' : model weights — R and a non-computational component () arguing that for any
model M’, C(M") < Eq)~pf(l, M'(t)), thus implying that C' generates a valid lower bound
for the performance of M. The whole proof is ) paired with a trace of running C' that certifies its
output on M.® Here, b = C(M). As even the size of the model parameters is much larger than any
reasonable (), we approximate the length of a proof pair C, @ by the length of a trace of C'(M).

Proof compactness vs. tightness of bound Different proof strategies make different tradeoffs
between compactness and tightness of bound. For example, consider two extreme proof strategies:
We can “prove” a vacuous bound using a null proof. On the other hand, in the brute-force proof, we
simply run the model on the entirety of D to achieve b = 5, albeit with a very long proof.

We quantify the length of C'(M) using two metrics: the asymptotic time complexity of C' as we
scale the size of the model and the input t, as well as the empirical average number of floating point
operations required to evaluate C'(M) over a given set of models { M, }. We measure tightness of
bound of C(M) using the ratio of the bound to the true accuracy: b/Ss.

Proof as pessimal ablation A standard way of assessing the faithfulness of mechanistic interpretabil-
ity is by ablating the parts of the model that your interpretation does not explain [54, 6, 23]. In this
framework, proofs can be thought of as performing a pessimal ablation over the unexplained parts
of the model — we set the remaining components of the model (the “noise” or error terms) to values
over X that minimize the performance of the model. However, the number of ablations required for a
complete argument might be quite high. Thus, we construct relaxations (Appendix A.4) over input
sequences, such that performing pessimal ablations on a smaller number of relaxed input sequences
is sufficient to lower bound the performance on D.

3 Experimental setting

We study our approach to generating compact proofs in a simple toy setting: Max-of-K.

Model Architecture We study one-layer, one-head, attention-only transformers with no biases
but with learned positional embeddings, with vocabulary size dyocap, model and head dimension
d = dmodel = dhead, and context length n¢¢x := k. The model parameters consist of the n¢tx X dinodel
positional embedding P; the dyocab X dmodel token embed E; the dpodel X dmodel query, key, value,
and output matrices of the attention head @), K, V, and O; as well as the d;0d4el X dyocab Unembed
matrix U. We assume (as is standard in language modeling) that dy,odel < dvocab-

For an ncgx X dyocab One-hot encoding x = [zg,%1,...,Tn,,,—1] Of an input sequence t =
[to,t1, .., tn.,.—1], we compute the logits of the model as follows:
O =xE+ P Initial residual stream (nctx X dmodel)
o= h(O)QKTh(O)T/\/(E Attention matrix (negx X Netx)
(D) = o (a) - ROVO 4+ p© Final residual stream (nctx X dmodel)
M(t)=1(= hillc)txflU Final seq. position logits (dyocan)

where ¢* is the masked softmax function used in causal attention. Because we only look at outputs
of the model above the final sequence position ¢ = n.x — 1, we also denote this position as the
“query position” and the value of the token in this position as ¢qyery, One-hot encoded as zqyery. The
model’s prediction is the token corresponding to the max-valued logit £y, ..

Task Specifically, we study the setting with n¢x = k = 4 because it is the largest sequence length
for which we can feasibly evaluate the brute-force proof. We set hidden dimension dy,ode1 = 32

80Other components of the proof to account for the difference between floating point numbers and reals are
described in Appendix A.7. Note that all proofs explicitly given in this paper are of ) only; we do not include
any traces of running C.



and a vocabulary of size dyoca, = 64 comprising integers between 0 and 63 inclusive. For an input
sequence t, we denote the frue maximum of the sequence by ?,,,x. Outputting the correct behavior is
equivalent to outputting logits £ such that Ay« := =+ — €05 < 0 for all t* # £,,x. We trained 151
models on this task. Models achieved average accuracy 0.9992 £ 0.0015 over the entire distribution.

Path decomposition Following prior work [13], we expand the logits of the model and split the paths
through the model into three components — the QK circuit, the OV circuit, and the direct path:

M(t) = 0" ((Tquers E + Pasery) QKT (XE + P)" V) - (XE + P) VOU + (@query E + Pavery) U

QK circuit OV circuit direct path

@

Intuitively, the QK circuit determines which tokens the model attends to from a particular query token
and sequence position, while the OV circuit processes the tokens and sequence positions the model
attends to. The direct path is simply the skip connection around the attention head.

We further divide the QK and OV circuits into token (position-independent) and position-dependent
components. Let Py, = ZZ P;/nctx be the average position embeds across positions (of size
dmodel), and let P denote either 1, ® Pagorlg, .. ® P, depending on context, the result of
broadcasting P,y back into the shape of P or E (that is, nctx X dmodel OF dvocab X @model)- Similarly,
let P, = 14, ... ® Pyuery be the result of broadcasting Puery. Then for one-hot encoded x, we can
rewrite the QK and OV circuits, as well as the direct path, as follows:

QK cireuit = query ( E,QK"E” x” + E,QK"P” )
—_—— —_————

EQKE EQKP
OV circuit = x EVOU +PVOU  Direct Path = zquery E,U
S—— = Nl

EVOU PVOU EU

where P=P - PandE = E+Pand E, = FE + P, (since (©) = xE + P).

3.1 Mechanistic interpretation of learned models

Using standard empirical mechanistic interpretability tech- Loghs (ot o)

niques, we interpret one of our learned models (our “mainline” S
model) by independently examining the QK and OV circuits & Sreutatends |
and the direct path.” We find that the model outputs the largest : -
logit on the true max token t,,,x by attending more to larger  ov ciruit performs, —v .
tokens via the QK circuit and copying the tokens it attends to ¥k e

via the OV circuit. We then quantitatively confirm that these

interpretations hold for all 151 models by reporting the mean Toput  fo hof2
plus minus standard deviation for various summary statistics.

Plots for this section are available in Appendix B.2.

~ Direct path
“does nothing”

Figure 2: The models in our setting
implement Max-of- K by attending ex-
QK circuit By qualitatively examining the position- ponentially more to larger tokens and
independent QK component EQKE, we find the amount of ~copying the attended-to tokens (Sec-
pre-softmax attention paid to a key token is approximately in- tion 3-1.

dependent of the value of the query token ?4yery, and increases monotonically based on the size of the
key token. We confirm this hypothesis by performing a singular-value decomposition (SVD) of the
EQKE matrices (Appendix G.2.3), and find that it contains a single large rank-one component with
singular value around 7800 + 380, around 620 + 130 times larger than the second largest component
with singular value 13 4 3. The left (query-side) singular vector is approximately constant in all
dimensions, with value 0.1243 £ 0.0003 = % = 1/\/d@;ocan. The right (key-side) singular vector of this
component is monotonically increasing as we increase the size of the key token, with (1/ Vd-scaled)
pre-softmax attention increasing by an average of 1.236 4= 0.056 when the key token increases by 1.3

In comparison, each 1/ v/d-scaled entry of the position-dependent QK component EQKP has negligi-
ble size (average 0.31 & 0.18), suggesting that EQKP is unimportant to the functioning of the model.

7 All of our trained models behave similarly; see Appendix B.3.
8This implies that the ratio of attention paid to token ¢ and ¢ — 1 is approximately exp(1.236) ~ 3.442.



We confirm this by zero ablating EQKP, which changes the models’ accuracies from 0.9992+0.0015
to 0.9993 + 0.0011. Combined with our interpretation of EQKE, this implies that the attention
pattern of the model depends only on the token values and not the ordering of the sequence.

OV circuit Then, by qualitatively examining the position-independent OV component EVOU, we
see that it has large positive entries along the diagonal. In fact, the entry along the diagonal is the
largest in the row for all rows corresponding to ¢ > 6.6 &= 1.2. Since each entry in the sequence is
uniformly sampled and dyocap, = 64, this means that EVOU is a good approximation for the identity
matrix for all but ~ (7/64)* ~ 1.2 x 1072 % of the sequences.

As with the position-dependent QK component, the position-dependent OV component PVOU also
has negligible size and is unimportant to model performance. Taken together with the above results
on EVOU, this suggests that the attention head copies the tokens it attends to.

Direct path As with the two position-dependent components, the entries in EU have small absolute
magnitude 2.54 £ 0.20,° and contribute negligibly to model performance.

4 Proofs of model performance

In this section we describe intuitions for three categories of proof that are developed around different
mechanistic interpretations and methods for using the interpretations. The strategies result in proofs
of different complexities with varying bound tightness (Table 1). We provide detailed theorem
statements, proofs, algorithms, and explanations of proof search in Appendices C, D, E, F, and G.

Our theorem statements for () will all be of the form
VM/a Cvpeciﬁc strategy(M/) S EtND\X f(tmaxv M/(t))

We leave implicit the traces of running Clpecific straregy ON OUr specific models to give the overall
theorem. We report the computational complexity or estimated FLOPs of running Clpecific strategy @S
approximations for our proof lengths.

4.1 The brute-force baseline

We start by considering the brute-force proof (Appendix D), which treats the model as a black box and
evaluates it on all possible sequences.'” However, this proof strategy has bad asymptotic complexity
and is untenable for larger models and larger input distributions. So in subsequent sections, we use
knowledge of the model drawn from the interpretation in Section 3.1 to derive more compact proofs.

4.2 A cubic proof

Next, we use the fact that the model is composed of the direct path and the QK and OV circuits
(Section 3) to decrease the number of sequences that we need to consider, and the fact that only
the position-independent components EQKE and EVOU contribute meaningfully to performance
(Section 3.1) to pessimize over sequence ordering.

First, let a pure sequence & be a sequence with at most three distinct tokens: the max token ?,,, the
final token ¢gyery < tmax, and optionally a third token t' < tmax, and let ZPUT€ be the set of all pure
sequences in X.'! For a given input sequence t, define the adjacent pure sequences Adj(t) as the set
of sequences that share the same max and query token, and only take on values in t:

Adj(t) = {g e Zpure

miaX fz = 2(;max; gquery = tquery7Vi < Metxs Ez S t}

Using the convexity of softmax and the fact that the model contains three paths, we can show that
one-layer attention-only transformers satisfies a variant of the following convexity property: for a
given t, if M (€) is correct for all £ € Adj(t), then M(t) is correct. That is, for these transformers,
we can bound the accuracy on all sequences by evaluating M on only the O(dvocab?’(nctx -1hH

For comparison, the average off-diagonal element of EVOU is 21.68 # 0.83 below the corresponding
diagonal element.

19 Appendix A.10 discusses how to compute the “brute-force” accuracy of a model on an infinite distribution.

'"In Section 4.3, we will consider a smaller set of “pure sequences”.



Table 1: We report the proof complexity, accuracy bound, and estimated flops required (Equation 2), as well as
unexplained dimensionality (Section 5). We round the FLOP and unexplained dimension counts to the closest
power of 2, and report the mean/standard deviation of the bound averaged across all 151 models. As we include
more aspects of the mechanistic interpretation (reflected by a lower number of unexplained dimensions), we get
more compact proofs (in terms of both asymptotic complexity and FLOPs), albeit with worse bounds. For space
reasons, we use k := ncix, d := dmodel, and v := dyocab-

Description Complexity Cost Bound Est. Unexplained
of Proof FLOPs Dimensions
Brute force O kd) 0.9992 4 0.0015 247 230
Cubic O k?) 0.9531 + 0.0087 225 214
Sub-cubic OW?* - k* +v* - d) 0.702 £ 0.033 221 213
w/o mean-+diff 0.349 + 0.080 221 213
Low-rank QK OW?k? 4+ vd®> + v°d) 0.675 4 0.035 222 212
~— =~
SVD only QK EU&OV 0.284 £ 0.072 222 212
Low-rank EU OW*k? + vd + v°d) 0.633 + 0.062 221 218
—6 21 13
SVD only EU  QK&OV (3.384-0.06) x 10 2 2
Low-rank QK&EU  O(v?k? + vd®> + vd + v°d) 0.610 4 0.060 221 213
—6 22 13
SVD only QK EU oV (3.3840.06) x 10 2 2
: 212 2 21 12
Quadratic QK O(W°k? + vd + v°d) 0.316 £ 0.037 2 2
QK EU&OV
: 21,2 2 21 13
Quadratic QK&EU  O(v?k? + wvd + v°d) 0.283 4 0.036 2 2
QK&EU ov

pure sequences. This allows us to bound the accuracy of our actual M on all dygcap ™ sequences,
while evaluating it on O(dvocabg(nctx — 1)!) sequences.

We can reduce the number of sequences that we need to evaluate by pessimizing over the order of a
sequence. For a given tuple of (tmax, tquery, t'), there are (n.tx — 1)! pure sequences, corresponding
to the permutations of the tuple. Pessimizing over the order of sequences reduces the number of
sequences to consider for each (¢ax, Tquery t') tuple to the number of ¢’ in the pure sequence, and
the total number of sequences to O(dvocab3nctx). By precomputing the five component matrices
EU, EQKE, EQKP, EVOU, PVOU and cleverly caching intermediate outputs, we can reduce the
additional work of each sequence to the O(n.ty) required to compute the softmax over n.4 elements,
resulting in asymptotic complexity O(dvocaanCtx2) (Theorem 12, additional details in Appendix E).

4.3 Sub-cubic proofs

‘We now consider proofs that are more compact than O(dvocab3). These require avoiding iteration
over any set of size O(dvocab?’) (e.g. the set of pure sequences) and performing operations that take
O(dyocap) time on each of O(dvocab2) combinations. Unfortunately, some methods of avoiding
these operations can lead to vacuous bounds (i.e. accuracy lower bounds near 0%). In order to
recover non-vacuous bounds, we introduce two tricks: the “mean-+diff trick” to better approximate
the sum of two components with unequal variance, and the “max row diff trick” to improve upon
the low-rank approximations for EU and EQKE. We consider applying variants of these tricks at
different locations in the naive subcubic proof, leading to 100 distinct subcubic proof strategies. See
Appendix G.2 for a formal description of these strategies.

4.3.1 Removing cubic-time computations

Reducing the number of cases by pessimizing over sufficiently small tokens Previously, we
considered G(dvocabgnctx) pure sequences &, with £ parameterized by (¢max, tquery,t’; ¢). Recall
from our mechanistic interpretation in Section 3.1 that the pre-softmax attention paid from ¢query to
a key token ¢’ is broadly invariant in ¢q,ery and increases roughly linearly with the size of ¢'. This
allows us to pessimize over the OV circuit over all “sufficiently small” tokens.



More formally, suppose we are given some gap g € N. For each pure sequence £ with max token ¢max,
query token tqyuery, such that tquery < tmax — ¢, and ¢ copies of the third token type t' < tmax — 9
we pessimally ablate the OV circuit over the set ZP" (¢, tquery, C; g) of pure sequences &' with
the same max and query tokens and ¢ copies of the third token type ¢'. If the model gets all sequences
in ZP"C (¢ 0y, tquery, C; g) correct, then we can conclude that it gets & correct, otherwise, we treat
the model as having gotten £ wrong. This means that it suffices to only consider the O(dvocaanCtx)
pessimal pure sequences of each of the O(dvocaanctx) sets of the form ZP"® (¢,ax, tquery; C; 9)-

Decoupling and pessimizing computations that require O(dvocabg) computations Many parts
of our cubic certificate require iterating through O(dvocabQ) cases parameterized by (tmax, tquery)
or (tmax,t'). For example, as part of the pessimization procedure over pure sequences, for each
of the dyocab possible values of t,,,,x, we need to consider the relative effects on the docap-sized
logits of attending to each of the O(dyocan ) other tokens t’ < tyax, and for each ¢y, and tquery, W€
need to check that the contribution of the direct path on logits queryEU is not sufficiently large as
to overwhelm the contribution from z,.xEVOU. We independently pessimize over each of these
components over one of the dy,cap-sized axes: for example, instead of computing ., EVOU +
ZTquery BU for each tmax, tquery pair, we first pessimally ablate the direct path along the query
token (which takes O(dvocabQ) time as it does not depend on the t,,,x, and then consider the sum
TmaxEVOU + max,. 2'EU. Since this sum no longer depends on tquery, We only need to perform it
O(dyocab) times, for a total cost of O(dvocab2).

Low rank approximations to EQKE and EU Recall from Section 3.1 that EQKE is approximately
rank 1, where the sole direction of variation is the size of the key token. By computing only the low
rank approximation to EQKE, we can more cheaply compute the most significant component of the
behavior in the QK circuit. To bound the remaining error, we can use the fact that after pulling off the
first principal component from each of the four matrices we multiply, very little structure remains.

We can find the rank 1/2 approximations by performing SVD on EQKE. We can efficiently compute
the SVD in (’)(dvocabdmodelz) time by using the fact that EQKE can be written as the product of
a dyocab X dmodel Matrix and a dyodel X dvocap Matrix. This allows us to avoid performing the
O(dvocademodel)—cost matrix multiplications to explicitly compute EQKE.

Similarly, we can more efficiently check that the direct path EU contributes negligibly to the model
outputs, by using SVD to decompose EU into a sum of rank 1 products (which we can evaluate
exactly) and a high-rank error term that we can cheaply bound.

4.3.2 Additional subcubic proof strategies

Tighter bounds for sums of variables with unequal variance via the “mean+diff trick Suppose
we want to lower bound the minimum of the sum of two functions over three variables h(x,y, z) =
f(z,y) + g(y, z), while only iterating over two variables at a time. The naive way is to minimize
f(z,y) and g(x, y) independently:
min fi(z,y, z) > min f(z,y) + ming(y, 2)
T,z zy Y,2
Here, the error comes from setting the ys in f and g to different values. But in cases where g(y, z)
varies significantly with y and only slightly with z, rewriting g as a sum of a component that is
independent of z (only varying along y), and one that depends on z, yields a better lower bound:
min h(z,y, z) > min (f(z,y) + E.Lg(y, ")) + min(g(y, z) — ELg(y, "))
T,z T,y Yo%
This estimate will have error at most €, while the naive estimator can have arbitrarily large error. We
refer to this rewrite as the “mean-+diff trick”.'> From the mechanistic interpretation in Section 3.1,
we know that some of the components barely vary among one or more axes. So we can apply the
mean+diff trick to get tighter lower bounds.

Avoiding matrix multiplications using the “max row-diff trick” Using properties of linear algebra,
we derive a cheap approximation to the max row-diff for the product of matrices AB in terms of the
product of the max row-diff of B and the absolute value of A, which we deem the “max row-diff”

"2In fact, this is the motivation behind the standard rewrites of QK and OV into position-independent and
position-dependent components (Section 3).
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Figure 3: For each of the proofs in Section 4, we plot the number of FLOPs used to compute the certificate,
as well as the normalized accuracy lower-bound (b/3). The brute-force proof (Section 4.1) computes the exact
performance uses orders of magnitude more compute than other approaches. The cubic proof (Section 4.3)
uses a small amount of mechanistic understanding and less compute, while still retaining good accuracy lower
bounds. Finally, subcubic proofs (Section 4.3) require the entirety of the mechanistic interpretation of the model
to attain non-vacuous bounds; this understanding allows us to further reduces compute costs, but we still achieve
worse bounds. See Appendix H.2.1 for a detailed description of the various proof strategies.

trick. We apply this trick to get a better cheap bound on the error terms of low-rank approximations,
without having to multiply out the full matrices. See Appendices G.2.2, and F for more details.

5 Results

We run each of 151 transformers on the various proof strategies of different asymptotic complexity,
and analyze these proofs to empirically examine the relationship between proof length, bound
tightness, and degree of understanding. For each proof on each transformer, we approximate the
length of the proof by estimating the number of FLOPs used, and plot this against the ratio of certified
bound the true accuracy b/s (Equation 2) in Figure 3. There exists a clear trade-off between bound
tightness and compactness of the proof — more compact proofs yield looser bounds, and tighter
bounds are associated with more expensive proofs.

5.1 Compact proofs both require and provide mechanistic understanding

Quantifying mechanistic understanding using unexplained dimensionality We first quantify the
amount of mechanistic understanding used in a proof by measuring its unexplained dimensionality
— the number of free parameters required to fully describe model behavior, assuming the structural
assumptions of the proof are correct. More detailed interpretations leave fewer free parameters
needing to be filled in via empirical observation (Appendix A.5). In Figure 5, we plot these axes and
find a suggestive correlation: proofs based on less mechanistic understanding are longer.

More mechanistic understanding allows for more compact proofs In addition to the constructions
in Section 4, the parts of proofs we were unable to compact seem to correspond to components that
we do not mechanistically understand. For example, we could not cheaply bound the behavior of
EVOU without multiplying out the matrices, and this seems in part because we do have a mechanistic
understanding of how EVOU implements low-rank copying.

Compact proofs seem to provide understanding By examining compact proofs, we can extract
understanding about the model. For example, the fact that replacing each row of EU with its average
across rows has little effect on the bound implies that EU does not vary much based on Zqyery-

5.2 Proof length vs. bound tightness trade-off is modulated by faithfulness of interpretation

Compact proofs are less faithful to model internals To derive more compact proofs, we use our
mechanistic understanding to simplify the model computation in ways that diverge from the original
model internals. For example, in some subcubic proofs (Section 4.3), we approximate EQKE with a
rank-1 approximation corresponding to the “size direction”. However, while other components are
small, they’re nonzero; this approximation harms model internals.

Less faithful interpretations lead to worse bounds on performance To confirm that faithfulness of
understanding affects the tightness of bound independent of proof length, we plot the normalized
accuracy bound of subcubic proofs that perform a rank-1 approximation to EQKE, versus the ratio
of the first two singular components. A larger ratio between the components implies that the rank-1
approximation is more faithful. In Figure 4, we see a positive correlation between the two axes: when
the interpretation is more faithful, the bounds are tighter, even at a fixed proof length.
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Figure 4: We plot the normalized accuracy bound versus the ratio of first and second singular values of EQKE,
for various types of subcubic proofs that depend on a rank-1 approximation EQKE. For each class of proof, the
closer EQKE is to rank-1, the tighter the accuracy bound. This suggests that more faithful interpretations lead to
tighter bounds even holding proof length fixed. See Appendix H.2.2 for a detailed description of proof strategies.
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Figure 5: We plot, for each proof, the approximate number of flops required to evaluate the proof, versus the
unexplained dimensionality (Section 5.1). More mechanistic understanding leaves fewer dimensions unexplained.
We observe that more compact proofs seem to leave fewer unexplained dimensions, which is indicative of the
relationship of mechanistic understanding and compact proofs. See Appendix H.2.1 for more detail.

5.3 Compounding structureless noise is a big challenge for compacting global-behavior proofs

Pessimal error terms compound in the absence of known structure The rank-1 approximation of
EQKE has small error. However, when making rank-1 approximations of each of the constituent
matrices F, @), K, pessimizing over the worst way to composing the individual small error terms
leads to a bound on the error term of EQKE that is orders of magnitude larger than the actual error
term. Because we don’t understand how the matrices compose in a way that doesn’t cause errors to
compound (without just multiplying out the matrices), this approximation leads to a trivial bound on
performance (Appendix G.2.5). We speculate that in many cases, there is no short human-interpretable
description for why random noise or approximation errors do not compound across layers of neural
networks (e.g., see the error correction results on randomly initialized neural networks from Hénni
et al. [21]), and thus that compounding structureless errors may be an issue in practice.

6 Related Work

Generalization Bounds Prior work in the PAC-Bayes framework [58, 36, 12] proves generalization
bounds over learning procedures, which are similar to the global performance bounds we consider in
this work. These proofs tend to provide statistical guarantees [25, 26] about the outputs of a known
stochastic training procedure, while we seek to bound the performance of particular trained models.

Formally verifying neural networks Most prior work formally verifies neural networks either via
model checking [28, 7] or by relaxing the problem setting and taking an automated theorem proving
approach [17, 50, 18, 35, 43] to verify local robustness properties. These proof strategies tend to be
derived by examining only the network architecture. We take an approach more akin to interactive
theorem proving [22] and verify global performance properties by reverse-engineering the weights.

Mechanistic Interpretability Finally, mechanistic interpretability is the subfield of the broader field
of understanding model internals [45], which is too large to faithfully summarize. Our work takes
most direct inspiration from efforts to deeply understand how either toy models [38, 9, 53, 2] or small
pretrained text transformers [54, 20] implement algorithmic tasks, generally by performing ablations
and SVD. In contrast, we formally prove that a transformer implements an algorithm.



Nichani et al. [39] proves that, in a significantly simplified 2-layer, 1-head attention-only transformer
model and for the task of in-context bigram statistics, gradient descent will create induction heads [40].
Our results concern transformers with fixed weights. In concurrent work, Michaud et al. [34] use
techniques inspired by mechanistic interpretability to perform automated program synthesis on
2-dimensional RNNs, while our work works with significantly larger transformer models.

7 Conclusion and Future Work

Summary In this work, we used a Max-of-K setting to prototype the use of mechanistic interpretabil-
ity to derive compact proofs of model behavior. Using varying amounts of understanding, we derived
more efficient proof computations lower bounding model accuracy. We found preliminary evidence
that mechanistic understanding can compactify proofs. Moreover, we observed that the tightness
of the lower bound offered by various proof strategies can be used to grade the faithfulness our
mechanistic interpretation. Finally, we identified compounding structureless errors as a key obstacle
to deriving compact proofs of model behavior.

Limitations and future work We study one-layer attention-only transformers on a toy algorithmic
task. Future work should explore the viability of deriving proofs via interpretability using larger
models featuring MLPs or layernorm on more complex domains. In addition, we were unable to
significantly compact the part of the proof involving the OV circuit, which future work can explore.
The proofs we explored in this work also did not lead to qualitatively novel insights; future work
may be able to derive such insights with improved techniques. Finally, future work can address the
problem of compounding structureless errors, perhaps by relaxing from worst-case pessimal ablations
to typical-case heuristic guarantees [8].
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A Subtleties of our approach

In this section, we address some subtleties and frequently asked questions about our approach.

A.1 Why study this simple task?

Formal reasoning is computationally expensive; very few large software projects have ever been
verified [31, 30], none of them comparable to large transformer models [10, 19]. Separately, there is
a high fixed cost to taking on any verification project, regardless of computational efficiency of the
verification itself. Thus, we picked the simplest setting to study the question of interest: Is it even
possible to formally reason more efficiently than by brute force about model behavior?

A.2  Scalability

In this section, we address concerns about the scalability of our approach.

A.2.1 Larger input spaces

We demonstrate that our proof strategies can be reused on larger input spaces while scaling better
than the brute force approach does.

We applied our proof strategies to models trained for Max-of-5, Max-of-10, and Max-of-20. While
running the brute force proof on Max-of-20 would require approximately 248 FLOPs, which is about
270« the cost of training GPT-3 [32], our cubic proof achieves bounds of (94.1 + 1.1) % (Max-of-5),
(91.4 £+ 2.1) % (Max-of-10), and (88.4 £ 4.0) % (Max-of-20) in under two minutes. See Tables 2, 3,
4, and 5 for more detailed numbers, and Figures 6, and 7 for visualizations. These results demonstrate
that proof strategies can be reused on larger input spaces while scaling better than the brute force
approach does.

A.2.2 Different tasks

In this paper, we worked on highly optimizing our relaxation to make our bounds as tight as possible
when incorporating as little understanding as possible. This is not necessary for deriving proofs. Our
general formalization of mechanistic interpretability is replicable: (1) theorem statements are exact
expressions for the difference between the actual behavior of the model and the purported behavior,
and (2) proofs are computations that bound the expression. Furthermore, our convexity theorems and
proofs are applicable much more generally generally to element retrieval tasks.

A.2.3 More complicated architectures

We worked on a simple model studied in A Mathematical Framework for Transformer Circuits [13].
In follow-up work, we will extend this approach to proving bounds on 1L transformers with ReLU
MLP trained on modular addition.

A.2.4 Larger models

It is an open question whether or not the mechanistic interpretability approach to proofs can scale to
larger models. However, a large part of this question lies in the feasibility of deriving a high degree of
faithful mechanistic understanding from large models — that is, whether mechanistic interpretability
itself will scale. This is widely recognized in the field, and scaling interpretability approaches while
getting both a high degree of mechanistic understanding and assurances that said understanding is
faithful to the model is an active area of research. Broadly, we see the compact proofs approach
as a metric on the quality of mechanistic understanding — we are not purporting to have a general
solution to the problem of scaling interpretability, but instead claim that the challenges in proofs are
in fact challenges in understanding networks.
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Table 2: Version of Table 1 from Section 4.1 with nctx = 5, dyocab = 64. We report the proof complexity,
accuracy bound, and estimated flops required (Equation 2), as well as unexplained dimensionality (Section 5).
Unlike Table 1, which computes the brute force bound exactly, we instead use importance sampling to estimate
the bound; estimated FLOPs are reported for what the full brute force proof would take. We round the FLOP and
unexplained dimension counts to the closest power of 2, and report the mean/standard deviation of the bound
averaged across all 151 models. For space reasons, we use k := nctx, d := dmodel, and v := dyocab.

Description Complexity Cost Bound Est. Unexplained
of Proof FLOPs Dimensions
Brute force O(v* ' kd) 0.9990 + 0.0018 254 236
Cubic O(W*k?) 0.941 £ 0.011 226 214
Sub-cubic O@W? - k* +0% - d) 0.705 4+ 0.031 222 218
w/o mean-+diff 0.405 4 0.073 222 218
Low-rank QK O k? + vd® + v%d) 0.682 + 0.033 222 212
~ =~
SVD only QK BU&OV 0.335 4 0.066 222 212
Low-rank EU OW?k? + vd + v°d) 0.649 4+ 0.055 221 213
~— =~
SVD only EU  QK&OV (4.840.1) x 1078 2% 213
Low-rank QK&EU  O(v?*k* 4 vd” + wvd + v°d) 0.628 + 0.053 222 213
—8 22 13
SVD only Qk  EU oV (4.840.1) x 10 2 2
. 21.2 2 21 12
Quadratic QK Ok + vd + v°d) 0.354 +0.034 2 2
QK  EU&OV
. 21,2 2 21 13
Quadratic QK&EU  O(v*k* + vd + v°d) 0.335 £ 0.033 2 2
QK&EU ov

Table 3: Version of Table 1 from Section 4.1 with ncx = 10, dyocab = 64. We report the proof complexity,
accuracy bound, and estimated flops required (Equation 2), as well as unexplained dimensionality (Section 5).
Unlike Table 1, which computes the brute force bound exactly, we instead use importance sampling to estimate
the bound; estimated FLOPs are reported for what the full brute force proof would take. We round the FLOP and
unexplained dimension counts to the closest power of 2, and report the mean/standard deviation of the bound
averaged across all 151 models. For space reasons, we use k := Tictx, d := dmodel, and v := dyocab-

Description Complexity Cost Bound Est. Unexplained
of Proof FLOPs Dimensions
Brute force OW*+kd) 0.9988 + 0.0013 286 206
Cubic O k?) 0.914 £ 0.021 228 214
Sub-cubic OW? - k* +v*-d) 0.674 £0.028 223 213
w/o mean-+diff 0.539 £ 0.061 223 213
Low-rank QK OW?k? 4+ vd® + v°d) 0.657 4+ 0.028 223 212
~— =~
SVD only QK EU&OV 0.469 £ 0.059 223 212
Low-rank EU OW*k? + vd + v°d) 0.639 + 0.032 228 218
—12 22 13
SVD only EU  QK&OV (0 £ 100) x 10 2 2
Low-rank QK&EU  O(v?k? + vd®> + vd + v°d) 0.625 + 0.031 223 213
—17 23 13
SVD only QK EU oV (2.9+40.1) x 10 2 2
- 21,2 2 22 12
Quadratic QK OW°k? + vd + v°d) 0.392 £ 0.030 2 2
QK EU&OV
: 21,2 2 22 13
Quadratic QK&EU  O(v?k? + wvd + v°d) 0.390 4 0.028 2 2
QK&EU ov




Table 4: Version of Table 1 from Section 4.1 with ncix = 10 and dyocab = 128. We report the proof complexity,
accuracy bound, and estimated flops required (Equation 2), as well as unexplained dimensionality (Section 5).
Unlike Table 1, which computes the brute force bound exactly, we instead use importance sampling to estimate
the bound; estimated FLOPs are reported for what the full brute force proof would take. We round the FLOP and
unexplained dimension counts to the closest power of 2, and report the mean/standard deviation of the bound
averaged across all 151 models. For space reasons, we use k := nctx, d := dmodel, and v := dyocab.

Description Complexity Cost Bound Est. Unexplained
of Proof FLOPs Dimensions
Brute force O(v* ' kd) 0.9972 + 0.0031 296 277
Cubic O(W*k?) 0.882 +0.012 231 216
Sub-cubic O@W? - k* +0% - d) 0.622 £ 0.031 224 21°
w/o mean+diff 0.390 4 0.070 224 21°
Low-rank QK OW*k? + vd®> + v%d 0.594 + 0.035 224 214
~~ =~
SVD only QK BU&OV 0.320 4 0.053 225 o4
Low-rank EU OW?k? + vd + v°d 0.607 4 0.031 224 210
SVD only EU  QK&OV (5.440.2) x 10720 224 215
Low-rank QK&EU  O(v?*k* 4 vd” + wvd + v°d) 0.595 + 0.030 224 214
—20 25 14
SVD only Qk  EU oV (5.4+0.2) x 10 2 2
Quadratic QK OW?k? + vd + v°d 0.350 4 0.029 224 o4
QK  EU&OV
: 21,2 2 24 14
Quadratic QK&EU  O(v*k* + vd + v°d) 0.384 £0.025 2 2

Table 5: Version of Table 1 from Section 4.1 with ncx = 20, dyocab = 64. We report the proof complexity,
accuracy bound, and estimated flops required (Equation 2), as well as unexplained dimensionality (Section 5).
Unlike Table 1, which computes the brute force bound exactly, we instead use importance sampling to estimate
the bound; estimated FLOPs are reported for what the full brute force proof would take. We round the FLOP and
unexplained dimension counts to the closest power of 2, and report the mean/standard deviation of the bound
averaged across all 151 models. For space reasons, we use k := Tictx, d := dmodel, and v := dyocab-

Description Complexity Cost Bound Est. Unexplained
of Proof FLOPs Dimensions
Brute force OW*+kd) 0.995 + 0.015 Q148 2126
Cubic O k?) 0.884 4 0.040 229 214
Sub-cubic OW? - k* +v*-d) 0.561 £ 0.043 224 213
w/o mean-+diff 0.486 + 0.060 224 213
Low-rank QK OW?k? 4+ vd® + v°d) 0.547 4 0.043 224 212
~ =~
SVD only QK EU&OV 0.431 £ 0.060 224 212
Low-rank EU OW*k? + vd + v°d) 0.538 + 0.043 224 218
—4 24 13
SVD only EU  QK&OV (1.0 £ 6.0) x 10 2 2
Low-rank QK&EU  O(v?k? + vd®> + vd + v°d) 0.526 + 0.041 224 213
—4 24 13
SVD only QK EU oV (1.0 £ 5.0) x 10 2 2
- 21,2 2 24 12
Quadratic QK OW°k? + vd + v°d) 0.322 £0.035 2 2
QK EU&OV
: 21,2 2 24 13
Quadratic QK&EU  O(v?k? + wvd + v°d) 0.321 4 0.035 2 2
QK&EU ov
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Figure 6: Version of Figure 3 from page 8 with varying nctx and dyocab. The brute-force proof (Section 4.1)
computes the exact performance uses orders of magnitude more compute than other approaches; unlike in
Figure 3, here we use importance sampling to estimate the bound.
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Figure 7: Version of Figure 4 from page 9 with varying nctx and dyvocan. Note that the “svd” proof strategy has
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19



A.3  Why is more mechanistic understanding correlated with worse bounds?

Figure 3 exhibits Simpson’s Paradox: although more faithful mechanistic understanding is correlated
with better bounds within each class of proof (and moreover the most extensive mechanistic under-
standing results in the greatest improvement in bound tightness over baseline), when we aggregate
across all proof strategies, we find that more mechanistic understanding is correlated with worse
bounds.

This relationship is summarized in Figure 8.

From the compression perspective, more mechanistic understanding is about having more compres-
sion. Unless the model is losselessly compressible, we should expect that more compression will
inherently be more lossy, no matter how good our compression scheme is. Correspondingly, using
more understanding to get more compression will often result in a weaker bound, no matter how
good our understanding is.

Conversely, we can think of the quality of proofs (the combination of tightness of bound, and length of
proof) as a metric for how good our mechanistic understanding is. From this perspective, the fact that
mechanistic-interpretability-derived bounds are bad suggests gaps in our mechanistic understanding.
As the field matures and we develop tools that enable more faithful and complete understanding of
model behavior, we expect that the quality of bounds we derive from mechanistic understanding will
improve.

A.4 Convex relaxation

In this work, we construct convex relaxations to perform the pessimal ablations for our proofs.

In what sense are we using “convexity”’? The intuition is that we are attempting to optimize a function
f over its domain X by incrementally making local changes to the input sequence, such as replacing
one token by another, or by changing the order of tokens. The reason that convex optimization
problems are easy to solve is that all local extrema are global extrema. This is not the case for our
optimization problem, so we find a relaxation of f and its domain such that all local extrema are in
fact global extrema.

Furthermore, most convex optimizers perform optimization at runtime by repeatedly stepping towards
extrema. In this work, we “optimize by hand”, performing the optimization in the proof of our general
theorems. The computation of the bound then only needs to instantiate the precomputed possible
extrema with the actual values of the model’s parameters to determine the the extrema actually are.

We now give a formal description of what we mean by “convex relaxation”.

For a set of inputs X;, we define a set of “relaxed inputs” X °*¢d with an injection T} : X; —
P(Xrelaxed) mapping input to the model to the set of corresponding relaxed inputs. On the relaxed
input, we define a function h; : X e!#*¢d — R such that for all t € X; and all labels [ for which (i, t)
is supported by (has non-zero probability in) D, we can find t™'**¢d ¢ T;(t) with f(I, M(t)) >
h;(trelaxed) We proceed by finding a small subset of “boundary” examples B; C X[e'®*¢d proving
that if A (£12%ed) > b, for all t7°18%ed € B; then h; (£72%¢d) > b, for all grelaxed ¢ yrelaxed,

Then, the computational component C' of the proof validates that that h;(t"'2*¢d) > b, for some b;
for all trelaxed ¢ xrelaxed 'Thjg allows us to conclude that f(I, M(t)) > b; forall t € X;.

A.5 Computing unexplained dimensionality

We claim in Figure 5 that we can use unexplained dimensionality as a metric for understanding. Here
we describe how we compute the unexplained dimensionality of a proof strategy.

As in Figure 1, for any given proof, we can separate our treatment of transformer components into
“black-box” (e.g., matrix multiplication) and “white-box” components (e.g., specifying that the QK
circuit is approximately rank one; pessimizing over non-max tokens). Considering the performance
score as a large white-box component which may reference black-boxes internally, we define the
unexplained dimensionality of a single black-box computation as the log-cardinality of it function
space (so, e.g, 2 - 64 for a function 64 — R?, whose cardinality is (RZ)%, where 64 denotes the finite
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Figure 8: The theoretical relationship between proof length and bound tightness.

set on 64 elements). The unexplained dimensionality of the entire proof is the sum of the unexplained
dimensions of all black-box components.

Intuitively speaking, unexplained dimensionality tries to capture the degrees of freedom that we
have to check via brute enumeration over black-box computations. Proofs with less unexplained
dimensionality contain more mechanistic understanding, and vice versa.

A.6 Computing approximate FLOPs

In Figure 3 and Table 1 on page 6 and on page 8, we display approximate floating point operations.
We instrument our code to execute on phantom tensors that track their shape and accumulate an
approximate count of floating point operations. We compute matrix additions and multiplications in
the obvious way. We take the instruction count of SVD to be the cost of verifying that the output of
SVD is a valid decomposition: that we have a pair of orthonormal bases which when multiplied out
give the original basis.

A.7 IEEE 754 vs.R

In Section 2 we defined C' and @) and glossed over whether we were reasoning over reals or floats.
Here we clarify this point that we’ve so far been sweeping under the rug.

Let FF denote the set of the relevant flavor of IEEE 754 Floating Point numbers (generally 32-bit for
our concrete models, but everything would hold just as well for 64-bit). Let F* denote FF restricted to
finite numbers (that is, without NaNs and without 4-00).

We parameterize C, M, and D over the real field"® they operate on, so that, e.g., Cr :
model weights — F. Then we have @ establishing that for any model M’, Cr(Mp) <
E(,6)~Ds fr (I, M5 (t)), and we have a trace demonstrating that Cr(Mp) = b.

BTechnically the floating point numbers are not a field. We gloss over this point here, since they define all of
the field operations, even if those operations do not satisfy the field axioms.
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Let i : F* — R be any injection that maps each floating point number to some real number that it is
“closest to”. Supposing that b € F* and thus b € R, we need two additional components of the proof.
We need to find €, ¢’ € RT prove that

|CR(MR) —1 (C[F(M]F)” <é€ and |(E(l,t)~’DRf]R(l, M]R(t))) —1 (E(l,t)N”D]FfF(l; M[F(t)))| < E/

Then we can chain these proofs to prove that
7 (E(l,t)NDpfF(Za Mﬂr(t))) >b—¢e— e

Such e-ball robustness proofs should be well within the scope of existing approaches to formal
methods on neural nets, see, e.g., [44, 3, 4, 29, 1, 57]. We leave actually dealing with the gap between
floating point numbers and real numbers to future work.

A.8 Non-uniform distributions

In Equation 1 in Section 2 we defined the expected model performance as the expectation of the
distribution D:

§ = B [F(LM(£))] 2 b

We then immediately specialized to the case where the marginalization D|x of D over labels is
uniform. As we’ll see in Theorem 1 in Appendix D and Algorithm 3 in Appendix E, the bound
computation is modularized between a function that bounds the performance f(I, M(t)) over a
restricted collection of inputs, and a much simpler function that combines the bounds on individual
cases into a bound on the expectation over the entire distribution. The per-input bound computation
iS CORRECTNESS in Algorithm 1 and RELAXED-CORRECTNESS-PESSIMIZING-OVER-POSITION in
Algorithm 3; the expectation computation is BRUTE-FORCE in Algorithm 1 and CUBIC in Algorithm 3.

Since the expectation computation is modularized, it is straightforward to extend our approach to
non-uniform distributions simply by adjusting the weighting of each region of inputs. However, if the
distribution is too far off from the uniform training distribution, the bound we get may not be very
good, as we may not be allocating adequate computation to the high-probability regions of the input
space.

A.9 Adversarial robustness via flexibility in D

There is flexibility inherent in Equation 1. Normally, by out-of-distribution (OOD) or adversarial
inputs, we suppose that there is a distribution Dj, that’s used for training and (in-distribution)
validation, and another distribution D’ that is the deployment distribution or generated by an adversary.
If we had knowledge of D’, we could compute the expected performance from inputs sampled from
D'. Even if we don’t have exact knowledge of D’, we can still define a very broad distribution D that
covers possible D’s.

In this work, D is the distribution of all 64* possible valid input sequences. In addition, as our proofs
partition D into subdistributions, and bound the performance on each subdistribution, we can bound
the model’s performance on any possible distribution over valid input sequences.

A.10 Infinite distributions

In the brute force proof in Section 4.1, we run the model on the entirety of D. This operation
is straightforward when X is finite. Perhaps surprisingly, we can do this even if X is infinite
as long as the PDF L x X — R of D is computable and the natural computational topology of
X is compact [16, 15, 14], because integration of computable functions on computable reals is
computable [49].

A.11 Using alternate loss functions

Building on the point from Appendix A.38, it is also relatively straightforward to extend our approach
from bounding expected accuracy to bounding log-loss. We will see in Figure 12 that the accuracy
and log-loss share a subterm A/;. Since we compute this subterm in all of our algorithms, we can
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easily extend our approach to log-loss by combining A/; directly rather than merely checking that
the value is negative as we currently do in RELAXED-CORRECTNESS-PESSIMIZING-OVER-POSITION
in Algorithm 3. Although this is sufficient for the brute-force and cubic proofs, for the subcubic
proof using Algorithm 6 in Appendix F, we would additionally have to compute a log-loss bound for
the sequences where the largest non-max token is “too close” to the max token, which we currently
neglect by considering the model to get them wrong in the worst case.

A.12 Proving upper bounds

In this work, we focus on proving lower bounds on model performance. Most of our theorems,
for example in Appendices E, and F, prove two-sided bounds. Most of the other theorems can be
straightforwardly adapted to proving upper bounds by swapping uses of min and max. Therefore,
we expect that proving upper bounds on model performance should be straightforward.

A.13 What proof system?

Length of proof depends on what proof system we use. We permit any proof system where proof-
checking time is linear in the length of the proof. This excludes dependently typed proof systems
such as Martin-Lof type theory, but such proof systems can easily be accommodated by considering
a proof-checking-trace rather than the proof object itself. Alternatively, a more conventional proof
system like ZF, ZFC, or the proof system underlying Isabelle/HOL should suffice.

B Experimental details

B.1 Training details

To train each model, we generate 384,000 random sequences of 4 integers picked uniformly at random,
corresponding to less than 2.5% of the input distribution. We use AdamW with batch_size = 128,
Ir = 0.001, betas = (0.9,0.999), weight_decay left at the default 0.01. We train for 1 epoch (3000
steps). Over our 151 seeds, models trained with this procedure achieve (99.92 + 0.15) % train
accuracy and a loss of (4 & 8) x 1073.!* When qualitatively examining a single model (for example
in Section 3.1 or Appendix H.1), we use the model with config seed 123, model seed'’ 613947648.

As our models as sufficiently small, we did not have to use any GPUs to accelerate training our
inference. Each training run takes less than a single CPU-hour to complete. In total, the experiments
in this paper took less than 1000 CPU-hours.

We use the following software packages in our work: Paszke et al. [41], Plotly Technologies Inc.
[42], Nanda and Bloom [37], Rogozhnikov [47], Virtanen et al. [52], McKinney [33], Waskom [55]

B.2 Additional details supporting our mechanistic interpretation of the model

We provide heatmaps of the matrices corresponding to the five components described/defined in
Section 3, for the mainline model.

“Numbers reported as mean across training runs =+ std dev across training runs of mean accuracy and loss.
'>The model seed is deterministically pseudorandomly derived from the seed 123.
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imply that some queries are better than others at focusing more on larger tokens.
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(a) EVOU = EVOU (b) PVOU = PVOU (c) Direct Path = E,U

Figure 10: The OV circuit is a sum of EVOU and PVOU. In Figure (a) we see that EVOU “copies” — with
the exception of input tokens < 5 (6.6 £ 1.2 across all models) — by virtue of the fact that above 5, the diagonal
is larger than all the other elements in the same row. We see that the range on Figure (b) is much smaller than
Figure (a), indicating that positional contribution to the copying is minimal. In Figure (c) we see that direct path
values matter a bit more than PVOU, being only ~ 20x smaller than the typical EVOU difference. They don’t
matter that much, though, being so small. Additionally, the vertical banding indicates that the primary effect of
this is a largely-query-independent bias towards larger numbers, reflecting the fact that the input distribution is
biased towards larger numbers being the maximum. The weak diagonal pattern indicates a slight bias towards
upweighting the query token itself as a (possible) maximum token.

B.3 Distribution of model mechanisms

We provide some analysis of the distribution of the mechanisms of the models trained on the same
configuration. At a glance, there is not that much variation across models.

The statistics of interest are: (1) o1 /02, the ratio of the first two singular values of EQKE, a measure
of the extent to which the attention score computation is low-rank; (2) s, the average score (accuracy)
of the model across the entire input distribution; (3) beyic /3, the percent-score-recovered accuracy
bound achieved by the cubic proof from Section 4.2; (4) bsybeubic/ S, the percent-score-recovered
accuracy bound achieved by the (per-model best)'® subcubic proof from Section 4.3.

For each statistic of interest, Table 6 presents an eleven-number summary of the statistic. Plots, seeds,
and statistic values are shown for models whose values are closest to each of the corresponding
summary statistics.!” Additionally, each group contains a boxplot of the summary:

¢ the minimum, maximum,; the first and third quartiles; the median and mean; percentiles
2.15%, 97.85 %, 8.87 %, and 91.13 %; these are displayed as:

* top and bottom of the vertical whisker lines; top and bottom of the box; horizontal line
inside the box, and the square; horizontal whisker lines and whisker crosshatches.

16«per-model best” here means that for each model seed, we select the variant of the subcubic proof with the
highest bound.

1If a single model is the closest to two statistics, for example when the mean and median are very similar, the
model is shown only once.
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Table 6: Plots of various models. The statistics of interest are: (1) o1 /02, the ratio of the first two singular values
of EQKE, a measure of the extent to which the attention score computation is low-rank; (2) 5, the average score
(accuracy) of the model across the entire input distribution; (3) beubic /S, the percent-score-recovered accuracy
bound achieved by the cubic proof from Section 4.2; and (4) bsubcubic/S, the percent-score-recovered accuracy
bound achieved by the (per-model best) subcubic proof from Section 4.3. The y axes are: for EQKE and
EQKP, the query token; for EVOU, the input token; for E,U, the input query token; for PVOU, the input
position. The z axes are: for EQKE, the key token; for EQKP, the key position; for EVOU, PVOU, and
E,U, the output logit token. All token axes range from 0 at the top (or left) to dvoca, — 1 = 63 at the bottom
(or right). All position axes range from O at the top (or left) to ncix — 1 = 3 at the bottom (or right).

see statistic of interest EQKE EQKP EVOU PVOU E.U
distribution  value E,QKTET E,QKTPT EVOU PVOU !
2 s

123 (selected seed) u

13654 "] || 626.5

4810 L 3500

6204 " 3334

12457 5 0.9999

19451 0.998 |- B 0-9992

15662 | | | 0.9932

16197 ™=  0.9915
32103 bopie/s 0971

6082 .|| | 0954

6155 .| | 0926

2306 == 0922
20415 bsubcubic/ S 0.80
29725 ||| 070
20976 VT 0.63

6155 = 0.61
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C Mathematical definitions

We provide a detailed breakdown of the mathematical notation used in the appendix.

Lquery
tquery

tmax

be the finite set on n elements; we write

:={0,1,...,n — 1} when we care about the ele-
ments of n

be the softmax function ¥/, e¥

be the casually-masked softmax
o*(v); == e”i/zjéi evi

be the size of the vocabulary

be the dimension of the attention head, in our
case, equal to the hidden dimension of the model
dmodel (assumpti0n1 d< dvocab)

be the context length, the number of tokens in the
input sequence, equal to K in Max-of-K

be the ncix X dmodel positional embedding

be the dyocab X dmodel token embed

be the dinodel X dmodel query, key, value, and output

matrices of the attention head )
be the dodel X dvocab Unembed matrix

be the input token sequence [to, t1,. .., tn., —1]

be the nctx X dyocab One-hot-encoded input token
sequence [T, T1, ..., T, —1)

‘= 2x_1 = Tp,,—1 be the query token

= t_1 = tp,,—1 be the one-hot encoded query
token

be the true maximum token in the input sequence,
max; t;

function,

M

RS I
~ >

av]

Pq
P.E, E,

of type X — Y be the model'®; sometimes we
write

for the logits of the model M (t)

be a probability distribution over input-label pairs
(t,) e X xL

be D marginalized to a distribution over t € X

of type L x Y — R be a scoring function for
evaluating the performance of the model

be the average position embeds across positions
(Of size dmodel)s ﬁltx Zz Pz

be either 1,, , ® Payg or 14, ., ® Paye depending
on context — that is the result of broadcasting
P,y¢ back into the shape of P or E (that is,
Netx X Amodel OF dyocab X Amodel)

be 14, ..., ® Pyuery, the broadcasting of Pyyery

be P — P, E + P, and E + P, respectively

For any vector-valued function v of length dycap, parameter-

ized over the input sequence t, let

Av; = v;—vy, . be the difference between the i element of v

and the element of v corresponding to the true maximum
of the input sequence t,,ax.-

For our particular model, we will have

Figure 11: Preliminary model definitions

Eqo~p [f(LM(t)] > b

lower bound

5 (average model score)

dyocab := 64 d = dmodel 1= 32 Nepx 1= 4

X = (Negypen)"* 264" L:=N_q,,,, =064
D|x :=U(0,1,...,dvocap — 1)™**, the uniform distribution
(theorem statement) 3)

We define the two typical performance functions corresponding to accuracy and log-loss. Note the shared subterm AZ;.

SR (tax, £) = L]argmax £; = timax] = 1[0 > max ¢; — ¢, ] 4)
i 17t max N— e’
A
FOES (e, £) = (0(0)) = 1o8(5, exp(ls — b)) )
—_———

Al;

We present the model definition in four different regroupings to define via underbrace labels various useful quantities:

M(t) = () = 0" (Fquers E + Panery) QK™ (XE + P) V) - (XE + P)VOU + (query E + Panery) U (6)

QK circuit OV circuit direct path

=0 (xquery ( E,QKTE” x" + E,QKTPT ) /\/&) : (x EVOU + f’VOU) Fquery BU )

EQKE EQKP EVOU PVOU U

o (1) EPVOU(t)
= o*(t) - xEVOU + a*(t) - PVOU + zquery EqU ®)
gEVOU(t) ZPVOU(t) ZEU(Iqucry)

= (Zi ! (0" ()i EVOU + (" (£)iPiVOU ) + Zquery ByU ©

(EVOU i (t) (PVOU.i(t) LBV (2query)

ei(t)

Figure 12: Definitions of the model behavior
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D Brute-force proof

Theorem 1. For BRUTE-FORCE (dyocab, Netx, M) as defined in Algorithm 1,

Etat7(0,1,....dvocan—1)mer |argMax(M(t)); = max t;| > BRUTE-FORCE(dyocab; Metxs M)

K2

Proof. In fact the two sides of the inequality are equal by definition. Hence the inequality follows by
reflexivity of >. 0

Algorithm 1 Counting Correct Sequences By Brute Force

1: function CORRECTNESS(M, input-sequence)

return MODEL-BEHAVIOR(M, input-sequence) == MAX(input-sequence)
end function
function BRUTE-FORCE(dyocab» Netxs M)

return mSUM(CORRECTNEss(M, tokens) for tokens € (RANGE(dyocab)) ™)

end function

AN AN

E Details of cubic proof

In this section, we prove formally the result used in Section 4.2, A cubic proof.

At its heart, the convexity of softmax'? is an extension to a simple idea: a weighted average of scalar

values is extremized by putting 100% of the weight on an extremal value.

Using this simple version of the theorem, however, gives a useless bound of 0% accuracy: if we pay
no attention to the maximum of the sequence, of course we’re going to get the wrong answer. Since
in fact the space of possible weightings we may see in practice is much smaller (finite, in fact, with
at most dyocap <> values), we may look for a more general version of this idea that gives us tighter
bounds that still cover the space of possible weightings.

The weights are not linearly independently choosable (softmax is non-linear), so extremal values do
not necessarily result from putting maximal attention on the worst token. It may be, when trying to
find the worst case, that some positions are so dis-preferred that it makes more sense to choose a
token that is “less bad” for those positions, if it draws enough attention away from the correct token.
See Lemma 3 for details.

We thus spend this section characterizing a relaxation of the constraints on weights:

1. that contains all actually possible weightings,

2. that is extremized at weights that still correspond to some notion of “put the most weight on
the extremal tokens”, and

3. for which computing the extremal weightings is computationally efficient.
Before diving in, let’s recall the proof that a weighted average of scalar values is extremized by
putting 100% of the weight on extremal values:

Theorem 2 (Warmup: Extremizing weighted averages). Fix a set of values v; € R. The weighted
average is bounded by the extremal values: for any w; such that ), w; = 1 and 0 < w; < 1,

minv; < E w;v; < maxv;
7 - 7

K2

"®Note that while in the main body, M (t) referred to the pre-softmax output logits, in the appendix we abuse
notation and occasionally use it to refer to maximum token indicated by the logits where appropriate.

See Appendix A.4 for the reason that we call this “convexity”. Note that our use of “convexity” is purely
descriptive in this section; all theorems are written out explicitly.
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Proof. The proof is simple. We have
Zwivi — miinvi = Zwi(vi — rrbinvj) >0

and
maxv; — E Wi0; = E w;(maxv; —v;) >0
i , , J
3 7

so the result follows. O

E.1 Proof strategy

The model computes the true maximum ¢,,,, when its outputs logits ¢ are such that Al =

by — Ly < 0 forall t* # tnax.”’ As a result, it suffices to lower-bound the proportion of
sequences where (an upper bound on) A/, is negative for all t* # ... In particular, we will
upper-bound the contribution from incorrect tokens ¢ in positions 7 to the difference A¢* between
incorrect (t*) and correct (,4x) output tokens Al = (i, — (¢

max

We do this by arguing that the logit difference A/;« satisfies a certain notion of convexity over the
space of a relaxation of sequences (Theorem 6), and constructing a set of @(dvocab?’nctx) “extremal”
relaxed sequences where the position and token embedding components of attention are pessimized
independently.

We start by first rewriting the contribution of each token through the attention head to the logit
difference into the contributions involving PVOU and EVOU:

Aft* (t) _ AéPVOU’it* (t) +A€EVOU,it* (t)

We then upper bound A¢PVOU:7,. (t) by noting that because the softmax attention is a weighted
average of PVOU,

ALPVOUTL(t) = £PVOUI(t),e — KPVOU’i(t)man tj
= a; (t)PVOU; 4= — o (t)PVOU; max; ¢,
= a}(t) (PVOU, 4+ — PVOU; sax, 1, )
< ai(t) max (PVOUM* — PVOU; max; 75.7‘)

Since ), of(t) = 1, we have

Netx—1

> APYOUS L () < max (PVOU; 4= — PVOU; max, 1)
=0

We then construct a set =P"° of “pure sequences” consisting of only three types of tokens in one of
two orders, and show that for each input sequence t and readoff logit ¢*, we bound the logit difference
from the token embeddings A¢FVOU:? .. (t) using a small subset X' of ZPUe:

Metx — Totx—1

1
Z AgEVOU,it* (t) < Igngfé AEEVOU’it* (5)
1=0 =0

We construct a set X*¢12xed of relaxed sequences, where each relaxed sequence t**'#*¢d consists of a
sequence and a position (t, ), where Al (t, ) is evaluated by separately considering the positional

2We use the logit difference Af;+ because: (a) it is shared in the computation of f! and f°¢1°; (b) it is a
linear function of the various paths through the model, which can therefore be analyzed separately; (c) it leaves
open both the options of pessimizing over output logit before or after combining contributions of various paths
through the model.
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contribution through attention (that is, the attention weighted PVOU) and the token contribution
(that is, the attention-weighted EVOU) and direct contribution (the logit difference through the skip
connection EU). Note that 7 indicates the position that we pay 100% of the attention to for the PVOU
contribution.

We argue that Al (t, ) satisfies a certain notion of convexity over mixtures of sequences, such
that we can evaluate it only on a set of @(dvocab?’nctx) “extremal” sequences in a way that takes
O(dyocab>netx ) total time to bound Al (t, ) for every possible input sequence. We then use the
extremal sequences that the model gets correct to lower bound the proportion of all sequences that
the model will get correct. Specifically, we argue that Algorithm 3 provides a valid lower bound on
the proportion of sequences the model gets correct.

E.2 Proof outline

We now proceed to the main results of this section.

Math fact: For each token ¢*, the logit difference A/~ for any sequence t can be decomposed into
the direct contribution from the embeds ¢FY the attention-weighted position contribution (PVOU),
and the attention-weighted token contribution (EVOU). Therefore, it suffices to upper bound each of
the three components independently, since summing these upper bounds gives a valid upper bound
on the logit difference.

We can compute the direct contribution /=Y exactly by first computing EU = E,U and then, for each
max, subtracting the logit of the max token from each row of the matrix. No theorems needed. For
each max token, we can bound the position contribution by its maximum over positions (Theorem 6).

In order to upper bound the token contribution, we argue that any mixed sequence will be upper
bounded by the maximum of the corresponding pure sequences (Theorem 7). We then argue that for
pure sequences, it suffices to consider orderings where same tokens appear contiguously (Theorem 4).

E.3 Formal proof

For this subsection, all theorems are parameterized over the following quantities.

Definition 1 (Common theorem parameters). Fix a token value function (a la a row difference in
EVOU) v : Neg,.... — R and a token attention function (a la EQKE for a fixed query token)
a:Ncg,..., = R. Fix a position value function (a la a row difference in PVOU) w : N, ., — R
and a position attention function (a la EQKP for a fixed query token) b : N, — R.

In practice, we’ll take, for fixed query token Zquery, fixed output token of interest ¢t*, and fixed
maximum token ¢,

Vy = EVOUtyt* - EVOUt,t
w; = PVOUi’t* — PVOUi’t

a; = EQKE,
b; = EQKP,

JVd
/Vd

Definition 2 (of a sequence via sorted tokens and a position permutation). We can define a sequence
of tokens via sorted tokens and a position permutation by specifying a non-decreasing sequence of
tokensto < --- <ty —1 € Neg paired with a permutation 0 : N, — Ny, .

max query »

max query »?

vocab

Definition 3 (sequence score). Given a non-decreasing sequence of tokens to < --- <, 1 €
Ned,oean and a permutation o : N, . — Ny, define the sequence score Stoyistngyy 1,0 A8
._ at; +bs(; at; +bo(;
St0, tnggx—1,0 E vy et @ E et @
O§i<nctx Ogi<nctx

We will drop the token subscript, writing only s,, when the token values are unambiguous by context.

The sequence score here will be computing A/EVOU . for some fixed t* and t,,,,x. The way we’ve
set up our definitions, high scores predict ¢* (and are thus bad), negative scores predict ¢,,,x (and are
thus good), and more negative the scores, the stronger the prediction of #,,x.

Definition 4 (swap permutation). Given a permutation o : N<,,_, — Ny, of the neix positions
and two indices 0 < 1, j < ncx, define the swap permutation o, ; to be the permutation that is o
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except swapping i and j:

o) ifk =]
OiHj(k): o(j) k=i
o(k) otherwise

Define A, ;i to be the difference in sequence scores when you swap 4 and j:
Ami(—)j = Sa“_,J — So

Lemma 3 (Characterization of swapping tokens). Fix a non-decreasing sequence of tokenstg < --- <
tn...—1 € N. Fix 0 : N — N be a permutation of the ncyx positions. Fix indices 0 < 1,j < Negx.

Nectx

Then there are two cases for sign (Ay jj):

1. If a, = ay; then sign (Ay ;e55) = — sign (bd(i) — ba(j)) sign (Uti — vt].).

a
vy e t

. ) at .
2. Otherwise, sign (A, ;«,;) = sign (ati — atj) sign (bg(i) — bg(j)) sign <sg — M)

Intuitively, Lemma 3 says that, if the token contribution to attention is equal between tokens ¢; and
t;, then the impact of swapping their positions o (7) and o(j) is entirely determined by how much
attention is paid to the positions of ¢ and j and the relative difference in their value. (Notably, by
swapping these tokens, we don’t affect the attention paid on other tokens, and so the effect of the
change does not depend on the values of the other tokens.) Alternatively, if the attentions are not
equal, then swapping the positions changes the allocation of attention to other tokens in the sequence,
and so it may the case that this change in allocation in attention dominates the attention-weighted
values of these two tokens.

Proof. First note that the theorem is trivial for ¢ = j.

For the rest of the proof, we take i # j.

The proof proceeds just by algebraic manipulation with no deep insight. We first list the facts we use,
the proceed to computing sign (A, ;). We abbreviate o;,; as o’ for brevity.

sign (ebam _ ebam) = sign (by (i) — bo(j))

sign (Ao iery) = sign (s — 5o)

ay +b_s
0<p<nc V€ " 7w

= sign — So

at +bg/
2 o<panes €W

Now multiply through by the denominator, which is positive

= Sign E Utpea‘p+bd’(P) — 8o E eatp+b0’(P)

0<p<nctx 0<p<ncex
= sign E vtpe“‘Per”(P) — vy, e (eb““) — ebo’@)) — vy, e (eba(i) — eb0’<i>)
0<p<ncex
— s, Z e Thow) 4 g_e0ti (ebau) — ebo’m) + 5, (eba(i) - eb“’m)
0<p<nctx

= sign E v et 7(p) — 'Utiea‘i (ebo(’i) — ebo(j)) — vy, e (ebv(j) — ebd(i))
0< Nectx
_ E vt at a(p) Sgeati (ebﬂ(i) — eba(j)) + so_ea‘j (ebv(j) — ebﬂ(i))
0 Nectx
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= sign ((vg, € — vy, e (P — b)) 4 5, (e — ) (b — ebo))
= sign (e’ — eP0)) sign ((vy, € — v, ™) + s (€% — €%%3))
= sign (b, (i) — bo(j)) sign (sq (e — €) — (v, €™ — vy, ™))

Divide through by non-zero values when possible

= sign (bo(i) = bo(j))

sign (vti — vtj) if a;, = ay;
. a ap.\ - v, eti —v, eti .
sign (e — e )sign | 8o — ———d—— | otherwise
e ti—e
—sign (bg(i) — bg(j)) sign (vti — vtj) ) if a, = ay,
vy, eti —vi e J

sign (flt,; — atj) sign (ba(,») — ba(j)) sign | s, —

ag.;
Aty —e t.7

t
> otherwise

e

O

Definition 5 (o fixes F'). Fix a set of fixed indices F' C N, . and an assignment of token values
to each of the fixed positions tp : F' — Neg___... (F' is the set of positions for which we are not
pessimizing over the value of the token in that position.) Fix a non-decreasing sequence of tokens
tg<--- <t 1 €N

Given a permutation o : N, — N say that o fixes F' (relative to {o,...,tn., 1) if t; =
tp(o(i)) whenever o(i) € F.

Mectx

Note that in this section, for the cubic proofs, we will in fact generally take F' = {n.sx — 1}, so that
we are fixing the final query token, though in Theorems 7, 8, and 9 F' will also contain all positions
with the maximum token ¢,,.«. In Appendix F, we will take F' = () or F to be the set of positions of
the maximum token. However, none of these theorems are specific to F' being subsingleton, and we
prove them in generality.

Definition 6 (position-sorting permutation). Fix a set of fixed indices F C N, .. and an assignment
of token values to each of the fixed positions tp : F' — Ng4

vocab*

Define the position-sorting permutation fixing indices in F' o5 : N, — Ng, . fo be the
permutation that sorts the indices not in F' according to b: for 0 < 1,5 < ne with 1,7 € F, by < b;
whenever o5(i) < 05(j); and o5(i) = i fori € F.

Definition 7 (contiguous on equal tokens). Fix a set of fixed indices F' C N, . and an assignment
of token values to each of the fixed positions tp : F' — N4 Fix a non-decreasing sequence of
tokensto < --- <ty -1 €N

vocab *

Say that the sequence represented by a permutation o : N, — N, . is contiguous on equal
tokens if, for all 0 < i, j, k < neex witht; = t; # t, andi,j,k & o~ (F), it is never the case that
0s(0(i)) < os(a(k)) < os(a(j)).

Theorem 4 (Pessimization over sequence ordering is possible and results in contiguous sequences).
Fix a set of fixed indices F' C N, and an assignment of token values to each of the fixed positions
tp: F— Ny Fix a non-decreasing sequence of tokens to < --- <1, -1 €N

vocab *

Let 0min, Omax : N — N be permutations of the n.ix positions, fixing positions in F', satisfying the
following property: For all o : N — N a permutation fixing F, we have

Somin < S0 < Sopmax (10)
(Such permutations are guaranteed to exist because the permutation group on nix elements is finite.)
Then omax and omin may be taken to be contiguous on equal tokens. That is, there exist oy and

Omin Satisfying the property of Equation 10 which additionally satisfy the definition of Definition 7.

The basic idea is that we will assume that one of 0,,,x and oy,;, cannot be contiguous on equal
tokens and derive a contradiction. We will pick the extremal permutation that is closest to being
contiguous, take a contiguity violation, and then show that either we can correct the contiguity
violation without changing the score—thus violating the presumption that the permutation is closest
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to being contiguous—or we will find one swap of indices that decreases the score and another swap
of indices that increases the score, thus violating the presumption of extremality.

In slightly more detail, but still informally, we will consider the sign of the difference between
scores of our purported extremal permutation and a permutation that has swapped some indices. The
theorem follows from showing that there exists a triple of indices 4, j, k such that the sign of the score
difference from swapping ¢ and j is different from the sign of the score difference from swapping j
and k.

First, a definition and some helpful facts about it.

Definition 8 (contiguous on equally-attended positions). Fix a set of fixed indices ' C N, and
an assignment of token values to each of the fixed positionstp : F — N4 Fix a non-decreasing
sequence of tokens tg < --- <t,. 1 €N

Say that a permutation o is contiguous on equally-attended positions if;, for all 0 < i < ey With
i & o~ (F), the sorting order according o on the contiguous block of positions with contribution
to the attention score equal to that of o(i), {0 (j) | bo(j) = bo(s) and o(j) & F}, is the same as the
sorting order according to the fraction of tokens equal to t; with b-values greater than b, (;), with ties
broken by the value of t;. Equationally, this second sorting order is defined by the score

vocab ®

Mectx

tj

dvocab

<|{k‘ |te =tj and b,y > by(;y and o(k) & F}| + >/|{k’|tk =tjando(k) ¢ F}| .

Most importantly, any permutation that is contiguous on equally-attended positions has the property
that for any indices 0 < i,j,k < netx with 4,5,k € o~ (F) and t; = t; # t; and 05(0(i)) <
os(o(k)) < os(a(j)), we will have the strict inequality by (;y < by(k) < by(j). Additionally, we
may always sort equally-attended positions to make any permutation contiguous on equally-attended
positions.

We will define an additional notion of contiguity-violations which we avoid up-front by arbitrarily
swapping involved indices without changing the score s, .

Definition 9 (needlessly non-contiguous). Fix a set of fixed indices F' C N, and an assignment
of token values to each of the fixed positions tp : F — N4 Fix a non-decreasing sequence of
tokensto < --- <ty —1 €N

vocab *

Say that a permutation o is needlessly non-contiguous at i, 5, k (for i, j,k € o= (F)) if Ay icsk =0
or Ng ot =0, for 0 < i, j, k < ne with 4,5,k & oY (F) with t; = tj # tp and o4(0(i)) <
os(o(k)) < os(a(4))-

Say that a permutation o is needlessly non-contiguous if it is needlessly non-contiguous at any
ij k& o7 (F).

Lemma 5. Fix a set of fixed indices F C N, . and an assignment of token values to each of the
fixed positionsty : F — Ny Fix a non-decreasing sequence of tokenstg < --- <1, 1 €N

vocab*
Any needlessly non-contiguous sequence o which fixes F' can be made into a sequence o' which

still fixes ' and is both simultaneously contiguous on equally-attended positions and not needlessly
non-contiguous, and for which s, = Sy.

Proof. First, sort regions of equally-attended positions to make o contiguous on equally-attended
positions. If the resulting permutation is not needlessly non-contiguous, then we are done.

Otherwise, we have A, ;1 = 0 or A, j; = 0 for some 4, j, k, for 0 < 4,4,k < neex with
i,j,n € o7 (F)and t; = t; # t; and 05(0(i)) < o5(o(k)) < o5(c(j)). Since the sequence is
contiguous on equally-attended positions, we have the strict inequality b, (;) < bo(x) < bo(j)-

By Lemma 3, we have two cases. Noting that ¢; = ¢;, we can write them as

1. V), = V¢, and A, = Qg

at. a
v, et —vy, etk
ti —e%tk

2. a;; # ay, and s, =

a
€
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In the first case, we may fully freely interchange tokens equal to ¢; with tokens equal to ¢; without
changing the score; in this case we may use the token value as a sorting tie-breaker and swap tokens
until there are no more needlessly non-contiguous triples falling into case (1).

In the second case, since swapping tokens does not change s, the property will continue to hold for
these tokens after the swap. We may then swap tokens, again using token value as a tie-breaker, until
there are no more needlessly non-contiguous triples falling into case (2). O

We can now finally make our argument for Theorem 4 more precise.

Proof of Theorem 4. Choose oyax and oy to be contiguous on equally-attended positions and
not needlessly non-contiguous, and suppose that we have ¢ € {0max, Omin } such that for some
0 <i,j,k < netx with i, 5,k & o' (F) and t; = t; # t;, we have bo(iy < bo(ry < by(;)- We will
derive a contradiction with the presumption that o is extremal by showing that we can swap ¢ and k
to change the score in one direction and that we can swap j and & to change the score in the other
direction.

Take o{, to be o but swapping 7 and &, and take o} to be o but swapping j and k.

Now we will consider the cases for the sign of the score difference Ay := Sot —So and A = So1 —So-
By the presumption of not being needlessly non-contiguous, A, # 0 for z € {0, 1}. If we can show
that the sign of A is distinct from the sign of A1, then we will have a contradiction with extremality
because we will have either Sop < So < Sgp OF Sg1 < Sg < Sy That is, we would be able to swap
i <> k and j < k to get a lower and higher score, making ¢ not extremal.

Noting that t; = 5,

_ ) sign (vg, — vy,) ifas, = as,
s1gn (AO) = s1gn (bo(z) - ba(k’)) . . vy, eti —vtke“tk .
sign (at; — a,) sign (85 — ——m i otherwise
sign (vg, — vy,) if a;, = ay,
sign (A1) = sign (by(;) — b, . . iy, % .
gn (Aq) g ( a(4) a(k)) sign (ar, — ay, ) sign (SU _ %) otherwise

Noting that the product is non-zero by presumption, that right multiplicand is equal for Ag and Ay,
and sign (by(s) — bo(r)) = —1 and sign (by(j) — bo(k)) = 1. we have our desired contradiction. [J

Note that the proof of Theorem 4 does not go through if we include the position value function w in
the score, because we may trade off the position value function against the token value function. We
now show that we can independently pessimize over positional attention.

Definition 10 (full sequence score). Given a non-decreasing sequence of tokensty < --- <t, . 1 €

. . / .
N<d,oear, and a permutation o : Ny, — Nep,,, define the full sequence score s, , as:
/ - § ' N\ pt; Tbo(i) E at; +bg (i)
StOw--;tnctxflyo' T (,Uti + wo-(l))e ‘ e
0<i<ncex 0<i<ncex

We will drop the token subscript, writing only s,., when the token values are unambiguous by context.

The sequence score here will be computing A¢EPVOU .= A¢EVOU .+ A¢PVOU . for some fixed
t* and t,.x. As with Definition 3, with the way we’ve set up our definitions, high scores predict ¢*
(and are thus bad), negative scores predict ¢,,,.x (and are thus good), and more negative the scores,
the stronger the prediction of ¢y, .

Definition 11 (relaxed sequence score). Given a non-decreasing sequence of tokens ty < --- <
tne—1 € Nea,, .., and a permutation o : No,, . — N, . define the relaxed sequence scores
Tt0,. . tng—1,0min ANA Tty ) o max AS:

Tto,...,tnctx_l,cr,min = Sto""’t"ctx_l’a —(i)_gl;,ril’rrllczijl

Tto,‘..,tnctx,l,o’,max = Stg,..t o T maxw;

Motk —15 !
ctx 0<i<ncex

We will drop the token subscript, writing only T4 min OF T max, When the token values are unambigu-
ous by context.
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Theorem 6 (Independent pessimization over positional contributions is possible). Fix non-decreasing
sequences of tokens tg < -+ < tp, -1 € Nandt) < --- < t%m—l € N and permutations

/. .
g,0 ! I\I<nctX — I\I<nctx- Let T, min and To,max denote Tto,...,tnctx_l,cr,min and Tto,...,tnctx_l,o',max:

. !/ !/
let s, denote sy, .. os and let 5 and s, denote Sthritly 1.0 and St t!

ot — /e
slnegx—1s b b =199

Then we have

. /
MINW; = Tomin — So < Sgr — S¢/ < Tomax — So = MaxX wW;.
0§i<nctx Ogi<nctx

That is, the difference between the relaxed sequence score and the sequence score of any given
sequence always bounds the difference between the full sequence score and the sequence score for
any (related or unrelated) sequence.

Proof. This proof follows straightforwardly from the softmax weighting being an affine weighting.
We have

Tomin — So = MiN Wg(;) = Minw;

0<i<ncex 0<i<nctx
To,max — So — MaAX Wq(;) = MaAXW;
0<i<Ncex 0<i<nctx
a,r+b_r; a,r+b_r;
S, — Sgr = g Wor (e i W E et @
0<i<ncex 0<i<nctx
eat;l -‘rbc,/(i)
- Z wo-/(i) at/_er(,/(j)
0<i<Tcex 0<j<neex € 7

Since e® is non-negative for all real z, we have

a4 +bor i) ay +ber (i)

D_0<i<nen €

D 0<i<nen €
0<i<nct
< s, — s, < maxwg(; =S Tetx )
eat/j+b(,/(j) = %0 o _0§j<nctxU(J) eat;erU/(j)
0<j<ncex ~ 0<j<nectx ;

min w,(;
0Sj<nctxg )

Thus we get as desired
minw; < sb, — so» < maxw;.
0<i<mctx 0<i<nctx

O

Note that we could prove a more fine-grained theorem, that pessimizes over attention paid to positions
only for sequences compatible with the chosen fixed tokens F' and ¢, but since the positional
contribution is so small we do not bother.

Theorem 7 (For a fixed ordering, softmax is convex over token counts and only pure sequences need
be considered). Fix a set of fixed indices F' C N, . and an assignment of token values to each of
the fixed positions tp : F' — Neg,, ... Fixa set S C Neg,, .. of valid other tokens in the sequence.
(In our uses of this theorem, S will be the largest subset of Ny, for which we can guarantee that
the model behaves correctly on all sequences compatible with F' and t,.5. and with tokens otherwise
drawn from S.)

Define a comparison on non-negative integers less than dyocab-

Cc:= E UtF(i)eatF(i)+bi d = E eatF(i)eri f:: E ebi

icF ieF 0<i<Netx
igF
cmp(z,y) := sign (d(e“” vy — e™uy,) — c(e — ™) + fe= Tt (vwe“m+"y - vye“m+“y))
Let temp min and temp max be the minimum and maximum elements of S according to crnp.21

For a given choice of a non-decreasing sequence of tokens to < --- <, —1 € N compatible with
F and S and a given choice of permutation o : N — N of the n.ix positions fixing F (t; = tp(o(i))

2'We will prove that cmp is transitive in the process of proving this theorem.
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foro(i) € F; and t; € S for o(i) & F): let Sy min (and Sy max) denote sy, . 4 - when

t; = tompmin for all 0(i) € F (or temp max, Fespectively).

Netx — 1

Then for all such choices of sequence-permutation pairs,

So,min S St(,,...,tnctx_l,cf § So,max-

This theorem follows by chaining two lemmas: that scores are extremized by considering pure
sequences, and that the extremal pure sequences match the comparison function defined in the
theorem statement.

Lemma 8 (Sequences scores are extremized on purer sequences). Fix all the same quantities as in
Theorem 7.

For any indices 0 < i < j < Ny, token values x,y € S, the score for a sequence with t; = x #*
y = t; is bounded on both sides by sequences witht; =t; = v andt; = t; =

Proof. Let s, g be the sequence score with ¢; = « and ¢; = (3, and define the score differences
Ag =854 — Sy and Ay 1= s, , — 55 ,,. It suffices to show that sign(A,;A,) < 0. To show this,
we must only compute the sign of A, for a € {z, y} and show that whenever both A, and A, are
non-zero, they have opposite signs.

We proceed by computation after defining some convenience variables for brevity:

C =) vy e tlow D= eutbow

0<Ek<ncix 0<Ek<ncx
k#i,j k#i,j
- x ifa=y . i fa==x . i ifa=«x
o = . oy = . . la - — . o
y ifa==2 j fa=y j fa=y

) ) Uaeaa+ba(i) + va€a41+bcr(_7’) +C vmeaw+ba(i) + vyeay+bn(j) +C
sign (A,) = sign

e%atbo(i) + e%atbo(j) +D ez +bo (i) + edytbo(j) +D
: Vaeatbotia) 4+ yaetatlotia) 4 O yyetatboia) 4yzetatlota) + C
= S1g€n —
g eaa+bo(ia) +eaa+ba(7,&> +D eaa-l-b‘,(ia) +ea&+b,,(,‘,&> +D

Multiply through by positive denominators and simplify
= sign (€ ("7 ¥0000) — 7)) 1D (ugeln0n) T = et eta))

+ Vo (eb”(ia) + eb”(ia)) ead+b°(ia)+a°‘ — Vg (ebf’(i&) + ebﬂ(ia>) ea&+b5(i&)+a(¥)
Pulling out e’ ¢ia)

= sign (e“dﬂa (ebf’(ia) + eb"(ia)) (v —va) + C (e —e®) + D (e®v, — e v&)>

Note that swapping o and & negates the sign. Hence, we have sign(A;) = —sign(A,) and hence
Spx < Suy < Sy OF Sy < Sz < Sy 4 as desired. O

Lemma 9 (Pure sequences are sorted according to cmp in Theorem 7). Fix all the same quantities as
in Theorem 7.

Fix tokens x,y € S. Let n := nex — |F| be the number of non-fixed tokens. Fix sequences with
n copies of v and y respectively: fixt, o < -+ <tzn., -1 € Nandtyo < --- <ty pn,.—1 €N
compatible with F' and S and given choices of permutations 0,0, : N — N of the n. positions
fixing F: ty; = tp(04(1)) for o,(i) € F; ty; = tp(oy(i)) for oy(i) € F; ty; = x for o,(i) € F;
andt,; =y foroy(i) ¢ F
Then

Sign((som7tz,07--~7t1,nctx—1) - (Sa'y7ty,07---aty‘nctx—l)) = Cmp(x’ y)
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EQKE(t_1,t;) == t 1B, QK E"t," /Vd
EQKP(t_1,i) = t_|E,QKTPT/Vd
EVOU(t;) := t; EVOU
PVOU(i) := P;,VOU
EY(t_) = tEU
AV by, maxty) = LY (1) — £V (E ) )max, s

Figure 13: Recapitulation of some relevant definitions from Figure 12, parameterized by the arguments they
actually depend on.

Proof. The proof goes by straightforward computation.

Sign((som7t.7:,01~v-7t.7:,nctx—l) - (sgyaty,Oa--~>ty,nctx—1))
. vee®f+c  vyef+c
= sign —
et f+d ewf+d

Multiply through by non-negative denominators
= sign ((vge®™ f +c¢) (e* f +d) — (vye®™ f +¢) (e f + d))
= sign (_Cfeax +efe™ + dfvge® — dfvye® + frugets Ty — fQUyeaI+ay)
Use f >0
= sign (—ce™ + ce®™ + dvge™ — dvye™ + fv et — fy et Tw)
=sign (c(e™ — ™) + d (vye™ —vye™) + f (vye®™ % — v et t™))
= cmp(z,y)
O

Corollary 10. Define the relation <¢yp by © <cmp y if and only if cmp(z,y) € {—1,0}. The
relation <., is always transitive.

Proof. Note that by Lemma 9, cmp is comparing two sequence scores. Since < is transitive over the
reals, the relation <., is also transitive. O

Finally, we combine the previous lemmas to complete our proof of Theorem 7:

Proof of Theorem 7. Extremal sequences with scores S, min and s, max are guaranteed to exist
because there are only finitely many elements of .S and therefore only finitely many sequences.
By Lemma 8, the extremal sequences must be pure (have ¢; = t; whenever o(i),0(j) € F). By
Lemma 9, the extremal sequences must have tokens that are extremal according to cmp. O

‘We now have all the tools necessary to prove the following theorem. We refer to Algorithm 3 and
Algorithm 4 or the proof of Theorem 11 for a definition of the CUBIC algorithm.

Theorem 11.

EtNU(Ovlv“'vdvocab_1)"“" argmaX(M (t))l = mZaX tl 2 CUBIC(dVOCab7 TNetx, M)

3

Before we give the proof of this theorem, we introduce some helpful notation.

Definition 12. Fix an element (r.,,74, ) € {0, ..., dyocan }> X {0, ...3} such that r,, > r,. We define
X (1 1q,c) 10 be the set of tokens t such that

1. The max token tax is equal to .y,
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Algorithm 2 Counting Correct Sequences in Cubic Time: Preliminaries

1: function CORRECTNESS(M, input-sequence)
2: return MODEL-BEHAVIOR(M, input-sequence) == MAX(input-sequence)
3: end function
4: function MODEL-BEHAVIOR(M, input-sequence)
Require: input-sequence is a tensor of shape (74, ) with valuesin Ny
5: tmax < MAX(input-sequence) > tmax < Max-token
t < input-sequence
skip-score,. < ACEY (¢, 1, tmax)
attn-weights-unscaled; + EQKE(t,,,, —1,t:) + EQKP (¢, —1,%)
9: attn-weights <— SOFTMAX (attn-weights-unscaled/+/d)
10: vy < EVOU(t)
11: w; < PVOU(4)
12: Avt,t* S Utt* — Ut toax
13: Awiyt* S Wi — Wit

A

14: return maxy-—,,_(skip-score,. + Z?;B‘_I(Avi7t* + Aw; 4+ ) - attn-weights,; )

15: end function

16: function CORRECTNESS-PESSIMIZING-OVER-POSITION-SLOW (M, input-sequence)

17: t < input-sequence

18: return ALL(CORRECTNESS(M, perm + [¢t_1]) for all perm € PERMUTATIONS(%(.—1))
19: end function

2. The query token tquery is equal to rg,

3. The cardinality of tokens that are not at the query position and not equal to ty,.x is equal to
c.

For clarity, we list all the possible cases. We always take tquery < tmax and let Ss act on sequences
by permuting the first three factors (i.e. keeping the query position fixed).

1. Ifc =0, then Xt tovey.0) = {[tmax> tmax tmax;, tquery) }»

2. Ife=1,then X1, toeres1) = S3-{[t1, tmaxs tmaxs tquery] | £1 < tmax )

3. Ifc=2then Xy s = S3.4[t1, t2, bnaxes tquery] | £ < tmax}s

4. If ¢ = 3, then Xy, s 3) = Sa-{[t1, b2, 3, tmax] | i < tmax}-
Definition 13. Lett € X be a sequence. We say t is pure, if it has at most three distinct tokens: the
max token ty,ax, the query token tquery, and optionally a third token t* < tpax.

We denote by XP“"® the subset of pure tokens. For any subset Y C X, we set YP'"¢ : =Y N XPure,

We now come to the proof of Theorem 11. We will show how to use the previous theorems to get
explicit bounds and explain how CUBIC(dyocab, Metx; M) computes these bounds.

Proof of Theorem 11. First of all, we note that the algorithm CUBIC = CUBIC(dyocab, Retx; M)
yields a lower bound for the accuracy on the set X . ¢ ...y.c)- We can therefore compute the bound

on X =1] (tamastgaeny ) X (tmaxstquery,c) DY computing it for each such choice (max; tquery, ¢) and
summing over them

EtNU(O>17---;dvocab_l)nCtX argmaX(M (t))l = m?x t1:| Z Z CUBIC(X(tmaxytqueryvc))'

1
(tmax ;tquery ;C)

So from now on we will fix one such subset X ;

max 7tquery 7c) N
We begin by defining a map
f : X(tnlaX7tqllery7C) — {07 ey dvocab}c

which sends a sequence to the subsequence of elements which are not at the query position and not
equal to t,ax. Then Theorem 7 can be restated as follows?2:

21n fact, the theorem yields a stronger result, but we will only need the following formulation.
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Algorithm 3 Counting Correct Sequences in Cubic Time, Part I. Lines are annotated with comments
indicating the parameters for a cache to avoid duplicate computations.

1: function MODEL-BEHAVIOR-RELAXED(M, query-tok, max-tok, non-max-tok, n-copies-
nonmax)
2: Tquery < query-tok, tmay <— max-tok, t' < non-max-tok, ¢ < n-copies-nonmax
Require: 0 < tquery < tmax < dyocabs 0 <t < tmax < dvocabs 0 < € < Nt
Require: if n-copies-nonmax = 0 then non-max-tok = max-tok
Require: if query-tok # max-tok then n-copies-nonmax < ncx — 1
Ensure: return > MODEL-BEHAVIOR(M, t) for all t with specified tquery, ¢ copies of t’ in non-
query positions, and the remalnder of the tokens equal to ax

3: skip-score,. AEY L (t query tmax) > Cache by tmax, tquery, t*
4: w; < PVOU(i) for 0 <i < Netx > Cache by i
5 Au}max,t" < MAX0<i<ney (wi,t* - wi,tmax) > Cache by tmax, t*
6: vy <— EVOU(1), Avp g+ <= Vg e — Vp g, for t € {tquery, tmax, t'} > Cache by tmax, t,
t*
7. a; + EQKE(tquery, t)/Vd  fort € {tquery, tmax, t'} > Cache by tquery,
8  bp—1 + EQKP(tquery; Netx — 1)/Vd > Cache by tquery
9:  bg._1 + SORT(EQKP(tquery,: —1))/Vd > Cache by tquery, i
10: b1,.—1 ¢ REVERSE(bg._1
11: attn-weights-unscaled, ,, 1 < Gt .., + Ong—1 > Cache by tquery
12: attn-weights-unscaledo’i —at,,. +bo; for0<i<ngx—c—1 > Cachebytyax,c, i,
tquery
13: attn-weights-unscaledl’i —ag,,, +b1,; for0<i<ngx—c—1 > Cacheby tyax, ¢, i,
tquery
14: attn-weights-unscaledo,i —ay +bo; forngx —c—1<4i<negx—1>Cachebyt,c, i,
tquery
15: attn—weights—unscaledlyi —ay +b; forngy —c—1<4i<ngyx—1>Cachebyt?,c,i,
tquery
16: attn-weights, <— SOFTMAX (attn-weights-unscaled,) > Cache by timax, t', ¢, i, tquery
17: attn-weights; <— SOFTMAX (attn-weights-unscaled, ) > Cache by tmax. t', ¢, 1, tquery
18: if ¢ = 0 then > In this case, attn-weights,, ; = attn-weights, ;, so we drop the first subscript
19: return maxt*#max(skip—scoret* +  AWmax+ + Awvy , g-attn-weights_; +
Vtorts 2o attn-weights,)
20: else
21: Avje <= Avy =+ for0<i<ngx—c—1
22: AU»L g Avt/ St for Netx — C — 1 < 1< Netx — 1
23: Ay 10 AVt ery mei—1 S maxge s (Atmax i+ + Avg 4 ) - attn-weights,
24: return max-;__skip-score,. +max o—1 max ’ ’ . *
Doico maxes g, (AWmax ¢+ + Avj ) - attn-weights, ;
25: end if

26: end function

27: function RELAXED-CORRECTNESS-PESSIMIZING-OVER-POSITION(M, tquerys tmax, t', €)

28: > runs the model on a relaxed variant of input sequences compatible with the arguments

Ensure: return is False if CORRECTNESS-PESSIMIZING-OVER-POSITION-SLOW(M, t) is False
for any t with specified ¢qyery, ¢ copies of ¢’ in non-query positions, and the remainder of the
tokens equal to t,,.x

20: return MODEL-BEHAVIOR-RELAXED(M, tquery, tmax, ', ¢) < 0

30: end function
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Algorithm 4 Counting Correct Sequences in Cubic Time, Part II

1: function CUBIC(dyocab, Metxs M)

2: count < 0 > # of correct sequences
3 for t,,.x € RANGE(dyocap) do > tmax < Max-token
4 for 0 < tquery < tmax do > tquery < query-token
5: Cmax  Netx — 1 i Lquery = tmax €lse negx — 2 > maximum copies of nonmax
6 for 0 < ¢ < ¢max do > number of valid choices for the non-max token
7 RCPOP()) < RELAXED-CORRECTNESS-PESSIMIZING-OVER-POSITION(M, ¥)
8: if ¢ = 0 then
9: t-count <— 1 if RCPOP({query, tmax, tmax, 0) else 0
10: else
11 t-count < Y"1 1 if RCPOP (£ query , tmax, ', ¢) else 0
12: end if
13: count < count + (”“’C‘fl) - (t-count)® > taking 0° = 0 conventionally
14: end for
15: end for
16: end for
17: return count - -

18: end function

Let S C {0, ..., dvocan }- Then full accuracy f—1(S¢)pure .= XP"* ¢ N f71(S°), implies full

(tmax7tquery7

accuracy on f~1(S¢).

Now instead of computing the output of the model for every element f~1(S5¢)?“ ¢, we use Theorem 4
(combined with Theorem 6) to run a relaxed version of this. In particular, we may assume that the pure
sequence is contiguous on equal tokens. Here contiguous on equal tokens means that for the positional
part of the attention (i.e. the EQKP part), we have either b, . < {b;,b;} or by, > {b;,b;}, where
i,7 € {0, ...,nctx — 1} are indices of tokens not equal to tax.

max

For the algorithm CUBIC(dyocab, Nctx, M) we fixat* € {0, ..., tmax—1} (unless ¢ = 0, in which case
there is no such choice). We then run the relaxed accuracy computation RCPOP (tquery; tmax; t', €)
as described in Theorem 6. If RCPOP (tquery, tmax, t', ¢) < 0, we add t’ to S. If we do, we add t* to
S. Therefore by construction of S we know that we get full accuracy on f~1(S¢)P“ ¢ and therefore
we get full accuracy on f~1(S5°¢).

Now we count the cardinality of f~1(.S¢) and add it to the count of correct sequences.

O

Theorem 12. The running time of Algorithm 3, after using caching to avoid duplicate computations,
is O(dvocab3nctx2)'

Proof. The nested loops in CUBIC execute the innermost body O(dvocabznctx) times, and the
summation on Line 13 costs O(nctx) per iteration. What remains is to show that the call
to RELAXED-CORRECTNESS-PESSIMIZING-OVER-POSITION (M, tquery, tmax, t', ¢) costs O(ncex)
when ¢ # 0 and at most O(dyocabnctx) When ¢ = 0 and ¢/ = ¢pax.

The matrix multiplications in EQKE, EQKP, EVOU, PVOU, and (EY can be cached upfront,
costing O(max(dyocab, @models Netx) *dmodel) < O(dyocan”) since we assume dyocab > dmodel and
dvocab > Netx-

The sorting on Line 9 can also be cached upfront (per tguery), costing O(dyocabNctx 108 Netx)-

Note that each variable assignment in RELAXED-CORRECTNESS-PESSIMIZING-OVER-POSITION can
be cached into a table parameterized over at most three variables which range over dyocap and over at
most two variables that range over n¢tx.

What remains is the return statements.

When ¢ = 0, we have on Line 19: return max»;  (skip-score,. + Awmax +
Avy_, g-attn-weights_; + Avy | 4- Z?;B‘_z attn-weights; ). This is O(dyocabnctx) as desired.
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When ¢ # 0, we have on Line 24:

return max skip-score,. +max
t* :

max

Netx —1 .
Dot maxys 2y (AWmax, e+ + Avj pe) - attn-weights, ;
—1 .
doe T maxpe 4y, (AWmax - + Avj ) - attn-weights,
We can cache maxy«;, . skip-score,. per tmax and tquery, costing (’)(dvocab%ctx). We can cache
maxes ¢, (AWmax,t+ + AV ¢+) Per tmax and ¢’ costing O(dyocan®), since each Av; 1« will be

Avy 4+ for some ¢ € {tquery; tmax, t'}. Finally, we can compute the summation in cost O(ncix) per
loop iteration, as required. O

F Quadratic counting for a sub-cubic proof

In this section we fill in the details lacking from Section 4.3.

In Appendix E we proved an intricate version of convexity of softmax where, modulo pessimizing in
unrealistic ways over the attention paid to positions for the computation done on positional encodings,
all extremal relaxed sequences correspond to actual sequences.

When we only get a budget of O(dvocaanctx) extremal relaxed cases to consider, though, we must
pessimize more, which gives us a simpler version of the convexity theorem and proof. Notably, when
we restrict our sequences to have only two tokens (the max token ¢,,,, and the non-max token t'),
most of the theorems from Appendix E.3 get significantly simpler.

Additionally, we must pessimize separately over the token value (v) and token attention (b) computa-
tions in order to allow efficient computation (Theorem 15).

F.1 Proof of baseline sub-cubic result

For this subsection, all theorems are parameterized over the following quantities.

Definition 14 (Common theorem parameters). Fix a total number of tokens nix. Fix a token value
function (a la a row-difference in EVOU) v : Noq,.... — R and a token attention function (a la
EQKE for a fixed query token) a : Ng .. — R. Fix a position value function (a la a row-difference
inPVOU) w : N, — R and a position attention function (a la EQKP for a fixed query token)
b:Np.,, — R

In practice, as in Appendix E.3, we’ll take, for fixed query token tquery»

vy = EVOU; 4+ — EVOU,,
w; = PVOU; ;- — PVOU

a, =EQKE,  ,/Vd
b; =EQKP,  ./Vd

max

%ytmax

Note that unlike in Appendix E.3, we pessimize independently over the query token and the non-max
token, so the “fixed” query token may not in fact appear in any key-side position in the relaxed
sequence we consider.

Definition 15 (of a sequence via mapping from positions). We can define a sequence of tokens via
mapping from positions by specifying a subset of valid tokens S C Nq, ., paired with a function
T : Nep.,, — S specifying which token is in each position.

voca

Definition 16 (sequence score). Given a subset of valid tokens S C Nq ... and a function
T : Neyp,,, — S specifying which token is in each position, define the sequence score

- i) +bi i) +bi
St = g vp(iyetTo E et

0<i<ncx 0<i<mctx

Definition 17 (swapped mapping). Given a subset of valid tokens S C Ngy, ., and a function
T : Neyp,,, — S specifying which token is in each position and two indices 0 < i, j < neix, define
the swapped mapping T, ; be the function that is T except swapping i and j:

T@) ifk=j
Tiy(k) = TG ifk =i
T(k) otherwise
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Lemma 13 (Characterization of swapping tokens in a two-token sequence). Fix two tokens to <
t1 € Nand a function T : No,,, — {to,t1} specifying which token is in each position.

Define At ;. j to be the difference in sequence scores when you swap i and j:

AT,iHj = ST

Then

sign (AT,i<—>j) = — Sign (bz

— Sr

—bj) sign (vray — vre))

Proof. Lemma 3 gives us the result directly when ar(;y = ap(;y. Otherwise, we get

. . : . v () €T — vp(;)e’TD
sign (Ar,ics;) = sign (ar@) — ar(j)) sign (b; — bj) sign <3T - XK )eam) — eaT(J(j) >
Hence all that remains is to show that
sign (s (70 — TG ) — v e*TD + vy ) = —sign (vra) — V7))

Define v := %(vT(i) + vp(;y) and define Av := %(vT(i) — vp(jy) so that vy = 0 + Av and
vr(j) = 0 — Av. Assume WLOG that 7'(i) = 0 and 7'(j) = 1 so that v,y = 0 + (—1)7® A for

all p.

Then we have

sign (s7 (70 — TG ) — vy e™TD + vy TG )

(e — e9TW)) —  (eT@) — eTH)) — Aw (T 4 T())

(€97 — eaT()) _M_ Av (€T 4 7))

(eaT(i) — eaT(ﬂ) — 9T — T ()

= Sign (ST (eaT(i) — eaT(j)) — (eaT(i) — ea’T(j)) — ApeT@ — Afueu’T(j))
a +b
E Ur(p)e T(p) T
_ Sign O§p<nctx
§ 7 () +0p
0<p<nctx
S (F+ ()T A) et
o sign 0<p<nctx
E 9T () H0p
0<p<nctx
edT (i) g ebP — e%T() E ebP
0§p<"ctx ng<nctx
(vl T)=T() T)=T ()
= sign(Av) sign Z p——
elT(»
0§p<nctx

eaT(i) E ebl’ —eaT(J') E ebl’

0<p<nctx
T (p)=T (i)

T (p)

0<p<nctx
=T(j)

= sign(vp@) — vr()) sign
0<p<nctx

Define

P; = Z ebr

E e tp

(eaT(’i) — eaT(j)) — T () — 2T ()

P; = Z ebr

0<p<nctx 0<p<nctx
T(p)=T() T(p)=T(5)
so that we get
sign (s7 (70 — 7)) — v e ™D 4 vy TG )
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eT) p; — eaT(j)Pj
e P; + eaT(J')Pj

= sign(vT(i) — UT(j)) sign ( (e — e9TG)) — TG — e“T(j))

Multiply through by the positive denominator and expand out so that we get
= sign(vy(;) — vr(j)) sign (—2e*TO TG Py — 2e* T TG Py)
= —sign(vr() — vr(y) sign (e"TO TG P; 4 2O TG Py)

= —sign(vruy — vry))

O

Theorem 14 (Pessimization over sequence ordering for two-token sequences is simple). Let o :
N — N denote a permutation of the n¢ix positions that sorts them according to b: for 0 < i, j < Nctx,
b; < bj whenever o4(i) < 04(j). Fix two tokens ty < t1 € N.

Let ny, be the number of p € [0, Nty ) with T'(p) = to and let ny be the number of p € [0, netx ) with
T(p) = ty,. Note that ny, + 1y, = Netx-

Define tin = argminte{toytl} vy and define tay 1= argmax; e (4o ¢y Vt-

Define Tuin, Tmax : Nen,,, — {to,t1} to be the assignment of tokens to positions that pays the least
(respectively, most) attention to tyax:

T (Z) — tmax lfo < O—S(i) <my
m . tmin ifntmax S Os (7’) < Metx

{tmin lfo < o5 (Z) < Min
tmax ifntmi,, S Og (Z) < Netx

max

ﬂnax(i) =

Then we have that
STmin < ST < 8Tax

Proof. The extremality of sp__.

min

and s follows straightforwardly from Theorem 4.

< st

max *

All that remains is st

This follows from noting by Lemma 13 that swapping two tokens in Ty, increases the sequence

score, while the reverse is true of st.___, thus showing that it must be s, that is the minimum and
ST,,.. thatis the maximum and not vice versa. O

Definition 18 (full sequence score). Given a subset of valid tokens S C N.q,_ ., and a function
T : Ney,.,, — S specifying which token is in each position define the full sequence score s/

SIT = § (UT(i)+wi)eaT(i)+bi § e (i) tbi

0<i<ncex 0<i<nctx

Theorem 15 (Independent pessimization over positional contributions and token attention and token
value is possible). Fix two tokens to < t1 € N. Let Tynin, Tmax : Nene,, — {t0,t1} and tmax, tmin
be as in Theorem 14. Fix a set S of valid tokens with ty,t1 € S.

Define relaxed versions Ty .., T : Nep . — S of Tiax and Tipin:

max’
, Tmax(i) imeax(i) = Tmax
Thnax (1) := argmin jes a; otherwise

J#tmax

, . Tmin(i) ifTrnax(i) = tmax

min (1) 1= argmax jes a; otherwise
JFtmax

That is, T, .. replaces tmin with whatever token in S draws the least attention away from tyax, while

T/ .. replaces tin with whichever token in S draws the most attention away from tpax.
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Define relaxed extremal sequence scores 77, ., 7Ty~

. L +b; b
TT, = Minw; + E U s (i)eaTr'mn“)Jr ’ E " Thain T
R 0<i<n min
= betx . .
0<i<nctx 0<i<ncex
T e -= MaxXw; + E v, . (i)eaTémx“)*'b’? E €V (0 01
max O<7,<7L min
= ctx . .
0<i<Nctx 0<i<ncex

min —

Thenrr,,, <sp andsy <rr, ..
Proof. (sketch) Essentially the same as the proof of Theorem 6. [

Note that in practice, we take .S to be the set of all tokens less than t,,,x — g for some minimum
gap g. This allows us to share computation across the various maximum tokens to reduce overall
computational complexity.

Algorithm 5 Counting Correct Sequences in Subcubic Time, Preliminaries

1: function INPUT-SEQUENCE-COMPATIBLE-WITH(input-sequence, dyocab» Mctx> maxs tquerys G
9

t < input-sequence

return False if t ¢ (Ncg, ., )" > the sequence is not made of valid tokens
return False if ¢ _1 # tquery > wrong query token
return False if max; t; # tyax > wrong max token
return False if |{i € N, |t; # tmax}| # ¢ > wrong count of non-max toks

return ALL(f; = tyax OF tax — t; > g for 0 <@ < mngx) > check gap on non-max toks
end function
: function CORRECTNESS-PESSIMIZING-OVER-GAP-SLOW (M, dyocab, Metx> tmaxs Lquerys € G)
return ALL(CORRECTNESS(M, t) for all t s.t. INPUT-SEQUENCE-COMPATIBLE-WITH(t,
dvocabs Nectxs tmaXs tquery, c, g))
11: end function
12: function SUBCUBIC(dyocabs Tetxs M, G)

A A A

Ju—

13: count < 0 > # of correct sequences

14: Gtanstauorysc = MIN(Emax, MAX(1, Gy o)) > Clip G to valid range

15: Gl ming<y Gy e > Cache running minima

16: for t,,.x € RANGE(dyocab) do > tmax < Max-token

17: for 0 < tquery < tmax do > tquery < query-token

18: Cmin < 0if tquery = tmax else 1 > minimum copies of nonmax
0 ifta =0 . .

19: Cmax < . > maximum copies of nonmax
Netx — 1 otherwise

20: for cin < ¢ < Cax do > valid choices for the number of non-max tokens

21 9 Gl tauery

2 g e

23: q-gap < tmax — tquery

24: RCPOG(Y) + RELAXED-CORRECTNESS-PESSIMIZING-OVER-GAP(M, X)

25: if (q-gap =0orqg-gap > g) and RCPOG(dvocab; Nctx, tmaxs tquerys €, 9, §*)

then

26: c « cif tquery = tmax €lse c — 1 > # of non-max non-query tokens

27: count +— count + (") (tyax — 9)¢ > taking 0° = 1 conventionally

28: end if

29: end for

30: end for

31: end for

32 return count - g—

33: end function
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Algorithm 6 Counting Correct Sequences in Subcubic Time

1: function MODEL-BEHAVIOR-RELAXED-OVER-GAP(M, tmax, tquery, G G §°)
Ensure: CORRECTNESS-PESSIMIZING-OVER-GAP-SLOW is False = result is False
Require: 0 < g* < g <tmax
Require: if ¢ = 0 then tquery = tmax

PRADIN RN

9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24
25:

26:
27:
28:
29:
30:
31:
32:
33:
: function RELAXED-CORRECTNESS-PESSIMIZING-OVER-GAP(M, dyocab, Netxs tmaxs Lquerys G

34

35:
Ensure: CORRECTNESS-PESSIMIZING-OVER-GAP-SLOW is False = result is False
Ensure: return is False if CORRECTNESS-PESSIMIZING-OVER-GAP-SLOW(M, t) is False for any

36:

skip-score < maxgs £V (tquery )i+ — ming £8Y (tquery )i > Cache by tquery
v, + EVOU(t)
w; — PVOU(1)

AWpax ¢+ 4 MAX; Wy g+ — Wi ¢ > Cache by tpax, t*

max

AWmax,max < Max AWmax > Cache by tyax

A’Ut < Inaxyx Vg g — mint* Vg, t* > Cache by t

AUmax — MaXg<i<t, .. —g* AU > Cache by tyax — g*
tmax

Avt* — Vbmax,t* — /Utmax%tmax > Cache by tmax

Avlmex — maxys 4, Avy > Cache by tmax

if c = 0 then

EU
gt* — E (tmax)t* + 'Utmax,t* + AU)max,it*
return maxg- 2, (C+ — C,,..,)

end if

b me—1 < BEQKP (tquery, Metx — 1)/\/& > Cache by tquery
bo.—1 < SORT(EQKP (tquery,: —1))/Vd > Cache by tquery» i
b1,.—1 < REVERSE(bg._1)

a; < EQKE(tquery, t)/\/a > Cache by tquery. t
Gmin,¢ < Milg<pr <t Gy > Cache by tquery, t, compute in amortized O(dyocan?)
(max,t < MaXg<yr<t Ay > Cache by tquery, t, compute in amortized O(dyocan?)
AlGmax < Oty — Cmin,tmax—g > Cache by tquery» tmaxs €
Almin <= 0t — Cmax timax—g > Cache by tquerys tmaxs €
idx-set <— {0, ..., ncx — ¢ — 1} if tmax 7 tquery €1s€ {0, ... Negx — € — 2, Nepx —

attn-weights-unscaled, ; < bo ; + (Aamiy if 7 € idx-set else 0)
attn-weights-unscaled, ; <= b1 ; + (Aamax if i € idx-set else 0) > Cache by tquery> tmax %

attn-weights, <— SOFTMAX (attn-weights-unscaled,,) > Cache by tquerys tmaxs % €
attn-weights; <— SOFTMAX (attn-weights-unscaled, ) > Cache by tquerys tmaxs % €
attn-maxg < y attn-weights ;

attn-maxy < D cigeo altN-weights, ;

attn-max < attn-maxg if Avimax < Avy, .. else attn-max;

max

> Recall that Av?max is negative when the model outputs the correct answer

max

return skip-score + Awpax max + attn-max - Avimax + (1 — attn-max ) Avpyax

i€idx-set

end function

9-9")

> runs the model on a relaxed variant of input sequences compatible with the arguments

t with specified ¢ax, tquery, and ¢ tokens not equal to ¢,y

return MODEL-BEHAVIOR-RELAXED-OVER-GAP(M, tmax, tquery, ¢, 9, %) < 0

37: end function
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Theorem 16. For all G,

Eent/(0,1,.. dyocar —1yrers |argmax(M(t)); = maxt; | > SUBCUBIC(dvocab; Nlctx; M, G)
7

Proof. (sketch) Apply preceding lemmas and theorems to Algorithm 6 O

Theorem 17. The running time of Algorithm 6, after using caching to avoid duplicate computations,
is O(dvocab2dmodel + dvocab2nctx2)

Proof. (sketch) Sum the complexities indicated along the right side of Algorithm 3. The
dyocab2dmodel term comes from the precomputing EVOU, EU, and EQKP. The dyocab Nctx >
term comes from the softmax over n., tokens for O(dvocaanctx) pessimized pure sequences. Con-
firming that none of the complexities on the right side exceeds O(dyocab2dmodel + Avocab >Nctx2)
completes the proof.

O

G Subcubic proof strategies

In this section, we present a number of proof strategies that we use to reduce the computational cost
of the proof, ultimately driving down the cost of EU and EQKE verification to O(dyocab@model )
while unfortunately leaving the cost of EVOU verification at O(dyocab2dmodel)-

The three main tricks we cover are the mean+diff trick (Appendix G.1), the max row-diff trick
(Appendix G.2.2), and the rank one / rank two SVD decomposition of EQKE (Appendix G.2.3).
While the mean+diff trick is useful for getting slightly better bounds, the SVD decomposition of
EQKE is the place where we get to insert the most understanding (without which we’d have no
hope of non-vacuous bounds below O(dyocab>dmodel)), and the max row-diff trick is the workhorse
that allows us to drive down the error term computations from cubic to quadratic without getting
completely vacuous bounds.

G.1 The mean+diff trick

Suppose we have quantities f; ,, and g, . and we want to pessimize (WLOG, suppose minimize) the
quantity fg , + gy,. over z, y, and z in time less than O(nznyn;), say we allow O(ngn, + nyn, +
ngzn,). Also suppose the variation of f over the y axis is much larger than the variation of f over the
X-axis.

We can of course say

min Joy + min g, - < fey + Gy.z

But we can do better!
Note that
f%y = waw,y =+ (fz,y - Ezfz,y)

Suppose that f, , varies much less over x than it does over y, and much less than g, . varies over
either of y and z. This will make the following bound a good approximation, though the bound is
sound even without this assumption. We can write

Joy + 9y 2 inylg[fzy + 9y.2]
= min[]Ezfm,y + gy,z + fm,y - Ea:fx,y}

z,Y,z
Z min[]Ezfr,y + gy,z} + Inin[ffb,y - ]E:cfry]
z,Y,2 z,Y,%

= IB’IZH[ETfr,y + gy,z] + IEiyn[fm,y - E"cfr,y}

By averaging the variation over certain axes, we have
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Theorem 18 (Mean+Diff).
Win fory + gy, 2 WnEe foy + gy +minlfo, — Ko fay]
< _
max foy + gy, < max{Eqfoy + gy.] + max{foy — Eofoy]

and the RHSs can be computed in time (’)(nwny +nyn, + NgNy) for ng, Ny, and N, the number of
possible values of x, y, and z, respectively.

Example for how this helps with small variation:
Take any function k(y) and then take
fz,y = k(y) + Z':1(557 y)
Gy,z ‘= _k(y) + 52(?/7 Z)
Then we have
min[foy +gy.2] = minfer (2,) + e2(y, 2)]
min f, , + min g, . = min k(y) + min —k(y) + mine; (x,y) + mines(y, 2)
.,y Y,z Y y zy Y,z

= min k(y) — max k(y) + miney (z,y) + mines(y, 2)
Yy Yy x,y Y,z

rgiyn[fww —Eqfay| + Igizn[gyz +Egfay] = rgrr}iynsl(x, y) + r;lizn[gg(y, z) + Eger(z,y)]

If £1 and &4 are small compared to min,, k(y) — max, k(y), then using E, f,, , gives a much better
bound.

Note, though, that this could be a worse bound if the assumption of small variation does not hold.

Note also that this trick is not restricted to adding and subtracting E,, f, ,,. If f is a matrix indexed
by x and y, we might also try taking SVD and using the first principal component instead. A basic
application of the triangle inequality gives the following, more general, result:

Theorem 19 (Summarize+Diff). For any h,, which can be computed in time O(ny,),
min foy + gy.» = Winfhy + gy o] + minffoy — by

max Jey + 9y < r%ix[hy + 9yl + Hmlix[fx,y — hy]

and the RHSs can be computed in time O(ngyn, + nyn, + ny,) for ng, n,, and n, the number of
possible values of x, y, and z, respectively.

We see that if the variation of f in the z-axis is indeed much smaller than the variation in the y-axis,
then letting

Joy =hy +eay
we get

’glyig foy + gz — minfhy + gy, — minf, — hy]

<

min[fac,y + gy,z] - Iggl[hy + gy,z} + ’rﬁiz;n[gw>y]

T,Y,2

< 2max |5 |

so indeed this bound isn’t too much worse and we are able to compute it in quadratic rather than
cubic time.

G.2 Details of SVD of QK proof

As discussed in Section 4.3.1, to further reduce the computation cost of proof, we need to avoid
computing the residual stream, EVOU, and EPQKE matrices fully. Using mechanistic insight or
otherwise, we observe that these matrices (apart from EVOU) can be well-approximated by rank one
matrices. This will remove the dominant computation cost of O(dyocab? * dmodel )-
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G.2.1 Comments on relationship between mechanistic insight and proof size

Up to this point, we haven’t really said much in our proofs about what the model is doing. All the
mechanistic insight has been of the form “the model varies more along this axis than this other axis”
or “the input data is distributed such that handling these inputs is more important than handling these
other inputs” or, at best, “the model computes the answer by attending to the maximum token of the
sequence; everything else is noise”.

Here, finally, our proof-size constraints are tight enough that we will see something that we could
plausibly call “how the model pays attention to the maximum token more than anything else”, i.e., (if
we squint a bit) “the model pays more attention to larger tokens in general.

G.2.2 The max row-diff trick

As stated above, we are breaking matrices into their rank one approximation and some error term. To
bound the error, i.e. to bound expressions of the form [[,(A; + E;) — [, A;, where E; denote the
matrix errors, we can use the following trick:

Lemma 20 (Max Row-Diff (vector-matrix version)). For a row vector a and a matrix B,
max (aB); — (aB);) < Y |ax | max (Bi - By.))
’ & 2y

Moreover, for a collection of n row vectors A,., if the shape of B is m X p, the right hand side can be
computed for all r in time O(nm + mp).

Proof.
max(aB); — (aB);

2]

= nl}aszak (Bk7i — BkJ)

< Z HiliX ax (Bk,i — Bk,j)

B Z max; j (By,; — Bg,j) ifar >0
min; j (Bg; — By,;) ifar <0

. Z max; ; Bkz Bk j) ifak Z 0
— 1nax; j (Bkz —Bk]) ifap <0

= Z |ax| max (By.i — By.;)
- .

The asymptotic complexity of computing the result follows from caching the computation of
max; j (By; — By ;) for each k independently of r, as the computation does not depend on A,.. [

Theorem 21 (Max Row-Diff). For matrices A and B,
max ((AB)M — (AB); ;) < max g |A, | max (Bg,; — By ;)
T 1,7
k

Proof. By taking the max of Lemma 20 over rows r of A. O

Lemma 20 can also be applied recursively for a product of more than two matrices.

Lemma 22 (Max Row-Diff (vector-matrix recursive version)). For a row vector a and a sequence of
n matrices B), of shapes r, X cp,

max (aHB ) - <3H3p> <Y lakgl Y | (Br-1)ks .o | max (Bt i = (Bn)k,. 5)
; p i ko o 7
Moreover, for a collection of q row vectors A, the right hand side can be computed for all « in time

O(gqro +>_, Tpcp)-
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Proof. We proceed by induction on n.
For n = 1, the statement is identical to Lemma 20.

Suppose the theorem holds for all positive n = s; we show the theorem holds for n = s + 1. We
reassociate the matrix multiplication as

e (i) - (v )

i J
s+1 s+1
= ma (aBs) B — B
1

Using the induction hypothesis gives

<Z Zako B1)ko ks

k1 ko

J

Z| B2)ky ko | -+ Z | )k, ks 41 | Inax ((Bs+1)ks+1,i - (BS+1)ks+1J)

.s+1

The triangle inequality gives

< Z Z |ako B1 k07k1 | Z I B2 k177€2 Z | k57k7 s+1 | max ((Bs+1)ks+17i - (BS+1)ks+1-,j>
k1 ko

ks+1

and algebra gives

= Z |ak0‘ Z |(B1)ko~,k1| Z ‘(B2)k1»k2| Z | k kst | maj‘x ((BSJrl)kerhi - (BS+1)ks+17j>
kO k}l k2

a+1

The asymptotic complexity of computing the right hand side also follows straightforwardly by
induction. [

Theorem 23 (Max Row-Diff (recursive)). For a sequence of n + 1 matrices Ay, ..., Ay,

me <HAP> — <HAP> <max2| (Ao)r kol Z| n=1)kn—1,kn
” p 1 p T

2

max((A Vensi = (An)ky )

Proof. By taking the max of Lemma 22 over rows r of Ag. O

Note that Theorem 21 is compatible with the mean+diff trick of Appendix G.1.

Theorem 24 (Combined Mean+Diff and Max Row-Diff). For matrices A and B, and any column-
wise summary vector Hy, of A (for example we may take Hy, :== E, A, 1)

%]

max ((AB)y,; — (AB)r;) < (maxz Hy, (B,i — Bktj)) +max Y |A.x — Hg| max (By; — Bx,;)
2,7 k T k 1,7

Proof.
max ((AB),; — (AB); ;)
T,%,]
= Hrlla;(ZA'r k Bkz Bk,])

= maxz Hk + A'nk - Hk)) (Bk7i - Bk)j)

T2,

= HZIE;X <Z Hy (B, — Br,j) + mraxz (Ar g — Hy) (Br,i — Bk_’j)>
' k k
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IA

<HZIE;XZH]€ (Bk,z - Bk,j)> + mTaXZm%_X (Ar,k - Hk) (Bk,i — Bk,j)
" PR

IN

(HZ;&}X > Hy (B — Bm)) +max ) | A, — Hil max (By.i — Br.;)
Yk k "

O

Theorem 25 (Combined Mean+Diff and Vector-Matrix Recursive Max Row-Diff). For a row vector
a, a vector of summaries h corresponding to a (for example, if a is a row of a matrix, h might be the
average of the rows), a sequence of n matrices B), of shapes r, X cp, and a corresponding sequence
of column-wise summary vectors hy, of By, (for example we may take (hy)y := E,.(Bp)r i),

e (o11e) (o112

J

S HZIE;X (Z hkO e Z(Bn_l)knflykn ((Bn)k'rui - (Bn)kru]))
B ko

kﬂ,

+ > lan, = higl - <<HZ.IE}X > (Bo1)k, (Bu)koi — (Bn)kn,j)>
ko " kn

+3 Btk by = (hn1)k, %@X((Bn)kmi - (Bn)kn,j)>
kn ’

Moreover, for a collection of q row vectors A, the right hand side can be computed for all « in time
O(gqro +>_, TpCp)-

Proof sketch. Apply the triangle inequality recursively, fusing the proofs of Lemmas 22, and 24. [

Theorem 26 (Combined Mean+Diff and Recursive Max Row-Diff). For a sequence of n+ 1 matrices
Ao, ..., An, and corresponding column-wise summary vectors hg, ..., hy_1 of Ao, ..., An_1,

max (H Ap> - (H Ap>
72,9
p T, p r,J

5]

< max (Z(ho)ko Y (An Dk b (An)ii — (An)kn,j)>

ko kn

+ ) 1(Ao)ky — (Bo)ko| -+ - ((ITZJQX > (hn1)k, (An)k,.i — (An)kn,j)>
ko 7k

+ Z |(An—1)kn 1 by — (Pn—1)k, | max (An)kn,i — (An)kn,j)>

Moreover, if the matrices A, have shapes r, X cp, the right hand side can be computed in time

O(Ep T;DCP>'
Proof. By taking the max of Theorem 25 over rows 7 of Ag. O

G.2.3 Exploring rank one approximation via SVD

Let us first look at _
EQKE := E,QKTE".

From Figure 9a, we see that there is not much variation along long query token direction. We can
confirm this by performing a singular value decomposition (SVD) on EQKE, as seen in Figure 14.
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Figure 14: SVD of EQKE for seed 123, with principal component vectors scaled by the square root of the
corresponding singular value. This scaling allows us to see visually that there is not much going on beyond the
first singular component. Numerically: the first singular value is just over 7440, while the second singular value
is just under 15.

The first singular value is just over 7440 (7800 £ 380 across all seeds), while the second singular
value is just under 15 (13.1 £ 2.8 across all seeds). The ratio across all seeds is 620 = 130. There’s
really not much going on here beyond the first singular component.?3

Call the first singular component of EQKE the “query direction” d, and the “size direction” dj, on
the query-side and key-side, respectively.

There are two ways that we can decompose EQKE into a low-rank component that we can compute
exactly, and a full-rank error term that we approximate bounds for.

G.2.4 The simple SVD decomposition of QK

In time O(dvocabdmodeﬂ) we can perform SVD on each of the four component matrices E4, Q, K,
E and perform low-rank SVD on the matrix product E,QKTE”.

We can then bound the difference between two elements in the same row of EQKE by computing
exactly the difference between the two elements in the same row of the rank one approximation of
EQKE, and adding to that a bound on the difference between the two elements in the same row of
the error term.

That is, we can decompose E into a part parallel to d, and a part orthogonal to d,, say E, = E,+ E.-,
and similarly E = Ej, + E;-. Note that E, and E, are both rank one, and hence can be multiplied
with other matrices of shape dynodel X @ in time O(dmodela) rather than time O(dyocab@model@)-

Hence we can define EQKE_err; (subscript one for “rank one”) and decompose EQKE as
EQKE = E,QK”(Ey)" + EQKE_err;.
Define for any vector v
A v = v; — vy
so that we get

Aig (BgQE " (Br)" tguer, +min Ay (EQKE err, )y
1F]

query query

< A;;EQKE, <
A (B,QKT(ER)T) + max A; ;(EQKE_err,)
i#]

tquery tquery

Then we may use any method we please to pessimize A; ;(EQKE_err, )y, ..., quickly. For example,
since for any matrix M we have o1(M) = sup,, ||Mz|| / ||=||, considering vectors with one 1, one

We might be tempted to keep analyzing the SVD, and notice that the query direction is mostly uniform,
while the key direction is monotonic (nearly linear, even). But the proof complexity doesn’t demand this level of
analysis, yet, and so we can’t expect that any automated compact proof discovery system will give it to us.
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Figure 15: The error term EQKZE_err for seed 123.

—1, and zero elsewhere, the maximum difference between elements in a row upper bounded by

\/50’1 (M)
A ;EQKE_erry, | < V201 (EQKE_err,) (11)

G.2.5 The complicated SVD decomposition of QK

While the “most mechanistic” interpretation would proceed with the analysis in terms of E, and
E, perhaps decomposing them further, we can get more bang for our buck by extracting out all the
low-rank structure available F, (), and K, so as to make our error bounds as tight as possible.

To this end, we perform SVD on EL, E,i- @, and K and peel off the first singular components so as
to get the decomposition

E,=FE,+E.2+E;,
E=FE;+Ep2+ Eklg

Q=0Qo+Q"
K=Ky+ K%t

Then EQKE, a product of these four matrices, can be expressed as a sum of 2232 — 1 = 35
rank one products and one high-rank error term. We can compute the sum of the rank one
products in time O(dyocab?) and express EQKE as, say, EQKE, + Ej:QQJ-(E,tQKJ-)T. Call
the second term EQKE_err (Figure 15). We must now bound for each ¢ and m the quantity
max;<m—c EQKE_err[g, i) — EQKE_err[g, m].

How big is this?

Even if we relax to max; ; EQKE_err[q, i] — EQKE_err([g, j], the maximum such value across all
rows is under 1.85 (1.99 £ 0.68 across all seeds). And the rows don’t have any particular structure to
them; the maximum absolute element of the entire matrix is just barely over 1 (1.12 = 0.40 across all
seeds), so doubling that doesn’t give too bad an estimate.

But we somehow need to compute this value without multiplying out the four matrices.

One option is to try to use singular value decomposition again. Since o1 (M) = sup,, | Mz| / ||z|,
considering vectors with one 1, one —1, and zero elsewhere, the maximum difference between
elements in a row upper bounded by v/20; (M). The largest singular value of EQKE_err (Figure 16)
is just under 7.6 (8.4 &= 2.0 across all seeds), giving a row-diff bound of about 10.7 (11.8 & 2.8 across
all seeds), which is large but not unusably so.

If we perform SVD before multiplying out the matrices (Figure 17), however, their first singular
values are about 4, 1.4, 1.4, and 4, giving a product of about 30, which when multiplied by /2
is about 43. (Across all seeds, these numbers are 3.79 £+ 0.12, 1.525 4 0.067, 1.513 £+ 0.073, and
3.78 40.12, giving a product of about 33.1 4 2.9, which when multiplied by v/2 is about 46.8 4-4.2.)
This works because o1 (AB) < 01(A)o1(B), but note that we can do factored SVD without needing
to use this technique. This bound is still usable, but pretty big.

Can we use Frobenius? Note that using anything close to this method to drop below dyocab@model >
might seem infeasible (it’ll eventually turn out not to be). For example, the best bound we know
on the largest singular value that can be verified even in the worst-case in strictly less time than
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Figure 16: SVD of EQKE_err for seed 123.

Figure 17: SVD of the four component matrices of EQKE_err for seed 123. Matrices look like noise.

it takes to compute the full SVD is the Frobenius norm, which is defined as tr(M M T), can be
computed in dyodeldvocab time, and is equal to the square root of the sum of the squares of the
singular values. While the Frobenius norm of EQKFE_err is only about 12 (giving a bound of about
17 on the row-diff), the Frobenius norms of the four multiplicand matrices are a bit over 10, 4, 4,
and 10, giving a product of 1932 and a bound of 2732(!). (Across all seeds, the Frobenius norm of
EQKE_err is about 13.1 £ 1.9 (giving a bound of about 18.6 & 2.7 on the row-diff), the Frobenius
norms of the four multiplicand matrices are a bit over 9.92 £ 0.19, 4.43 £ 0.01, 4.361 £ 0.095, and
9.85 £ 0.19, giving a product of 1888 £ 99 and a bound of 2670 4 140.) This is unusably large.

However, we can get a much better bound on the max row-diff of EQKE_err without having to
multiply out all four matrices. We can use an approach vaguely similar to the mean+diff trick, as
follows.

If we want to compute the max row-diff of a product of matrices AB, we can compute by Theorem 21

%)

max ((AB)y; — (AB),;) < max »_|A, | max (By; — By;) (12)
T k 1,7

or by combining this approximation with Theorem 18 via Theorem 24 we may compute

max ((AB); — (AB);;)

< (H}%XZErAr,k (Br,i — Blw‘)) + mgxz |Ar e — Er Ay gl max (B, — Bi,j)
i & - ,

taking whichever bound is better.

The first gives us a bound of 7.94 on the maximum row-diff, which is better than we can get by doing
SVD on the product of the matrices! We can get an even better bound by peeling off the first two
singular values of all four matrices before multiplying them; this gives us a bound of 5.67. Combining
it with the avg+diff trick wouldn’t give us much (8.05 and 5.66 respectively), as we’ve effectively
already done this by peeling off the leading singular contributions; the mean of EQKE_err over
dimension zero has norm 0.025 (0.030 4 0.012 across all seeds).

Although this error bound is no longer the leading asymptotic bottleneck, we can peek ahead to what
we get if we want to be linear in parameter count. In this case, we can apply the recursive version of
Equation 12 via Theorem 23, giving a bound of 97.06 on the maximum row-diff.
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The mechanistic understanding we get here is roughly “for any given basis vector of the residual
stream, the difference between the overlap of any two input tokens with this direction is small once
we factor out the first two singular components”, and this is sufficient to drive a low error term overall
if we factor out the leading singular components in other places. We don’t mechanistically understand
how to combine the E,QK 7T (without multiplying them out) in a way that allows getting a good
bound, though, which corresponds to our inability to drop below dyocabdmodel> here.

If we use this trick on QK only, and use the mean+diff trick on final attention handling (without
which we lose about 19 %), we can achieve a bound of 0.7840 (0.661 = 0.035 across all seeds).

If we use this trick on the skip connection (EU) only, we can achieve a bound of 0.6768 (0.63240.061
across all seed).

Using this trick on both EU and QK drops us down only to 0.6354 (0.601 & 0.060 across all seeds).

If we use this trick on EU and use the recursive version of this trick on QK, we get a bound of 0.2927
(0.281 + 0.036 across all seeds).

Unfortunately, it’s not clear how this trick would apply to EVOU. A fancier convex hull checking
algorithm seems required, and an analysis thereof is in progress.

G.3 The algorithm

We now put all of these tricks together into the subcubic algorithm Algorithm 7, which is the full
version of Algorithm 6. The format we give here is parameterized over the summarization strategy
(from Theorem 19 in Appendix G.1), the decomposition of EQKE, and the handling of EQKE_err
and EU.
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Algorithm 7 Counting Correct Sequences in Subcubic Time

1: function MODEL-BEHAVIOR-RELAXED-OVER-GAP(M, tmax, tquery C g5 §7)
Ensure: CORRECTNESS-PESSIMIZING-OVER-GAP-SLOW is False =— result is False

Require: 0 < ¢* < g < tmax
Require: if ¢ = 0 then tguery = tmax

2: skip-score,. <~ SUMMARIZEEU,¢,,o., ((5V (tquery )¢+ )
skip-score < max;- Y (tquery )+ — ming- ¢EU (tquery ) e+
v+ EVOU(?)

w; + PVOU(i)
— Wi, tmax

Awman(,max < maXgx Au)max,t"

3
4
5:
6: AWpax ¢+ < MaAX; Wy =
7
8 Avt < InaXyx Vg g — mint* Vg, ¢
9

: AUpax — MaXo<i<t,.. —g* AUy
10: A’U:iﬂax S Vtpax t* — vtu’)mxyfmax
11: Avtmes « maxp 4y, AvEe
12: if c = 0 then
13: L =Y (tmax)t* + Vtpas,t* T Awmax,t*
14: return MAXE* £L 0 (lgt* — gtmax)
15: end if
16: b:,nctxfl — EQKP(tquery7 Netx — 1)

17: bo,.—1 < SORT(EQKP (tquery,: —1))

18: b1,.—1 < REVERSE(Dg,._1)

190 EQKEW EQKE_err < DECOMPOSE(EQKE)

Require: EQKE™" (tquery, 1) — EQKE™ (fquery, tmax) — EQKE_err, |
EQKE(tquery, tmax) < EQKE® (fquery, t)

20:  a; < EQKEW (tguery, t)

21: Qmin,t < minogtﬂgt Qg
22: Amax,t < MaXg<tr <t Gt
23: AbGmax < Oty — Cmin,tomax—g T EQKE_errtqmy

24: AlGmin < Aty — Omax,tmax—g — EQKE_thquery
25: idx-set <— {0, ..., ncx — ¢ — 1} if tiax # tquery €lse {0, ...,
26: attn-weights-unscaled, ; < bo; + (Aami, if i € idx-set else 0)
27: attn-weights-unscaled, ; < b1,; +

c
28: attn-weights, <— SOFTMAX (attn-weights-unscaled,, //d)

29: attn-weights, < SOFTMAX (attn-weights-unscaled, /v/d)
30: attn-maxg < Y attn-weights ;
31: attn-max; < Y attn-weights, ;

i€idx-set

t
> Cache by tquery, ¢, compute in amortized O( dyocab?)
> Cache by tqyery. t, compute in amortized O(dyocan?)
> Cache by tquery, tmax, C

> Cache by tquery, tmax, €
Netx — € — 2, Negx — 1}

> Cache by t*
> Cache by tquery

> Cache by tiax, t*

> Cache by tax

> Cache by ¢

> Cache by tyax — g*

> Cache by ¢y ax
> Cache by tax

> Cache by tquery
> Cache by tquery, ¢

S EQKE(tquery,t) —

~ EQKE™ (fquery: frue) + EQKE. err; |

> Cache by tquery,

2

(Aamax if ¢ € idx-set else 0) > Cache by tquery, tmaxs %

> Cache by tquery> tmax % €
> Cache by tquerys tmaxs % €

i€idx-set
32: attn-max <— attn-maxg if Avtma; > Avmax €lse attn-max;
33: attn-max <— SUMMARIZEqttn, f .., (atth-max) > Cache by tppax, €
34: attn-max’ < attn-max — attn-max
35: summary,. <— Awmpax ¢+ + skip-score,. + attn-maxAvfi“a" + (1 — attn-max) Avyax >

Cache by tax, t*
36: return skip-score + attn-max’
37: end function

max

- Avlmex + (—attn-max’) Avpax + maxg- 4

summary,.

max
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H Comparison of proof strategies

In this section, we compare the various proof strategies that we have developed in Appendix G. We
do some traditional mechanistic interpretability analysis to justify that the choices that we made could
be expected to lead to reasonably good bounds in Appendix H.1. We then compare the complexities
and performance of various proof strategies in Appendix H.2 to line up with the legends of Figures 3,
and 4. We close with a figure relating the various categories of proof strategies.

H.1 Justification of pessimization choices

In Sections 4.3, F, and G we make a number of choices about which axes of variation are more or
less important to track at various points in the bound computation.

Here we do some more traditional mechanistic interpretability analysis to justify that the choices that
we made could be expected to lead to reasonably good bounds.

H.1.1 Justifying the gap

We take advantage of the fact that attention is mostly monotonically increasing in input integers and
that for most sequences, the attentional contribution of the particular query token matters much more
than the particular non-max token in the sequence.

We justify this as follows.

We can look at the typical diff, when attending to the max token, between the largest non-max logit
and the max logit. As shown in Figure 18a, the largest difference between an off-diagonal entry of
EVOU and the diagonal of that row is typically at most —7.2* The typical worst contribution to the
wrong logit from a non-max token (this is typical over non-max tokens, worst over choice of output
token-logit index) is around 43, as shown in Figure 18b.

The difference in attention between tokens is approximately linear in the gap between the tokens, as
seen in Figure 19. The slope of the line, that is, the difference in pre-softmax attention scores divided
by the gap between the key token and the max token, is approximately 1.2.

Exponentiating, the post-softmax attention paid to the max is typically about 3 larger than to the
token one below the max; here the logit difference between the max and non-max token is significant,
typically being around 13 (43/3) for the worst output logit. But by the time the gap is 3, this difference
has dropped to about 1.1, and by the time the gap is 4 it is around 0.3.

24“Typically” here means about 96 % of the time.
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(a) The attention computation weighted by the number (b) Histogram of the maximum difference between
of sequences with the particular max. The computation two logits contributed by a single row of EVOU.
is max; s j#i EVOU; ; —EVOU; ;. p£0: —9.9+ The computation is, for each ¢, max, EVOU; ; —
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Figure 18: Plots of the difference in logit for the attention computation, EVOU := EVOU for seed 123.
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Figure 20: Histogram of the minimum gap between the max token and the largest non-max token, for the seed
123.

So for sequences where the largest non-max and the max are close together, the particular structure
of the non-max EVOU matters a lot; but when the max is separated from the largest non-max by a
modest gap, the structure of the non-max EVOU does not matter so much.

The upshot is that to handle most sequences, we need only ask an oracle for the minimum gap g > 0
between the max token £y, and largest non-max tokens ¢’ # ., such that the model outputs the
correct answer for all sequences where the non-max, non-query tokens have value at most ¢,,,x — g.

While computing this gap may be expensive (and indeed the naive computation of the oracle takes
longer than the brute-force proof—though it should be very easy to optimize), we don’t have to
pay the cost of computing the gap in the size of the proof, only the cost of storing the gap table
(O(dyocab>netx)) and of verifying the gap. Empirically, gaps are typically 1-5, as seen in Figure 20.

If we rely on the gaps, this results in leaving behind about 6.9 % of sequences.

Picking up more sequences In this paragraph / bulleted list, we sketch out how we might go about
picking up more sequences to get a tighter bound. This is not coded up, and is left as future work.
We propose computing the following quantities:

* First, we could build in time (O(dyocan?)) a table indexed on pairs (¢, tayx ) of the maximum
token and a non-maximum token: the table would store pessimal logit contributions from
t to maximum output tokens < the t,,x parameter. The table could be further split to
pessimize separately for tokens within and outside of the gap window.

» Compute a table of pre-softmax attention differences between tokens ¢ and ¢ + 1 in time
(O (dvocado2 ))

» Next sort the queries by overlap with the query direction.
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Figure 21: The distribution of entries of the four residual matrices (after removing two principal components
from E, and E and one principal component from () and K). Distributions look pretty close to normal. Plots
are for the seed 123.

» Compute for each number of queries handled (where we assume we handle all queries with
greater overlap than the current one) and for each maximum input token £,,,x, how many
of the query tokens tquery fall strictly below the max ¢y,.x (and whether or not the model
succeeds when ?y,,x = tquery). This will tell us how many query tokens we can count for a
given maximum token.

» Compute a table indexed on pairs of # of queries handled and input tokens ¢ which stores
the smallest difference in more attention paid to ¢ + 1 than to ¢ (O(dvocabQ)).

* Compute a table indexed on pairs ¢,,.x, ¢ Storing an upper bound on amount more attention
paid to non-maximum tokens than to ¢,,,x by Oracle-permitted query tokens (the Oracle is
indexed only on tax) (O(dyocan?)).

* For each # queries permitted: compute for each t,,x, ¢, ¢, if the non-maximum token ¢
contributes little enough to incorrect logits that even with the worst skip connection the
model still gets the correct answer.

H.1.2 Stopping after 1-2 principal components of QK

Did we miss out on any structure in the error term of EQKE? The distribution of entries of the four
matrices looks pretty close to normal as seen in Figure 21.
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Figure 22: Recreations of Figure 3 for ease of viewing of the legend. Top is a strict recreation; bottom includes
points not on the Pareto frontier.

If we replace the entries of E", Ej-,, Q*, and K+ with randomly sampled values, we get (sample

size 100) that the maximum row-diff of the product of the matrices is approximately 1.31 + 0.13
(sampling without replacement from the empirical distribution) or 1.31 £ 0.14 (sampling from the
normal distribution). So in fact our max row-diff is unusually high (by about 40).%

H.2 How various combinations of tricks perform
Recall Figures 3 and 4 on page 8 and on page 9 from Section 5, recapitulated here without captions
for convenience as Figures 22, and 23.

We describe what each subcubic proof strategy in the legend means. Note that all subcubic proof
strategies (that is, all proof strategies except for “brute force” and “cubic”) use the quadratic counting
algorithm of Appendix F.

H.2.1 Proof strategies grouped by complexity

In Figures 3, and 22, proof strategies are grouped by computational complexity.

The 102 proof strategies break down into 1 + 1 4+ 2 x 5 x 10 x 2 strategies.

The brute force and cubic proofs (1 + 1) were fully covered in Appendices D, and E.
There are 5 options for handling EU:

direct-quadratic refers to handling EU in time O(dyocab@model) With either the max row-diff trick
(Appendix G.2.2)% or the max row-diff trick fused with mean+diff or some other summary statistic
(Theorem 24)%.

When direct is not mentioned, this indicates that we handle EU in time O(dvocademodel) by first
multiplying out E,U and then either taking the maximum row-diff in each row?® or by taking the
maximum row-diff across all rows?. The latter is included purely for comparison’s sake, and never
gives a tighter bound than the former.

There are 10 options for handling the high-rank attention error term EQKE_err:

»This shows up in the bias towards having larger values (both positive and negative) in the lower-right
corner of the plot, indicating that errors are larger for larger query and key values. We hypothesize that this is
due to the distribution of data: larger values are more likely to have more space between the maximum and
next-most-maximum token, so a bit of noise matters less for larger maxes than for smaller ones.

%This strategy is labeled “max_dif£” in the Python source code.

2TThese strategies are labeled “mean_query+max_diff” and “svd_query+max_diff” in the Python source

code
28

29¢c

max_diff_exact”
global_max_diff_exact”

58



@ max-diff-exact

081 a® WM’\ o oe [} mean-+max-diff-subproduct

@ max-diff-subproduct

0.6 4 max-diff
_ _ mean+max-diff
01| g SOMGANIRPIREL ¢ cme o | o
° N ® @ mean+max-diff-subproduct-recursive
0.2 max-diff-subproduct-recursive

Normalized Accuracy Bound

©® mean-recursive+max-diff-subproduct-recursive

0.0 T T T T
400 600 800 1000
EPQKE Singular Ratio: o1/02

Figure 23: Recreation of Figure 4 for ease of viewing of the legend.

attention-quadratic refers to handling the high-rank attention error term EQKE_err from Ap-
pendix G.2.5 in time O(dyocabdmodel) €ither with the recursive max row-diff trick (Theorem 23)*° or
with the recursive max row-diff trick fused with the mean+diff trick either just on the query side®' or
throughout®? (Theorem 26).

attention-d,ocandimodel > indicates that we use one of the various O(dyocab@model?) strategies for
handling EQKE_err; from Appendix G.2.4 or EQKE_err from Appendix G.2.5. These include
using v/20;—computed via low-rank SVD—as the bound (Equation 11)*3, considering all ways of
multiplying out a subset of the matrices and taking the maximum row-diff of the resulting pair of
matrices®* (Theorem 21), or fusing the max row-diff trick with the mean+diff trick®® (Theorem 24).

When attention is not mentioned, this indicates that we handle the attention error term in time
O(dvocabzdmodel), either by taking the per-row maximum row-diff>® or by using the full rank EQKE
matrix and taking the per-row maximum row diff>’.

Finally, note that in combining the rank one attention computation with EVOU, PVOU, and EU, we
may either use the mean+diff trick®® (Appendix G.1) or not*; this makes up the final factor of 2.

H.2.2 Proof strategies grouped by attention handling

This section slightly reorganizes the information just covered in Appendix H.2.1, for convenience
of legend correspondence. Here we group by the strategy used to handle the attention error term.
Strategies that involve using the full rank EQKE matrix are elided. The dashed descriptors here
correspond to underscore-joined descriptors in footnotes of Appendix H.2.1.

max-diff-exact (O(dyocab>dmode1)) corresponds to taking the full rank EQKE_err; term and taking
the maximum row-diff in each row.

mean+max-diff-subproduct (O(dyocabdmodel)) corresponds to fusing the max row-diff trick with
the mean+diff trick (Theorem 24) and considering all ways of associating the multiplication of
EQKE_err.

max-diff-subproduct (O(dyocabdmoder)) corresponds to using the max row-diff trick (Theorem 21)
and considering all ways of associating the multiplication of EQKE_err.

max-diff (O(dvocabdmodelz)) corresponds to using the max row-diff trick (Theorem 21) on the
factored SVD of EQKE_err;.

mean+max-diff (O (dvocabdmodclz)) corresponds to fusing the max row-diff trick with the mean-+diff
trick (Theorem 24) and applying it on the factored SVD of EQKE_err;.
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svd (O(dvocabdmodel2)) corresponds to using \/iol—computed via low-rank SVD—as the bound
(Equation 11).

mean+max-diff-subproduct-recursive (O(dyocabdmodel)) corresponds to handling the high-rank
attention error term EQKE_err from Appendix G.2.5 with the recursive max row-diff trick fused
with the mean+diff trick on the query-side only (Theorem 26, taking all but the first summary vector
to be zero).

max-diff-subproduct-recursive (O(dyocabdmodel)) corresponds to handling the high-rank attention
error term EQKE_err from Appendix G.2.5 with the recursive max row-diff trick (Theorem 23).

mean-recursive+max-diff-subproduct-recursive (O(dyocabdmodel)) corresponds to handling the
high-rank attention error term EQKE_err from Appendix G.2.5 with the recursive max row-diff trick
recursively fused with the mean+diff trick (Theorem 26).

H.2.3 What understanding do we get from each proof strategy?

Throughout most of this paper, we talk about doing mechanistic interpretability and using understand-
ing to allow more compact proofs to have tighter bounds. We can also look at the reverse problem:
we can take a collection of proof strategies, check by brute force which strategies give the tightest
bounds for each model, and ask what this implies about how that model works. We do this here.

In general, which proof methods perform best is an indication of where structure exists in
the model. For example, in quadratic EU proofs, when max_diff performs worse than
mean_query+max_diff and svd_query+max_diff, this indicates that F has a relatively strong
behavioral component shared across query tokens that U is not that good at filtering out. Sim-
ilarly, when, e.g., mean_recursive+max_diff_subproduct_recursive performs better than
max_diff_subproduct_recursive, this indicates that even after removing the first one or two
principle components from E4, Q, K, and E, there is still enough common structure that it is worth
factoring out the mean behavior.
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NeurlIPS Paper Checklist

1.

Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We present the key challenges in the field of formal verification for neural
networks, and describe our proposed solution. Then we summarize our experimental setup
and results.

. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: See Section 7.

. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: We provide intuitions for our proof constructions in the main body of the paper.
In the supplemental material, we lay out in full detail theorem statements and proofs. Along
with this, we provide algorithms and plots that are useful for understanding how the proofs
were constructed.

. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We directly link to a codebase with the specific implementation of our case
study.

. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: In supplementary materials, we provide the full details of our model training
set up. In the main body of the paper, we describe our experimental setting and provide
reasoning for why we chose this experimental setup as a very simple case study of our
theoretical work.

. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We run our experiment on models trained with 151 different hyperparameters.
For most reported computations, we provide statistical significance information. We do not
need to perform explicit t-tests or such since it is not relevant to our setup.

. Experiments Compute Resources
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10.

11.

12.

13.

14.

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: See Appendix B.1.

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We confirm that we have read the Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: This paper seeks to advance the fields of mechanistic interpretability and
formal verification of machine learning systems. While there are many indirect societal
consequences of our work through the impacts on these fields, we feel that none are
sufficiently consequential as to be highlighted here.

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This paper does not involve any such assets.
Guidelines:

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We list all important Python packages used in the paper in Appendix B.1.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We introduce no new assets except for the codebase needed to reproduce our
experiments, which does contain appropriate documentation.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor research with human subjects.
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15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor research with human subjects.
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