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Abstract

Deep neural networks tend to exhibit a bias toward low-rank solutions during
training, implicitly learning low-dimensional feature representations. This paper
investigates how deep multilayer perceptrons (MLPs) encode these feature man-
ifolds and connects this behavior to the Information Bottleneck (IB) theory. We
introduce the concept of local rank as a measure of feature manifold dimension-
ality and demonstrate, both theoretically and empirically, that this rank decreases
during the final phase of training. We argue that networks that reduce the rank
of their learned representations also compress mutual information between inputs
and intermediate layers. This work bridges the gap between feature manifold rank
and information compression, offering new insights into the interplay between
information bottlenecks and representation learning.

1 Introduction

The Data Manifold Hypothesis (Olahl 2014) suggests that real-world datasets lie on a manifold
whose intrinsic dimensionality is much lower than the ambient input space. While numerous models
can fit training data, those that generalize well and exhibit robustness likely learn meaningful
representations of this underlying manifold. Recent studies have observed that deep neural networks,
particularly multilayer perceptrons (MLPs), exhibit an emergent bottleneck structure, where certain
layers effectively compress input data into lower-dimensional feature manifolds Jacot| (2023a).

Understanding how this emergent structure aligns with existing theories, such as the Information
Bottleneck (IB) theory (Tishby et al.l 2000; [Shwartz-Ziv & Tishby, [2017), is crucial to advance our
understanding of representation learning in deep networks. This paper aims to provide a theoretical
and empirical exploration of this phenomenon by introducing the concept of local rank and analyzing
its relationship with information compression during training.

This paper makes the following key contributions:

* Definition and Analysis of Local Rank: We define local rank as a metric to quantify
the dimensionality of feature manifolds within a neural network. We provide theoretical
insights into how local rank behaves during training and establish bounds based on implicit
regularization.

* Empirical Evidence of Rank Reduction: We conduct experiments on synthetic and real-
world datasets to demonstrate that local rank decreases during the terminal phase of training,
indicating that networks compress the dimensionality of their learned representations.

* Connection to Information Bottleneck Theory: We explore the relationship between local
rank and information compression, arguing that a reduction in local rank correlates with
mutual information compression between inputs and intermediate representations.

Preprint.



The remainder of this paper is organized as follows: Section 2] provides a comprehensive review of
related literature, situating our work within the broader context of implicit regularization, low-rank
bias, and the Information Bottleneck theory. Section [3]introduces the notation used throughout the
paper. In Section[d] we define the local rank and present theoretical and empirical analyses. Section
[6] discusses the information-theoretic implications of local rank, connecting it to the Information
Bottleneck theory. Finally, Section[/|concludes the paper and outlines future research directions.

2 Related Work

Implicit Regularization in Deep Learning. Implicit regularization refers to the phenomenon in
which the training dynamics of neural networks, particularly under gradient descent, lead to solutions
with desirable properties without explicit regularization terms. [Neyshabur et al.|(2014) and [Zhang
et al.| (2021) investigated how overparameterized networks generalize despite being able to fit random
labels. |(Gunasekar et al.| (2017 and |Arora et al.|(2019) studied implicit bias in linear and deep matrix
factorization, showing that gradient descent favors low-rank solutions.

Low-Rank Representations and Manifolds. The concept of neural networks learning low-
dimensional manifolds has been explored in various contexts. [Papyan et al.| (2020) introduced
the notion of neural collapse, where class means converge to a simplex Equiangular Tight Frame at
the final layer. |Ansuini et al.|(2019) and Ben-Shaul et al.| (2023) measured intrinsic dimensionality in
deep networks, observing that representations become more compressed in deeper layers. |Sukenik
et al.| (2024) explicitly analyzes the relation between low-rank bias and neural collapse in deep
networks.

Rank of Jacobians and Feature Maps. Closely related to the local rank, Jacot| (2023b) and |[Jacot
(2023a) analyzed the rank of Jacobians in neural networks, connecting it to generalization properties.
Humayun et al.|(2024) studies a similar object in the context of assessing the geometry of diffusion
models/Feng et al.| (2022) studied the low-rank structure in the Jacobian matrices of neural networks,
showing that rank deficiency can lead to better generalization.

Information Bottleneck Theory. The Information Bottleneck (IB) framework (Tishby et al., 2000)
provides a theoretical lens to understand how neural networks balance compression and prediction.
Shwartz-Ziv & Tishby|(2017) applied IB to deep learning, proposing that networks first fit the data
and then compress the representations. Subsequent works, such asSaxe et al.|(2018) and Shwartz-Ziv.
et al.| (2023)), explored the universality of this phenomenon, leading to a richer understanding of
information dynamics in training.

Relation to Our Work. Our paper builds on these foundational studies by leveraging a measurable
quantity—the local rank—that captures the dimensionality of the learned feature manifolds. We
theoretically link this to the implicit regularization of the ranks of weight matrices and empirically
demonstrate its reduction during training. Moreover, we connect these geometric properties of neural
representations to information-theoretic principles, offering new insights into how networks compress
information.

3 Notation

We consider a neural network N parameterized by 6, mapping inputs to outputs as N : R™ — R"L.
The network has depth L, and each layer [ € {1,..., L} consists of an affine transformation followed
by a nonlinearity:

hi(z) = ¢(Ar(l-1())) = d(Wihi—1(x) + by), 6]

where ho(z) = z, and h(z) = Ny(z), W, € R™>*™-1 s the weight matrix, b; € R™ is the bias
vector, and ¢(-) is an element-wise activation function (e.g., ReLU). The pre-activation at layer [ is
pi(z) = Wihi—1(x) + br.

The Jacobian matrix of a function f : R” — R™ at point x is denoted by J,, f € R™*"™. The rank of
a matrix A is denoted by rank(A), and the e-rank, rank(A), counts the number of singular values of
A greater than e.



4 The Local Rank of Representations

In this section, we introduce the concept of local rank as a measure of the dimensionality of feature
manifolds learned by neural networks. Consider the data distribution with support 2 C R"™. The
feature manifold at layer [ is defined as M; = p;(2), where p; maps input data to pre-activations at
layer .

Definition 1. The local rank at layer l, denoted as LR,, is defined as the expected rank of the
Jacobian of p; with respect to the input:
LR, = E [rank(J.pi)]. 2)

x~Data

Since the set of matrices without full rank is measure 0, we find it more convenient to look at an
approximation for the local rank. For a threshold € > 0, the robust local rank at layer 1 is:
LR; = E [rank(J.p))]- 3)

x~Data

This is a meaningful measure of the rank of the feature manifold since the Jacobian’s null space
identifies the input dimensions which vanish near z, so its rank captures the true number of feature
dimensions.

4.1 Theoretical Analysis of Local Rank

We investigate how the local rank behaves under gradient flow dynamics and its connection to implicit
regularization. Under suitable assumptions (Wang et al., 2021 |Lyu & Li, 2020; |J1 & Telgarsky,
2020), solutions to the gradient flow ODE with exponential tailed losses have been shown to converge
in direction to a Karush-Kuhn-Tucker (KKT) point of the following optimization problem, where
{(xs,9:) 1y CR™ x {—1,1} is the training dataset:

1
mein§||9||2 subjectto Vi € [n], yiNg(x;) > 1. 4)

This convergence to a KKT point implies that the solution minimizes the norm of the weights while
satisfying the classification constraints. The minimization of the norm leads to implicit regularization
effects, including the potential reduction in the rank of weight matrices.

If an intermediate layer exists with a low local rank, it can be viewed as a bottleneck in terms of the
dimensionality of the feature manifold. We can establish a connection between Equation (@) and
the existence of a bottleneck layer with low local rank. Specifically, we can prove the existence of
such a bottleneck layer under the global optimum of this problem as a consequence of the implicit
regularization of the ranks of weight matrices.
Proposition 2. (Informal) Let D = {(x;,y;)}?_; C R™ x{—1, 1} be a binary classification dataset.
Assume there exists a fully connected neural network with weight matrices uniformly bounded by
B that correctly classifies every data point in D with margin 1. Then, for 6 = (Wy,---Wp)
parameterizing a L layer neural network at the global optimum to[d) there exists a layer | and eq > 0
such that for all 0 < € < €q:

2K

e 2 (B\TE L+1 9

wri< 5 () Em ®)

where |W) ||, denotes the operator norm of W.

Proof. The proof leverages recent results from implicit regularization (Timor et al., |2023b) and
properties of the Jacobian of ReLLU networks. A formal statement with definitions for all constants
and proof are provided in Appendix [A.T] O

We note that the right-hand side converges to 2“‘;‘/7;”‘2’ as L — oo, so this bound is typically much
better than the trivial bound on the local rank at layer [ given by LR} < ||W,||% /€. This proposition

implies that during training, certain layers in the network develop low-rank weight matrices, leading
to a reduced local rank in the representations.

Next, we show an analogous result with even a tighter bound for minimum norm solutions to
interpolating neural networks for training on regression tasks:



Proposition 3. (Informal) Let {(x;,y;)}?_; C R™ xR be a regression dataset. Assume there exists
a fully connected neural network N with weight matrices uniformly bounded by B that interpolates
all data points, N'(x;) = y;. Let Ny be a fully-connected neural network of depth L parameterized
by 0 = [Wh,..., W], where 0 is a global optimum of the following optimization problem:

mein||0|| st Yi € [n], No(z;) = . (6)
Then, there existanl € {1,--- | L} and €y > 0 such that for 0 < € < ¢ the following holds:
2, B&
LRle < ||Wl||0'2 g (7)

€

where ||W;||, denotes the operator norm of W.

Proof. As before, we leverage results on implicit regularization from Timor et al.|(2023b)), and a full
proof and formal statement can be found in Appendix O

5 Empirical Evidence of Local Rank Reduction

We empirically validate the theoretical insights by training MLPs on synthetic and real datasets and
measuring the local rank during training.

Synthetic Data. We train a 3-layer MLP with an input dimension of 100, 200 neurons per hidden
layer, and an output dimension of 2. The inputs and outputs are Gaussian with a random cross-
covariance matrix, reflecting a scenario where the network learns to map between correlated Gaussian
distributions. Here, we use Adam Optimizer with a learning rate of 1e~*, with the Mean Squared
Error Loss function.

MNIST Data. We also train a 4-layer MLP on the MNIST dataset (Lecun et al.l [1998)). Each
hidden layer has 200 neurons. We use the Adam optimizer with a learning rate of 1le~*, with the
Cross Entropy Loss function.

As shown in Figure[T] we observe a significant drop in local rank during the final stages of training
in both cases. This phenomenon occurs across all layers of the network, suggesting that neural
networks inherently compress the dimensionality of their learned representations as they converge.
This compression occurs in two phases, where the second phase corresponds to the compression
phase identified by Shwartz-Ziv et al.|(2019)) in the IB theory.
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Figure 1: Reduction in Local Rank During Training. Left: A 3-layer MLP trained on synthetic
Gaussian data. Right: A 4-layer MLP trained on MNIST. In both cases, the local rank decreases
during the terminal phase of training, indicating compression of the feature manifold across all layers.



6 Information Theoretic Implications of Local Rank

A core challenge in developing an understanding of deep learning is to define what constitutes as good
representation learning. The Information Bottleneck (IB) framework provides a theoretical foundation
for this by proposing that optimal representations are those which are maximally informative about
the targets while compressing redundant information. In this section, we explore the relationship
between local rank and information compression, positioning our findings within the context of IB
theory to provide insight into the structure of learned representations.

6.1 Information Bottleneck Framework

The Information Bottleneck (Tishby et al.| [2000) and (Shwartz-Ziv, |2022) provides a principled
approach to balance compression and relevance in representations. Given input X and output Y,
the goal is to find a representation 7' that maximizes mutual information with Y while minimizing
mutual information with X. The IB Lagrangian is:

Lig = I(T; X) — BI(T}Y), ®)

where (3 controls the trade-off between compression and prediction.

6.2 Local Rank and the Gaussian Information Bottleneck

In general, finding analytical solutions to the IB problem is challenging. However, for jointly Gaussian
variables, |Chechik et al.|(2003) found an explicit solution for the IB problem, which we can adjust:

Theorem 4. (Adapted from Chechik et al. (2003)) For jointly Gaussian variables X and Y, the
solution to the IB optimization problem is a noisy linear transformation T' = Ag X + 1, where 1 is
Gaussian noise. Moreover; there exist critical values B¢, such that 0 < f3f < ﬂ]‘? whenever i < j, and

rank(Ag) =n  for B € (B, Bi1)- 9

This theorem indicates that as we adjust the trade-off parameter [, there are bifurcation points
where the rank of the optimal linear transformation A changes. This corresponds to changes in the
dimensionality of the representation 7°, which is directly related to the local rank in the case of neural
networks.

6.3 Empirical Evidence Connecting Local Rank and Information Compression

After establishing an analytical connection between local rank and the trade-off parameter (3 in the
Gaussian case, we now empirically test this relationship on both synthetic and more complex datasets.
We train Deep Variational Information Bottleneck (VIB) models (Alemi et al.,|2016) and observe the
effect of the IB trade-off parameter (5 and analytical phase transitions on the local rank of the encoder.

Gaussian Data. In the first experiment, we train Deep VIB models to map between two correlated
Gaussian distributions in R®. In the left of Figure 2, we show that the KL divergence component
of the loss varies with 3, as expected. The points are colored according to the empirical local rank
values, which correspond to the closest critical 3 values predicted by the theory. In the right of
the figure, we plot the local rank as a function of /3, observing that it increases with [ and there
is a distinct phase transition, aligning with the theoretical predictions. See Appendix [B|for more
information.

MNIST and Fashion-MNIST Data. In the second experiment, we train Deep VIB models on the
MNIST (Lecun et al.,|1998) and Fashion-MNIST (Xiao et al., 2017) datasets. As we increase 3, we
observe that the local rank increases and the accuracy decreases.

In both experiments, changing /3 leads to a reduction in local rank, indicating increased information
compression. This supports our hypothesis that local rank is indicative of the level of information
compression in the network, even for complex datasets.
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Figure 2: Empirical Results on Gaussian Data using Deep-VIB. Left: KL divergence component
of the loss versus 3, with points colored by empirical local rank corresponding to critical 3 values.
Right: Local rank as a function of /3, showing an increase with 3 and distinct phase transitions. We
provide more information in Appendix
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Figure 3: Empirical Results on MNIST and Fashion-MNIST. Left: MNIST dataset. Right: Fashion-
MNIST dataset. As we increase 3, the local rank increases, and accuracy decreases, indicating that
higher 3 values correspond to less compressed representations and lower performance.

7 Discussion and Future Work

Our work introduces the concept of local rank as a meaningful measure of the dimensionality of
feature manifolds in deep neural networks. We have demonstrated both theoretically and empirically
that local rank decreases during the terminal phase of training, suggesting that networks compress the
dimensionality of their representations.

By connecting local rank to the Information Bottleneck theory, we provide a new perspective on
how neural networks manage the trade-off between compression and prediction. Our findings imply
that networks naturally perform information compression by reducing the rank of their learned
representations.

Understanding the behavior of local rank has implications for model compression, generalization, and
the design of neural network architectures. Future research could formalize the relationship between
local rank and mutual information in non-Gaussian settings, extend the analysis to other network
architectures, and explore practical applications in compression techniques.
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A Proofs

A.1 For Binary Classification

Lemma 5. There exists eg > 0 such that for all € < €o:
ranke(Jopi(z)) < ranke(W;) (10)
Proof. Notice first that a calculation gives us the following, where W; are the weight matrices and D; are

diagonal matrices with O or 1 on the diagonal. These diagonal matrices correspond to the activation pattern of
the ReLU functions at a specific layer.

Jepi(z) = WiDi_aWi_1 D2 --- Wo

Notice now it is clear that:

rank(Jypi(x)) < rank(W;)

Notice also that for any matrix A: lim._,¢ ranke(A) = rank(A). Since rank(-) takes on values in a discrete set,
its clear that there exists some €9 > 0 such that € < ¢ implies that:

ranke (Jzpi(z)) < ranke (W)

We now recall a theorem courtesy of [Timor et al.|(2023a)):

Theorem 6. (Quoted from|Timor et al.|(2023a)) Let {(x;,y:) }ie1 € R™ x {—1, 1} be a binary classification
dataset, and assume that there is i € [n] with ||z;|| < 1. Assume that there is a fully-connected neural network
N of width m > 2 and depth k > 2, such that for all i € [n] we have y; N (x;) > 1, and the weight matrices
Wi, ..., Wi of N satisfy |W;||r < B for some B > 0. Let Ny be a fully-connected neural network of width
m’ > m and depth k' > k parameterized by 0. Let 0* = [W7', ... , W[] be a global optimum of the above
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optimization problem Namely, 0 parameterizes a minimum-norm fully-connected network of width n; and
depth L that labels the dataset correctly with margin 1. Then, we have

L k
ile , L (2)F [
2; Wele = V2 (B L1 (b
Wil e

Equivalently, we have the following upper bound on the harmonic mean of the ratios Wl

i

S (gvp)l <V2 (55)2 ' \/g 12

=1\ [Wllo

For convenience we restate our proposition in full formality:

Proposition 7. Letr {(zi,y:)}ie1 C R™ x {—1, 1} be a binary classification dataset, and assume that there is
t € [n] with ||z;|| < 1. Assume that there is a fully-connected neural network N of width m > 2 and depth
k > 2, such that for all i € [n] we have y;N(x;) > 1, and the weight matrices W1, ..., Wy, of N satisfy
IWillr < B for some B > 0. Let Ny be a fully-connected neural network of width m' > m and depth k' > k
parameterized by 0. Let 0* = (W7, ..., WT] be a global optimum of the above optimization problem Namely,
0" parameterizes a minimum-norm fully-connected network of width n;, and depth L that labels the dataset

correctly with margin 1. Then, there existsanl € {1,--- , L} and eg > 0 such that for 0 < € < eq the following
holds:
LR; 2 B 2 L+1
<. (=T .= 13
e S (B L 49

Proof. Notice first that for any arbitrary matrix A, we have that,

1AllF =

Zaf > /rank (A)e2 = e+/rank (A)
=1

So then,
AllF
rankc(A) (14)
1Al — I\Allo
Notice now that from application of the theorem in|Timor et al.|(2023a)), we can get that harmonic mean of the
quantities || “VV& || “F is bounded. In particular this means that there exists at least one [ € {1,--- , L} such that
“ ll‘;VV’ 7 Jies below this harmonic mean. So then,
l

ﬁ(ﬁ)f /@ Wi || s
NG R (1

> 7* rankc (W) (16)
Wil :
Re-arranging terms and squaring both sides gives us:
rankg(*l/l/;) < %.(E)%.L—i-l
wrellz = e V2 L

Now if we can apply lemma 1 and we get that there exists € > 0 such that for any 0 < € < €’

ranke (Jzpi(x)) < ranke(W)")

So then, we get:
rank, (Jopi(x)) < 2
= 2

2k
* T .22 17)
ez S e (B

=2

\/7
Since this holds for any z, we can then take expectation with respect to the data distribution on the left hand side
and we get that:



26 L+1
J 7 — 1
)t (18)

A.2 For Interpolating Neural Networks

As before we recall the analogous theorem from Timor et al.|(2023b) for interpolating neural networks.

Theorem 8. (Quoted from Timor et al.|(2023a)) Let {(x;,y:)}i—1 C R™ X Ry be a dataset, and assume that
there is i € [n] with ||x;|| < 1 and y; > 1. Assume that there is a fully-connected neural network N of width
m > 2 and depth k > 2, such that for all i € [n] we have N(x;) = y;, and the weight matrices W1, ..., Wy,
of N satisfy ||Wil|r < B for some B > 0. Let Ny be a fully-connected neural network of width m' > m and
depth L > k parameterized by 6. Let 0* = [W7', ... , WT] be a global optimum of the following problem:

mein 0]l st Vi€ [n] No(zi) = yi. (19)
Then, k
1 Wi 1\ T
L ; ”WZ* |‘||F 2 (E) : (20)
Equivalently, we have the following upper bound on the harmonic mean of the ratios \‘\“;va \‘\‘5
L H];JV-*HF -1 SB%' 21
S (HW}Hg)

We can now restate our proposition with a proof.

Proposition 9. Let {(zi,y:)}ie1 C R™ x Ry be a dataset, and assume that there is i € [n] with ||z;|| < 1
and y; > 1. Assume that there is a fully-connected neural network N of width m > 2 and depth k > 2, such
that for all i € [n] we have N(z;) = y;, and the weight matrices W1, ..., Wy, of N satisfy |W;||r < B for
some B > 0. Let Ny be a fully-connected neural network of width m’ > m and depth L > k parameterized by
0. Let 0* = (W7, ..., W7] be a global optimum of the following problem:

mein||0|| s.t. Vi€ [n], No(zs) = v (22)
Then, there existanl € {1,--- , L} and eq > 0 such that for 0 < € < € the following holds:
2k
LR; BT
<= 23
Wi = & @

Proof. We first apply the prior theorem to get that the harmonic mean of the ratios of the Frobenius norm to the
operator norm of the weight matrices are bounded like:

L I
TG <BTL. (24)
L pallha
2z (HW;HG)
In particular, there exists some layer [ such that its ratio falls below the Harmonic mean, so then:
Wille o g%
—— < BL. (25)
Wi llo

Now recall that for any matrix A we have:

A 2 A, Ve 20

Now apply this to W; and we get that:

[[Willr €
[Wille = [[Willo

rank. (W;). 27)
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We can now apply the lemma and we get that there exists g > 0 such that for any 0 < € < eq:

[Wille € €
> Vranke(W;) > ————/ranke (Jypi (). (28)
[Wille — [[Willo [Willo

So then it follows that:

€ k
vranke(Jopi(z)) < BT. (29)
gl ’
Or equivalently,
© k. (Lopi(x) < BE 60)
———rank.(Jypi(z)) < .
[IWl[2 ‘
Taking expectation over « ~ Data now completes the proof as:
2k
LR} BT
< . 31
WilE = e b
O

B On the Gaussian Deep VIB

For figure 2] our Deep VIB model is trained to map X to Y using a Deep Linear network as the encoder. Here
we take both of these to be isotropic Gaussians in R”. We use the following cross-covariance matrix:

01 0 0 0 0
0 01 0 0 O

Yxy=|0 0 05 0 0 (32)
0 0 0 05 0
0 0 0 0 05

For an intuition, this means that the last 3 variables are highly correlated between X and Y, whereas the first
two variables are only somewhat correlated. The theory would then suggest a phase transition, and a distinct
jump from a rank to a rank of 3 as we lower 3. We note that we can observe this structure in figure 2] (right).
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