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Abstract

Large Language Models (LLMs) face signifi-
cant challenges in real-world applications that
require simultaneously achieving high-quality
responses and adhering to specific instructions.
To address these issues, we introduce Transfer-
Prompting, a novel two-stage framework de-
signed to improve cross-task adaptation in
prompt generation. The framework comprises
two main components: (1) source prompt con-
struction, which refines prompts on source task
datasets to enhance their generalization capabil-
ity, and (2) target prompt generation, which
fine-tunes high-performing source prompts on
task-specific datasets to optimize cross-task per-
formance. In each optimization cycle, a refer-
ence LLM generates candidate prompts based
on historical prompt-score pairs and task de-
scriptions in the reference prompt. These can-
didate prompts are iteratively refined, with a
scorer LLLM evaluating their effectiveness us-
ing an objective prompt evaluator. This feed-
back loop facilitates continuous refinement, im-
proving prompt quality and task-specific per-
formance. We validate Transfer-Prompting
through extensive experiments involving 25
LLMs, including 7 foundational and 18 special-
ized models, across 9 diverse datasets. The re-
sults demonstrate that Transfer-Prompting sig-
nificantly enhances task-specific performance,
highlighting its potential to improve cross-task
adaptation in LLMs.

1 Introduction

Large Language Models (LLMs) have made signif-
icant advances in natural language processing, en-
abling high-quality text generation across various
applications, including conversational agents, con-
tent creation, and machine translation (Wei et al.,
2022). However, deploying LLMs in real-world
scenarios presents unique challenges, particularly
in balancing the generation of high-quality outputs
with the ability to follow instructions effectively

across diverse and complex tasks (Wang et al.,
2023a; Chang et al., 2024).

These challenges are especially pronounced
in tasks with multiple subtasks or stringent con-
straints, where LLMs often generate hallucinated
outputs—responses that are syntactically coherent
but factually incorrect or irrelevant (Ji et al., 2023;
Bang et al., 2023). Moreover, LLMs may misinter-
pret user queries, leading to responses that fail to
meet expectations or address the core of the ques-
tion (Kulkarni and Tupsakhare, 2024). Such limi-
tations undermine the utility of LLMs and expose
them to significant risks in sensitive domains like
healthcare, legal, and finance, where inaccurate or
off-topic outputs can have serious consequences
(Nori et al., 2023).

One potential solution to mitigate these chal-
lenges is the use of LLM-based automatic prompt
optimization (Zhou et al., 2023; Pryzant et al.,
2023). These methods typically involve iteratively
optimizing prompts using an LLM to improve
model performance on specific tasks. However, cur-
rent optimization techniques predominantly focus
on single-stage optimization aimed at enhancing
a single evaluation metric (Yang et al., 2024; Sun
et al., 2023). While effective in certain contexts,
these methods often fail to account for the complex-
ities of multi-objective tasks or tasks that require
balancing multiple, sometimes conflicting, evalua-
tion criteria. For instance, tasks that require balanc-
ing the tradeoff between maximizing output quality
and maintaining high instruction-following accu-
racy remain particularly challenging for existing
models. Furthermore, many current methods ne-
glect the need for comprehensive evaluation across
multiple performance dimensions, limiting insights
into the model’s overall effectiveness (Chen et al.,
2024).

To address these limitations, we propose
Transfer-Prompting, a novel two-stage frame-
work designed to optimize prompts for LLMs in



complex tasks. This framework consists of two
core components: (1) source prompt construc-
tion, which refines the original prompts on source
task datasets to generate source prompts with en-
hanced generalization capability, and (2) target
prompt generation, which improves the cross-task
adaptation of target prompts by fine-tuning a set of
high-performing source prompts on task-specific
datasets.

In each optimization cycle, a reference LLM
generates candidate prompts based on historical
prompt-score pairs and task descriptions embedded
in the reference prompt. The optimization termi-
nates when the reference LLM fails to generate a
higher-scoring prompt or when a predefined op-
timization step limit is reached. The scorer LLM
evaluates the effectiveness of the candidate prompts
using an objective prompt evaluator.

We validate the Transfer-Prompting framework
through extensive experiments conducted on 25
LLMs, including 7 foundational models (e.g.,
GPT-3.5-Turbo (OpenAl, 2023a), GPT-4 (OpenAl,
2023b)) and 18 specialized models from the med-
ical, legal, and financial sectors. The evaluation
involves 3 heterogeneous reasoning datasets and
6 multi-task datasets tailored to these specialized
models. The results demonstrate that Transfer-
Prompting significantly enhances task-specific per-
formance and cross-task adaptation, improving
both instruction-following accuracy and overall out-
put quality across diverse tasks.

Our main contributions are as follows:

* We propose Transfer-Prompting, a novel
LLM-based automatic prompt optimization
framework, which consists of two core stages:
source prompt construction and target prompt
generation.

The optimization process relies on four key
components. The reference LLM generates
candidate prompts based on the requirements
of the reference prompt, while the scorer LLM
evaluates and provides feedback using an ob-
jective prompt evaluator.

Extensive experiments on 25 LLMs (includ-
ing both foundational and specialized models)
show that Transfer-Prompting significantly
improves task-specific performance, highlight-
ing its potential to enhance cross-task adapta-
tion in LLMs.

2 Related Work

Evaluation of Instruction Following and Out-
put Quality in LLMs. LLMs exhibit impressive
capabilities but often display uncertainty in predic-
tions, necessitating effective calibration for reliable
outputs. (Kuleshov et al., 2018) introduce a recali-
bration method that aligns confidence scores with
empirical accuracy, without altering the model’s
architecture. (Zhang et al., 2017) enhance cali-
bration through mixup training, which generates
convex combinations of inputs and labels. (Guo
et al., 2017) analyze calibration errors and propose
metrics, such as Expected Calibration Error (ECE)
and Maximum Calibration Error (MCE), for model
comparison. For LLMs, (Desai and Durrett, 2020)
apply temperature scaling, while (Zhao et al., 2021)
use ensemble methods to achieve calibrated con-
sensus. (Tian et al., 2023) assess LLM confidence
through direct querying, and (He et al., 2023) eval-
uate calibration using ECE, AUROC, and AUPRC.
(Lyu et al., 2024) introduce coherence sampling to
refine LLM calibration further.

Prompt Engineering and Optimization. Prompt
engineering has significantly advanced interactions
with LLMs. Few-shot and zero-shot learning tech-
niques minimize the need for large labeled datasets
by leveraging minimal examples to guide models
(Brown et al., 2020). Automated prompt genera-
tion methods, such as those proposed by (Liu et al.,
2023), use reinforcement learning to discover op-
timal prompts. Recent studies emphasize the role
of LLMs in prompt optimization. (Ma et al., 2024)
show that LLMs can refine prompts to enhance
task performance. To address distribution shifts,
(Li et al., 2023c) propose Generalized Prompt Op-
timization (GPO), improving LLM generalization
under subpopulation shifts. (Yang et al., 2024)
demonstrate that LLM-generated prompts via the
Optimization by PROmpting (OPRO) method out-
perform manually crafted prompts.

The key differences between Transfer-Prompting
and OPRO can be summarized in two aspects:
First, Transfer-Prompting is a two-stage optimiza-
tion framework consisting of source prompt con-
struction and target prompt generation, whereas
OPRO operates in a single-stage process to directly
generate optimized prompts. Second, Transfer-
Prompting incorporates domain-specific reference
prompts to better adapt to target tasks, providing
greater flexibility for task customization.
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Figure 1: Illustration of the Two-Stage Prompt Optimization Framework in Transfer-Prompting: The framework
consists of two main stages: source prompt construction and target prompt generation. It utilizes four key
components: the reference LLM, reference prompt, scorer LLM, and objective prompt evaluator.

3 Methods

3.1 Preliminaries

We define two task sets: source tasks
S = {5,8,...,5;} and target tasks
T = {N"h,T2...,7T;}, where £ and 7 de-

note the number of source and target tasks
respectively. Source tasks are designed to provide
domain-specific knowledge, while target tasks
focus on specific application scenarios. Each
source task S; is associated with a dataset
Ds, = {(gin, aiyn)}ﬂﬁl, where g; 5, is the input
and a;, is the corresponding output, and M;
corresponds to the number of samples in source
task S;. Similarly, each target task 7 is associated
with D7, {(qr,m. ak,m)}%k:p where N
denotes the sample count in target task 7.

The source task dataset is constructed by select-
ing related tasks from multiple datasets within the
same domain to ensure domain consistency. This
strategy enables the model to learn shared domain
knowledge across similar tasks, enhancing its gen-
eralization capabilities. In contrast, the target task
dataset is assembled by selecting specific tasks
from datasets within a particular domain to main-
tain task focus. Details of the construction of the
source task dataset are provided in Appendix A.2.

3.2 Transfer-Prompting Framework Design

LLMs often face -challenges in balancing
instruction-following, output quality, and other

performance aspects, particularly on complex
multi-task scenarios. To address these, we propose
a novel LLM-based automatic optimization
framework, Transfer-Prompting, designed to
identify instructions that maximize target task
performance.

As illustrated in Figure 1, the optimization pro-
cess unfolds in two stages: (1) source prompt con-
struction and (2) target prompt generation. The
initial prompt, derived from domain expertise or
random initialization, is first refined on the aggre-
gated source task datasets |J;_; Ds, to produce
generalized source prompts Pgource. Subsequently,
high-performing Pgource prompts are fine-tuned on
the target task datasets | J;,_, D7, to generate task-
specific target prompts Prarget.

Prompt Optimization Strategy. At each itera-
tion ¢, the reference LLM generates K candidate
prompts {Pc(t) K |, which are scored using the ob-
jective prompt evaluator. The performance score
sg) aggregates the average accuracy of Pc(t) across
datasets D as follows:

s =" ¢(P", d), 1)

deD

where D represents the set of datasets under
consideration (i.e., D = | Ji_; Ds, for source tasks
or D = |J,_, D7, for target tasks), and ¢(P, d)
denotes the average accuracy of prompt P over
dataset d.
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1 otherwise, it is considered incorrect.

Input
A: <INS!
Q: A 13-month-old child is brought to the emerge

difficulty breathing immediately after eatin

Output: B

1
1 enclose your instruction within square brackets.
L

P L e
1 I possess a collection of instructions accompanied by their respective scores. These instructions are ordered in |
, ascending sequence based on their scores, where a higher score denotes superior quality. 1

1

1 The subsequent examples illustrate the application of your instruction: replace <INS> in each input with your
: instruction, then read the input and generate an output. An output is deemed correct if it matches the provided output;

y department because of urticaria, swelling of the lips, and
g. A potential risk for hypersensitivity reaction is posed by
vaccination against which of the following illnesses? A: Hepatitis B: Influenza C: Pertussis D: Poliomyelitis

! Please write a new instruction that differs from the ones provided and aims to achieve the highest possible score. Please

Figure 2: An example of the reference prompt for the reference LLMs (PaLM 2-L and PaLLM 2-L-IT) on medically
relevant datasets. The generated instruction is inserted at the position marked by <INS> in the input. The green text
indicates instructions for prompts and scores, the orange text provides examples of how to apply the instruction, and

the text displays the prompt-score pairs.

The optimization objective is to maximize the
total accuracy across all prompts P:

P* = arg max Z Z o(P,d). 2

PeP deD

This objective ensures a focused evaluation
based on accuracy alone. The resulting scores sgt)
guide the generation of new prompts until perfor-
mance improvement is minimal or the maximum
iteration limit is reached.

Reference LLM and Scorer LLM. In both
stages of the optimization, we use advanced LLMs
from different architectures as the reference LLM,
which generates prompts based on the reference
prompt. The most reliable LLM, selected for its
robust and consistent performance, serves as the
scorer LLM. As shown in Figure 2, the reference
prompt consists of two components: (1) previously
generated prompts with their corresponding scores
and (2) a detailed description of the optimization
problem, including task examples. The reference
LLM generates new prompts at each iteration to
improve instruction-following and overall task per-
formance.

Objective Prompt Evaluation. The objective
prompt evaluator uses accuracy as the sole opti-
mization metric. To enhance efficiency, source
prompt construction iteratively refines prompts on
an aggregated dataset formed by selecting represen-

tative tasks from multiple domains. Target prompt
generation is iteratively optimized on tasks selected
from specific datasets to ensure domain consistency
and task focus.

3.3 Source Prompt Construction

By refining the origin prompt on the aggregated
source task datasets | J;_; Ds,, we construct the
source prompt set Pgource. The optimization goal is
to identify a set of prompts Psource that maximizes
domain-agnostic performance across source tasks:

Psource = arg mgx Z; ¢(P7 DS¢)7 (3)

where P denotes the current prompt being evalu-
ated. At each training step, the reference LLM gen-
erates K candidate prompts based on the reference
prompt (where K is a hyperparameter controlling
the number of candidates per iteration). The scorer
LLM then evaluates these prompts using the objec-
tive prompt evaluator. The highest-scoring prompts
are selected for the next training step. The optimiza-
tion process terminates when the reference LLM
fails to generate new prompts with higher scores, or
when the maximum number of optimization steps
is reached. This results in the final source prompt
set Psource-



3.4 Target Prompt Generation

After constructing the source prompt set Psoyrce, WE
select a set of high-scoring prompts from Psource
and fine-tune them on the corresponding target
task datasets | J;,_, D7, , thereby generating a tar-
get prompt set Prargec that is better suited for the
target task.

The optimization objective for target prompt gen-
eration is defined as:

-
Ptarget = arg m}gx kZ:l ¢(P> DTk)v @

where P denotes the current prompt being eval-
vated. Starting from the highest-scoring source
prompts selected from Psoyrce, the target prompt
optimization process follows the same procedure
as the source prompt optimization, resulting in the
final target prompt set Prarget.

4 Experimental Setup
4.1 Models and Datasets

To evaluate the effectiveness of Transfer-
Prompting, we tested 7 foundational models on 3
commonsense reasoning datasets: GPT-3.5-Turbo
(OpenAl, 2023a), GPT-4 (OpenAl, 2023b),
LLaMA-2 (7B & 13B) (Touvron et al., 2023),
LLaMA-3-8B (Al@Meta, 2024), and Vicuna (7B
& 13B) (Zheng et al., 2023). Additionally, we
evaluated 18 specialized models on 6 multi-task
datasets from medical, legal, and financial
domains.

In the medical domain, we tested 6 specialized
LLMs: ChatDoctor-13B (Li et al., 2023d), PMC-
LLaMA-13B (Wu et al., 2023), MedAlpaca (7B
& 13B) (Han et al., 2023), and Medicine-LLM
(7B & 13B) (Cheng et al., 2023). In the legal do-
main, 6 law-specific LLMs were evaluated: DISC-
LawLLM-13B (Yue et al., 2023), Lawyer-LLaMA-
13B (Huang et al., 2023), ChatLaw-13B (Cui et al.,
2024), LawGPT-7B (Zhou et al., 2024), and Law-
LLM (7B & 13B) (Cheng et al., 2023). For the
financial domain, we tested 6 LLMs: CFGPT-7B-
Full (Li et al., 2023b), Tongyi-Finance-14B-Chat
(JXY, 2024), FinGPT-13B-v2 (based on LLaMA-
2-13B) (Yang et al., 2023a), FinMA-7B-Full (Xie
etal., 2023), and Finance-LLM (7B & 13B) (Cheng
et al., 2023). The foundational models were
evaluated on 3 commonsense reasoning datasets:
LogiQA (Liu et al., 2020), OpenBookQA (Mi-
haylov et al., 2018), and CosmosQA (Huang et al.,

2019). For professional models, we used 6 multi-
task datasets: Medical Domain: The correspond-
ing medical models were evaluated using MMLU
(Hendrycks et al., 2021), C-Eval (Huang et al.,
2024), and MedMCQA (Pal et al., 2022) datasets.
Legal Domain: Legal models were assessed with
MMLU (Hendrycks et al., 2021), CMMLU (Li
et al., 2023a), and AGIEval (Zhong et al., 2023)
datasets. Financial Domain: Financial models
were evaluated using CMMLU (Li et al., 2023a),
C-Eval (Huang et al., 2024), and FinEval (Zhang
et al., 2023) datasets.

4.2 Confidence Evaluation Methods

We employ the following methods to quantify
model uncertainty:

Logits (Yang et al., 2023b): The model’s predicted
probabilities are interpreted as confidence scores,
with the highest probability corresponding to the
selected answer in multiple-choice questions.
Verbalized Confidence (Lin et al., 2022): By
prompting LLMs, we obtain both answers and their
associated confidence scores. These scores are used
to evaluate the models’ calibration by analyzing
the relationship between accuracy and confidence
across all valid responses.

4.3 Evaluation Metrics

We evaluate the instruction-following capabilities
of LLMs using the instruction-following rate and
accuracy. Additionally, we assess overall response
quality using expected calibration error, area un-
der the receiver operating characteristic curve (AU-
ROC), and area under the precision-recall curve.

Expected Calibration Error (ECE): ECE mea-
sures the alignment between predicted probabilities
and actual outcomes, providing insight into model
calibration quality. It is calculated as:

n
B4
= —— - |acc(b;) — cont(Dy)|,
ECE |]\;| B f(B (5)
=1

where n is the number of bins (defaulting to 10
in this study), B; represents the samples in bin i,
N is the total number of samples, acc(B;) is the
accuracy within bin 4, and conf(B;) is the mean
predicted probability in bin <.

Area Under the Receiver Operating Charac-
teristic Curve (AUROC): AUROC evaluates a
binary classification model’s ability to distinguish
between positive and negative classes. It is derived



Table 1: Comparison of Zero-shot Learning Performance of Foundational Models Using Different Prompt Strategies
on Commonsense Reasoning Datasets. The confidence is calculated by the verbalized confidence method. The best

outcome is highlighted in bold.

‘ LogiQA ‘ OpenbookQA ‘ CosmosQA

Model Method |IFRT ACCt ECE| ROCT PR-PT PRN||IFR1 ACCt ECE| ROC{ PRP? PRN||IFRT ACCT ECE| ROC? PRP{ PRN|
OrignPrompt | 040 032 054 038 041 073 | 048 036 047 053 047 059 | 045 033 058 042 043 072
LLaMA-2-7B  Trangfer Prompt | 0.55 029 045 036 038 078 | 052 035 036 049 044 073 | 058 036 041 050 051 0.46
Orign Prompt | 046 030 049 047 052 067 | 054 039 046 045 043 070 | 056 041 046 059 057 054
LLaMA-2-13B  rangfer Prompt | 0.57 037 034 057  0.54 073 | 065 045 027 056 054 055 | 064 043 030 037 047 0.61
OrignPrompt | 0.66 044 042 063 055 059 | 072 043 035 061 055 049 | 069 046 026 067 066 045
LLaMA-3-8B  Transfer Prompt | 0.79 047 031 070 072 041 | 087 055 021 075 071 034 | 081 053 015 071 079 033
] OrignPrompt | 037 029 064 044 036 075 | 043 032 049 037 034 074 | 040 031 051 047 038 075
Vicuna-7B Transfer Prompt | 0.46 026 044 043 031 081 | 051 036 045 050 042 064 | 052 034 043 063 058 070
] OrignPrompt | 043 032 049 045 046 072 | 053 036 048 049 040 067 | 051 036 049 055 044 064
Vieuna-13B - Trangfer Prompt | 049 037 036 0.54 049  0.64 | 062 042 039 057 064 053 | 059 044 033 064 051 057
OrignPrompt | 059 035 042 061 049 068 | 068 037 036 058 052 054 | 063 042 039 061 065 046
GPT-3.5-Tutbo  Tyangfer Prompt | 071 039 027 073 068 040 | 077 049 023 070 069 037 | 075 051 020 068 071 035
OrignPrompt | 070 044 030 069 066 044 ‘ 075 045 028 075 065 047 ‘ 074 054 022 064 068 031

GPT-4

Transfer Prompt | 0.82 0.50 0.18 0.81 0.74 0.32

0.58 0.16 0.83 0.76 0.29

0.87 0.59 0.14 0.74 0.85 0.19

from the area under the ROC curve, which plots
the true positive rate against the false positive rate
across various thresholds.

Area Under the Precision-Recall Curve (PR-
AUQC) for Positive and Negative Classes (PR-P,
PR-N): PR-P and PR-N measure a model’s preci-
sion and recall for positive and negative classes,
respectively. PR-P is particularly useful for evalu-
ating performance on imbalanced datasets, while
PR-N is essential for accurately identifying nega-
tive instances.

Instruction Following Rate (IFR): IFR quanti-
fies the proportion of instances where the model’s
response adheres to the specified instructions. It is
defined as:

Ng
IFR = <NT> x 100%,

where Ng is the number of instances where
the LL.M’s responses satisfy the specified require-
ments, and N is the total number of instructions
attempted, including both successful and unsuc-
cessful responses.

5 Results and Analysis

5.1 Performance Analysis on Commonsense
Reasoning Datasets

This experiment evaluates the effectiveness of
Transfer-Prompting in enhancing the performance
of foundational LLMs on commonsense reason-
ing tasks. We selected three widely used bench-
mark datasets—LogiQA, OpenBookQA, and Cos-
mosQA—to assess the reasoning capabilities of
these models. The evaluated models include GPT-
3.5-Turbo, GPT-4, LLaMA-2-7B, LLaMA-2-13B,
LLaMA-3-8B, Vicuna-7B, and Vicuna-13B. The
instruction-following ability and overall response

quality of these LLMs were assessed under both
zero-shot and five-shot settings. The Origin Prompt
used examples as shown in Figure 1. In contrast,
the Transfer Prompt was optimized using the sec-
ond stage of the Transfer-Prompting framework,
which generated high-scoring target prompts on
the task-specific dataset.

The results in Table 1 demonstrate that Transfer-
Prompting significantly improves the performance
of most LLMs in the zero-shot setting, particularly
GPT-4. Specifically, GPT-4’s instruction-following
rate (IFR) increases from 0.70 to 0.82, accuracy
improves from 0.44 to 0.50, expected calibration
error (ECE) decreases from 0.30 to 0.18, ROC in-
creases from 0.69 to 0.81, PR-P increases from
0.66 to 0.74, and PR-N decreases from 0.44 to 0.32
on the LogiQA dataset. Additionally, the LLaMA
series models, especially LLaMA-3-8B, show sig-
nificant improvements, with IFR increasing from
0.66 to 0.79 on the LogiQA dataset. In contrast,
the Vicuna series models show relatively smaller
performance gains, potentially due to inherent ar-
chitectural limitations. These results indicate that
Transfer-Prompting significantly enhances both the
instruction-following ability and overall response
quality of LL.Ms, especially on complex common-
sense reasoning tasks.

5.2 Performance Analysis on Sensitive
Domains Datasets

This experiment evaluates 18 LLMs across three
professional fields: medical, legal, and financial.
The tasks from the MMLU and CMMLU datasets
related to these fields are used for testing. The
models evaluated include domain-specific mod-
els such as Med-Alpaca-13B, Law-LLM-13B, and
Finance-LLM-13B. The performance indicators in-
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Figure 4: Score curves of the two-stage prompt op-
timization process of Transfer-Prompting on MMLU
medical-related tasks.

clude IFR, accuracy (ACC), expected calibration er-
ror (ECE), receiver operating characteristic (ROC),
and precision-recall metrics (PR-P and PR-N), pro-
viding a comprehensive evaluation of instruction
compliance and overall response quality in these
professional domains.

As shown in Figures 3 (a), (b), and (c), Trans-
fer Prompt outperforms Origin Prompt across all
fields. Specifically, in subfigure (a) of the medical
MMLU dataset, Medicine-LLM-13B achieves the
highest IFR (0.77), ACC (0.64), and PR-P (0.78),
along with the lowest ECE (0.15) and PR-N (0.32)
using Transfer Prompt. In subfigure (b) of the le-
gal MMLU dataset, ChatLLaw-13B achieves the
highest ACC (0.63) and PR-P (0.84), with the low-
est ECE (0.11) and PR-N (0.22) using the Trans-
fer Prompt, significantly outperforming the Origin
Prompt. Finally, in subfigure (c) of the financial
CMMLU dataset, Fin-GPT-LLaMA-13B achieves
the highest ACC (0.60), ROC (0.79), and PR-P

(0.83), with the lowest ECE (0.18) and PR-N (0.21)
using Transfer Prompt, again outperforming the
Origin Prompt. These results demonstrate that
Transfer Prompt consistently improves the model’s
instruction compliance and output quality across
complex professional tasks.

5.3 Analysis of Source and Target Prompt
Optimization Evaluation Process

In this experiment, we comprehensively evalu-
ate the dual-stage prompt optimization process
of Transfer-Prompting. A unified scorer LLM,
PalLM 2-L, is used for the evaluation. Four ref-
erence LLMs—Pal.M 2-L-IT, GPT-4, PaLM 2-L,
and GPT-3.5-Turbo—serve as optimizers to gener-
ate candidate prompts for evaluation. The evalua-
tion includes both source prompt evaluation (repre-
sented by the orange solid line) and target prompt
evaluation (represented by the blue dashed line),
with a total of 200 optimization steps performed on
the MMLU medical-related task.

As shown in Figure 4, the dual-stage prompt
optimization process of Transfer-Prompting signif-
icantly enhances the overall performance of the
scorer LLM. The target prompt consistently outper-
forms the source prompt throughout the evaluation.
In the case of the reference LLM PalLM 2-L-IT,
near-perfect performance was achieved early in
the optimization process, stabilizing quickly. Both
GPT-4 and GPT-3.5-Turbo also showed steady im-
provements, with their scores eventually stabiliz-
ing between 0.88 and 0.9, further demonstrating
the framework’s adaptability and performance. Al-
though PalLM 2-L exhibited some fluctuations, it
displayed an overall upward trend, indicating that
Transfer-Prompting can effectively optimize perfor-
mance even for models with initially lower scores.
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Figure 5: The zero-shot performance of different medical domain LLMs on MMLU medical-related tasks is

evaluated using logits.
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5.4 Comparison with Baselines

To further demonstrate the effectiveness of the
Transfer-Prompting method, we compared it with
several state-of-the-art baseline approaches, includ-
ing OPRO (Yang et al., 2024), Iterative-APE (Zhou
et al., 2022), PromptAgent (Wang et al., 2023b),
and APO (Pryzant et al., 2023). For optimization,
PalLM 2-L-IT was used as the reference LLM, and
PalLM 2-L was used as the scorer LLM. The dataset
utilized for evaluation was the MMLU medical-
related tasks. Data for Transfer-Prompting rep-
resents the average score from the second-stage
optimization process.

As shown in Figure 6, Transfer-Prompting con-
sistently outperforms all baseline methods. Dur-
ing the training phase (left), our method achieved
the highest overall performance score. In the test-
ing phase (right), Transfer-Prompting continued to
demonstrate a significant advantage over the base-
line methods. Additionally, the small difference
between Transfer-Prompting’s average scores in
the training and testing phases suggests that the
optimization process did not overfit the data. This
sustained superiority highlights the robustness of
our method, effectively generalizing to unseen data.

5.5 Analysis of Logits

To further validate the effectiveness of our method,
this section evaluates Transfer-Prompting’s impact
on improving LLM performance in zero-shot and

five-shot settings through Logits. The evaluation
metrics include ACC, ECE, ROC, PR-P, and
PR-N. We compared six medical-specialized
LLMs—ChatDoctor-13B, PMC-LLaMA-13B,
Med-Alpaca (7B & 13B), and Medicine-LLM (7B
& 13B)—on MMLU medical-related tasks.

As shown in Figure 5, Transfer-Prompting sig-
nificantly improves the performance of all mod-
els in the zero-shot setting. For example, the ac-
curacy (ACC) of ChatDoctor-13B using Transfer
Prompt increases from 0.44 to 0.51, indicating im-
proved prediction accuracy. At the same time,
its ECE decreases from 0.07 to 0.05, signifying
better-calibrated predictions. Moreover, the ROC
increases from 0.71 to 0.82, PR-P increases from
0.68 to 0.75, and PR-N decreases from 0.43 to 0.31,
reflecting substantial improvements in the overall
quality of the model output.

6 Conclusion

In this study, we introduce Transfer-Prompting,
an innovative approach aimed at enhancing the gen-
eralization capabilities of LLMs by optimizing and
adapting source prompts for specific target tasks.
One of the key advantages of Transfer-Prompting is
its ability to generate prompts that are finely tuned
to the target dataset, leading to improved model
performance. This adaptability makes it particu-
larly well-suited for applications in diverse fields
such as healthcare, legal, and financial services,
where accurate and reliable model outputs are cru-
cial. Furthermore, our approach is designed to ad-
dress issues related to model calibration, ensuring
that prediction confidence better aligns with actual
accuracy. Extensive evaluations of both base mod-
els and domain-specific models show significant
improvements in prediction accuracy, calibration,
and instruction-following capabilities.



Limitations

Despite the promising results of the Transfer-
Prompting framework, several limitations remain.
One limitation is that the approach primarily fo-
cuses on optimizing prompts for LLMs, which may
not fully address underlying issues with model ar-
chitecture or fundamental capabilities. Addition-
ally, while the framework demonstrates improve-
ments across various tasks, it may not general-
ize equally well to all domains, especially those
with highly specialized or dynamic requirements.
Furthermore, the dependency on multiple LLMs
for both prompt generation and evaluation may
introduce computational resources and scalability
challenges, particularly for large-scale implemen-
tations.
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A Details of Models and Datasets
A.1 Details of Models

We selected a diverse set of models to evaluate
the performance of both foundational and domain-
specific LLMs. This selection allows us to as-
sess the broad applicability of Transfer-Prompting
and evaluate its effectiveness across specialized
domains. By comparing these models, we aim
to demonstrate the potential and advantages of
Transfer-Prompting comprehensively.

For foundational models, we used GPT-
3.5-Turbo, GPT-4, LLaMA2-7B, LLaMA2-13B,
LLaMA3-8B, Vicuna-7B, and Vicuna-13B in our
experiments. These models serve as baselines
to evaluate the broader applicability of Transfer-
Prompting across general-purpose LLMs.

For domain-specific models, we evaluated mod-
els tailored to three critical domains: medicine,
law, and finance. This allows us to investigate how
domain-specific adaptations enhance model perfor-
mance when applied to specialized data.

Medicine: In the medical domain, we selected
ChatDoctor-13B, PMC-LLaMA-13B, MedAlpaca-
7B & 13B, and AdaptLLM-Medicine-LLM-7B &
13B. These models are designed to handle complex
medical queries and generate accurate medical in-
formation, which is essential for real-world medical
applications.

Law: For the legal domain, we evaluated
DISC-LawLLM, LawGPT-7B, Lawyer-LLaMA-
13B, ChatLaw-13B, and AdaptLLM-Law-LLM-7B
& 13B. These models specialize in interpreting and
generating legal text, making them crucial for legal
research, document drafting, and case analysis.

Finance: In the financial domain, we selected
FinGPT-13B-v2 (LLaMA2-13B-based), CFGPT-
7B-full, Tongyi-Finance-14B-Chat, AdaptLLM-
Finance-LLM-7B & 13B, and FinMA-7B-full.
These models are specialized in interpreting finan-
cial data and forecasting, which are vital for market
analysis, risk assessment, and financial planning.

A.2 Details of Datasets

Our experiments comprehensively evaluate model
performance on commonsense reasoning using
three datasets and on multiple-question answer-
ing (MQA) tasks involving sensitive data across
five distinct datasets. The commonsense reason-
ing datasets include LogiQA', OpenBookQA?Z,

"https://paperswithcode.com/dataset/logiga
https://paperswithcode.com/dataset/openbookqa
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and CosmosQA?. For evaluation, we selected the
top 1,000 questions from the LogiQA and Open-
BookQA test sets and the validation set of Cos-
mosQA.

For MQA on sensitive data, we evaluated the
following datasets:

MMLU*: MMLU (Massive Multitask Language
Understanding) is a benchmark designed to evalu-
ate language models across 57 subjects, consisting
of approximately 16,000 multiple-choice questions.
We selected specific MMLU subsets to evaluate
the performance of medical-related LLMs, includ-
ing medical genetics, professional medicine, and
college medicine. Additionally, we chose college
law, legal and moral basis, and international law
to assess law-related LLMs.

C-EvaP: C-Eval is a comprehensive Chinese
evaluation suite containing 13,948 multiple-choice
questions across 52 disciplines and four difficulty
levels. We selected data from C-Eval to evalu-
ate medical-related LL.Ms, focusing on physician,
clinical medicine, and basic medicine, and for law-
focused LLLMs, we chose datasets such as law, legal
and moral basis, and international law.

CMMLU®: CMMLU is a benchmark with
11,582 multiple-choice questions across 67 sub-
jects, designed to evaluate language models’ knowl-
edge and reasoning in a Chinese context. We se-
lected data from CMMLU to assess the perfor-
mance of finance-related LLMs, including business
ethics, economics, marketing, and professional ac-
counting.

MedMCQA’: MedMCQA is a large-scale med-
ical multiple-choice question-answering dataset
with over 194,000 questions, designed to advance
research in intelligent question-answering systems
within the medical domain. We selected the first
1,000 questions from the test split of MedMCQA
for evaluation.

AGIEval®: AGIEval is a benchmark designed
to evaluate foundation models in human cognition
and problem-solving tasks, including law school
admission tests and lawyer qualification exams. We
used the law-related data to assess legal LLMs’ un-
derstanding of judicial examination questions and

3https://paperswithcode.com/dataset/cosmosqa
4https://paperswithcode.com/dataset/mmlu
Shttps://paperswithcode.com/paper/
c-eval-a-multi-level-multi-discipline-chinese-1
6https://paperswithcode.com/paper/
cmmlu-measuring-massive-multitask-language
"https://paperswithcode.com/dataset/medmcga
8https://github.com/ruixiangcui/AGIEval
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case analyses, specifically the first 1,000 questions
from the jec-qa-kd and jec-qa-ca tasks.

FinEval’: FinEval is a compilation of high-
quality multiple-choice and text-based quiz ques-
tions designed specifically for the Chinese financial
sector. We selected advanced financial accounting,
financial markets, and corporate finance datasets
for the evaluation of finance-related LLMs.

B Prompt Templates for Source Prompt
and Transfer Prompt

As shown in Table 3, the comparison involves two
types of prompts: source prompts and transfer
prompts. Source prompts provide general instruc-
tions for answering multiple-choice questions, en-
hancing their generalization ability. In contrast,
transfer prompts incorporate specific medical con-
text and guidance to improve the overall quality
of LLM responses. For example, PaLM 2-L-IT
achieves a score of 43% using source prompts,
while the score increases to 56% when medical
context is included in the transfer prompt. This
comparison underscores the importance of tailor-
ing prompts to the context of specific domains to
enhance the performance of language models in
specialized fields.

C More Results

C.1 Evaluation of Commonsense Reasoning
Capabilities

Table 2 compares the five-shot learning perfor-
mance of various models on commonsense reason-
ing datasets. The results demonstrate that Transfer-
Prompting significantly enhances model perfor-
mance, particularly for GPT-4, which exhibits
substantial improvements across key metrics, in-
cluding instruction-following rate (IFR), accuracy
(ACC), and expected calibration error (ECE). Other
models, such as LLaMA3-8B and Vicuna-13B, also
show notable improvements, highlighting the effec-
tiveness of Transfer-Prompting in enhancing score,
confidence calibration, and generalization across
various commonsense reasoning tasks. These find-
ings emphasize Transfer-Prompting’s robustness
and its potential to elevate the capabilities of multi-
ple LLMs in complex reasoning scenarios.

9https://huggingface.co/datasets/FinGPT/
fingpt-fineval
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C.2 Performance Analysis on Sensitive
Domains

In the legal field, as shown in Figure 7, the applica-
tion of Transfer-Prompting significantly improves
model performance. For example, in the case of
LawGPT-7B, after applying Transfer-Prompting,
the instruction-following rate (IFR) increases from
0.65 to 0.78, and the expected calibration error
(ECE) decreases from 0.32 to 0.21, demonstrating
improvements in both inference quality and model
calibration. Similarly, the IFR of Law-LLM-13B
improves from 0.72 to 0.83, and its accuracy (ACC)
improves from 0.48 to 0.57. These results highlight
the potential of Transfer-Prompting in applications
that require high accuracy and confidence, such as
legal contexts.

In the financial field, as shown in Figure 7,
Transfer-Prompting also leads to significant per-
formance improvements. For instance, the IFR
of Finance-LLM-13B improves from 0.69 to 0.81,
and the ACC increases from 0.49 to 0.58. Addition-
ally, the ECE decreases across all models. These
results confirm that Transfer-Prompting is crucial
for enhancing model performance in the financial
domain.

In summary, the results from the legal and finan-
cial domains are consistent with those observed
in the medical domain, further demonstrating
the generalizability and effectiveness of Transfer-
Prompting in improving LLM performance across
various sensitive professional domains.

C.3 Analysis of Logits

In this study, we use the LLaMA-Factory' to evalu-
ate logits and analyze the effectiveness of Transfer-
Prompting in enhancing LLM performance. As
shown in Figure 8, the five-shot results further
confirm the effectiveness of Transfer-Prompting,
demonstrating consistent improvements across var-
ious models and metrics, similar to the zero-shot
findings. Transfer-Prompting significantly boosts
accuracy (ACC), reduces expected calibration error
(ECE) and precision-recall negative (PR-N), and
improves receiver operating characteristic (ROC)
and precision-recall positive (PR-P) values, partic-
ularly for complex models like Med-Alpaca-13B
and Medicine-LLM-13B. These results highlight
Transfer-Prompting’s reliability and versatility, es-
tablishing it as a valuable technique for enhancing

Ohttps://github.com/hiyouga/LLaMA-Factory
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Table 2: Comparison of five-shot learning performance of foundational models using different prompt strategies on
commonsense reasoning datasets. The confidence is calculated by the verbalized confidence. The best outcome is

highlighted in bold.

LogiQA OpenbookQA CosmosQA
Model Method  "JrRT ACCT ECEL ROCT PR-PT PRN||IFRT ACCT ECE{ ROCT PRP{ PRN||IFRT ACCT ECE| ROCT PR-PT PR-N
OrignPrompt | 044 037 052 045 048 070 | 045 040 049 055 054 064 | 049 037 052 045 045 065
Llama2-7B Transfer Prompt | 0.57 035 040 041 045 074 | 060 039 043 035 048 057 | 063 042 045 056 057 051
OrignPrompt | 055 038 045 049 056 059 | 056 037 052 041 039 075 | 054 046 047 063 067 035
Llama2-13B ransfer Prompt | 0.63 041 038 0.59  0.66 068 | 0.69 048 030 059 065 051 | 066 045 032 059 065 048
OrignPrompt | 071 043 035 067 072 036 | 076 044 030 067 060 043 | 074 046 025 067 071 046
Llama3-8B Transfer Prompt | 0.80 047 021 079 077 025 | 089 057 017 081 076 028 | 087 053 011 078 083 025
] OrignPrompt | 042 029 055 041 042 073 | 046 027 055 042 034 077 | 043 029 055 041 033 083
Vicuna-7B Transfer Prompt | 0.50 027 047 047 030 076 | 0.63 038 031 051 048 058 | 065 039 037 068 046  0.66
] OrignPrompt | 049 033 037 047 038 078 | 058 035 042 054 040 067 | 063 044 045 055 057 050
Vieuna-13B - Transfer Prompt | 0.63 037 034 053 049  0.65 | 0.66 044 036 058 059 051 | 067 049 028 071  0.64 044
OrignPrompt | 068 037 037 061 056 061 | 074 042 032 064 057 049 | 067 048 035 068 070 032
GPT-3.5-Turbo  Transfer Prompt | 077 045 023 078 070 036 | 081 055 019 076 074 034 | 084 056 018 075 079 022
OrignPrompt | 078 047 026 075 067 039 | 083 050 021 078 076 044 | 075 055 018 070 075 030
GPT-4 Transfer Prompt | 0.86 0.5 012 088 080 024 | 091 063 013 086 087 027 | 089 064 009 088 092 016
(a) C-Eval (Medical Domain) (b) CMMLU (Law Domain) (c) C-Eval (Financial Domain)
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Figure 7: Comparative performance evaluation of various models in the medical, legal, and financial domains. The
confidence is calculated by the verbalized confidence method.
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Figure 8: The five-shot performance of different medical domain LLMs on MMLU medical-related tasks is evaluated

using logits.
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Figure 9 illustrates the optimization of a Reference-
Prompt Template for GPT-3.5-Turbo and GPT-4 in
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Table 3: An example of the two-stage prompt generation for medical-related tasks using the Transfer-Prompting
method. These prompts are generated by the corresponding reference LLM, PaLLM 2-L-IT, and the corresponding
scorer LLM, PalLM 2-L, provides the respective scores.

Reference LLM Prompt Type Prompt Score
Source Answer the following multiple-choice questions by selecting  46%
PalLM 2-L-IT the most accurate option from *A’, °’B’, ’C’, or ’D’. Use your
general knowledge across various domains to provide the best
answer.
Source For each question below, choose the correct answer from *A’,  43%
’B’, ’C’, or ’D’. Consider all relevant information to ensure
accuracy.
Source Carefully read each multiple-choice question and select the cor-  37%

rect option (CA’, ’B’, ’C’, or ’'D’) based on your comprehensive
understanding of the subject matter.

Transfer As a medical expert, answer the following questions by select- 61%
ing’A’,’B’,’C’, or ’D’. Provide the most accurate answer based
on medical knowledge and clinical evidence.

Transfer Utilize your medical expertise to select the correct answer from  58%
"A’,’B’,’C’, or 'D’ for each of the following medical questions.
Ensure your choice reflects current best practices.

Transfer Carefully read each medical question and choose the correct  55%
answer from "A’, ’B’, ’C’, or ’D’. Base your selection on estab-
lished medical guidelines and evidence-based practice.

Transfer Apply clinical reasoning to answer the following medical 52%
multiple-choice questions by selecting *A’, ’B’, °C’, or 'D’.
Choose the option that best fits the clinical scenario presented.

Source Answer the following multiple-choice questions by selecting  42%
the most appropriate option from *A’, ’B’, ’C’, or ’D’. Draw
GPT-4 upon your broad knowledge base to ensure accuracy.
Source For each question, select the correct answer from *A’, ’B’,’C’, 40%

or 'D’. Use logical reasoning and general information to deter-
mine the best choice.

Source Read the following questions carefully and choose the correct  38%
option CA’, ’B’, ’C’, or ’D’) based on your overall understand-
ing.

Transfer As an experienced medical professional, answer the following 57%

questions by selecting *A’, ’B’, C’, or ’D’. Utilize critical
thinking and advanced medical knowledge to provide the most
accurate answer.

Transfer For each of the following medical questions, select the cor- 55%
rect answer from 'A’, ’B’, ’C’, or ’D’. Use your knowledge of
medical science and current clinical guidelines to inform your
choice.

Transfer Answer the following medical multiple-choice questions by  53%
selecting ’A’, ’B’, ’C’, or ’D’. Ensure your answers are based
on evidence-based medical practices and the latest research
findings.

Transfer Apply your medical expertise to select the most appropriate  50%
answer from *A’, ’B’, ’C’, or ’D’ for each question. Base your
choices on up-to-date medical knowledge and best practices.
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Table 4: An example of the two-stage prompt generation for legal-related tasks using the Transfer-Prompting
method. These prompts are generated by the corresponding reference LLM, PalLM 2-L-IT, and the corresponding
scorer LLM, PaLM 2-L, provides the respective scores.

Reference LLM  Prompt Type Prompt Score
Source Answer the following multiple-choice questions by selecting  44%
PalM 2-L-IT the most accurate option from *A’, ’B’, ’C’, or ’D’. Use your
general knowledge across various domains to provide the best
answer.
Source For each question below, choose the correct answer from "A’, 39%
’B’, ’C’, or ’D’. Consider all relevant information to ensure
Score.
Source Carefully read each multiple-choice question and select the cor- 35%

rect option CA’, ’B’, ’C’, or ’D’) based on your comprehensive
understanding of the subject matter.

Transfer Analyze the following legal scenarios and choose the most 55%
legally sound answer from *A’, ’B’,’C’, or 'D’. Apply principles
of law and precedents to support your selection.

Transfer Evaluate each case presented below and determine the correct  52%
legal outcome by selecting A’, ’B’, °C’, or ’D’. Use statutory
interpretation and legal reasoning in your analysis.

Transfer Review the following legal questions and select the appropriate ~ 50%
answer from 'A’, ’B’, ’C’, or ’D’. Consider current laws and
judicial decisions in your decision-making process.

Transfer Apply your understanding of legal concepts to answer the fol- 48%
lowing multiple-choice questions by selecting ’A’, ’B’, C’, or
’D’. Your answers should reflect accurate legal interpretations.

Source Answer the following multiple-choice questions by selecting  38%
the most appropriate option from *A’, ’B’, °’C’, or ’D’. Draw
upon your broad knowledge base to ensure Score.

Source For each question, select the correct answer from *A’, 'B’,’C’, 35%
or 'D’. Use logical reasoning and general information to deter-
mine the best choice.

GPT-4

Source Read the following questions carefully and choose the correct  33%
option CA’, ’B’, ’C’, or 'D’) based on your overall understand-
ing.

Transfer Interpret the legal issues in the following questions and select 53 %

"A’,’B’,’C’, or ’D’ as the correct answer. Justify your choice
based on legal doctrines and case law.

Transfer For each legal problem below, determine the most appropriate ~ 50%
resolution by choosing *A’, °B’, ’C’, or ’D’. Incorporate relevant
statutes and legal principles in your reasoning.

Transfer Assess the following situations and choose the correct legal  48%
response from A’, ’B’, ’C’, or ’D’. Your answers should be
informed by an understanding of jurisprudence and legal ethics.

Transfer Utilize your legal expertise to answer the following questions  46%
by selecting *A’, ’B’, ’C’, or 'D’. Consider the implications of
your choice within the context of existing law.
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Table 5: An example of the two-stage prompt generation for financial-related tasks using the Transfer-Prompting
method. These prompts are generated by the corresponding reference LLM, PalLM 2-L-IT, and the corresponding
scorer LLM, PaLM 2-L, provides the respective scores.

Reference LLM  Prompt Type Prompt Score
Source Answer the following multiple-choice questions by selecting  42%
PalM 2-L-IT the most accurate option from *A’, ’B’, ’C’, or ’D’. Use your
general knowledge across various domains to provide the best
answer.
Source For each question below, choose the correct answer from "A’, 40%
’B’,’C’, or ’'D’. Consider all relevant information to ensure the
Score.
Source Carefully read each multiple-choice question and select the cor- 38%

rect option CA’, ’B’, °C’, or ’D’) based on your comprehensive
understanding of the subject matter.

Transfer Solve the following econometric problems by selecting ’A’, ’B’, 55%
’C’, or ’D’ as the correct answer. Apply econometric theories
and statistical techniques in your calculations.

Transfer For each question related to econometric analysis, choose the  52%
most accurate answer from ’A’, ’B’,’C’, or ’D’. Use your knowl-
edge of regression models and data interpretation to inform your
choice.

Transfer Examine the following econometrics questions and select the  50%
correct option from *A’, ’B’, °C’, or ’D’. Consider assumptions
of econometric models and statistical inference in your reason-
ing.

Transfer Apply quantitative methods to answer the following multiple- 48%
choice questions by choosing A’, ’B’,’C’, or 'D’. Base your an-
swers on sound econometric practices and empirical evidence.

Source Answer the following multiple-choice questions by selecting 40%
the most appropriate option from *A’, ’B’, °C’, or ’'D’. Draw
upon your broad knowledge base to ensure Score.

Source For each question, select the correct answer from *A’, ’B’, °C’, 38%
or 'D’. Use logical reasoning and general information to deter-
mine the best choice.

GPT-4

Source Read the following questions carefully and choose the correct 35%
option CA’, ’B’, °C’, or ’'D’) based on your overall understand-
ing.

Transfer Analyze the econometric scenarios provided and select "A’, ’B’, 58%

’C’, or ’D’ as the correct answer. Utilize advanced econometric
concepts and statistical analysis to support your decision.

Transfer For each of the following econometrics problems, determine  55%
the correct answer by choosing *A’, ’B’, °C’, or 'D’. Apply
knowledge of time series analysis and econometric modelling.

Transfer Evaluate the econometric questions below and select the appro-  53%
priate option from *A’, ’B’, ’C’, or 'D’. Your choices should
reflect an understanding of hypothesis testing and estimation
techniques.

Transfer Use your expertise in econometrics to answer the following  50%
questions by selecting ’A’, ’B’, ’C’, or ’D’. Consider the statis-
tical properties and limitations of the models involved.

17



—| Reference Prompt

1
1 I possess a collection of instructions accompanied by their respective scores. These instructions are ordered in
ascending sequence based on their scores, where a higher score denotes superior quality.

Promptl:

1
L

1 1
1 1
I The following are multiple-choice questions (with answers) about professional medicine. Please choose the correct !
I . WAN WRM new iy !
1 answer from "A", "B", "C", or "D". Score:61 1
| Prompt2: .
1 Presented below is a multiple-choice question pertaining to professional medicine. Carefully review the question and 1
1 W ey 1
| » or ‘I) . 1
! additional instructions and scores ... !

select the correct option from "A", "B", "C Score:63

1
The subsequent examples illustrate the application of your instruction: replace <INS> in each input with your 1
instruction, then read the input and generate an output. An output is deemed correct if it matches the provided output; :
otherwise, it is considered incorrect. :

Input: :
A: <INS> |
Q: A 13-month-old child is brought to the emergency department because of urticaria, swelling of the lips, and :
difficulty breathing immediately after eating an egg. A potential risk for hypersensitivity reaction is posed by 1
vaccination against which of the following illnesses? A: Hepatitis B: Influenza C: Pertussis D: Poliomyelitis :
Output: B !

(... additional examples ...) :

| Please write a new instruction that differs from the ones provided and aims to achieve the highest possible score. Please
1 enclose your instruction within square brackets.

Figure 9: An example of the reference prompt for reference LLM (GPT-3.5-Turbo and GPT-4) on the medically
relevant datasets. The generated instruction is inserted at the position marked by <INS> in the input. The green text
displays instructions for prompts and scores; the orange text provides examples of how to apply the instruction; the
blue text contains the prompts and scores pairs.

the context of medical multiple-choice questions. It
provides examples of instructions along with their
corresponding scores, with the task being to create
a new instruction that improves performance. The
figure also demonstrates how to integrate this new
instruction into a prompt and evaluate its effective-
ness.
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