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Abstract001

Large Language Models (LLMs) face signifi-002
cant challenges in real-world applications that003
require simultaneously achieving high-quality004
responses and adhering to specific instructions.005
To address these issues, we introduce Transfer-006
Prompting, a novel two-stage framework de-007
signed to improve cross-task adaptation in008
prompt generation. The framework comprises009
two main components: (1) source prompt con-010
struction, which refines prompts on source task011
datasets to enhance their generalization capabil-012
ity, and (2) target prompt generation, which013
fine-tunes high-performing source prompts on014
task-specific datasets to optimize cross-task per-015
formance. In each optimization cycle, a refer-016
ence LLM generates candidate prompts based017
on historical prompt-score pairs and task de-018
scriptions in the reference prompt. These can-019
didate prompts are iteratively refined, with a020
scorer LLM evaluating their effectiveness us-021
ing an objective prompt evaluator. This feed-022
back loop facilitates continuous refinement, im-023
proving prompt quality and task-specific per-024
formance. We validate Transfer-Prompting025
through extensive experiments involving 25026
LLMs, including 7 foundational and 18 special-027
ized models, across 9 diverse datasets. The re-028
sults demonstrate that Transfer-Prompting sig-029
nificantly enhances task-specific performance,030
highlighting its potential to improve cross-task031
adaptation in LLMs.032

1 Introduction033

Large Language Models (LLMs) have made signif-034

icant advances in natural language processing, en-035

abling high-quality text generation across various036

applications, including conversational agents, con-037

tent creation, and machine translation (Wei et al.,038

2022). However, deploying LLMs in real-world039

scenarios presents unique challenges, particularly040

in balancing the generation of high-quality outputs041

with the ability to follow instructions effectively042

across diverse and complex tasks (Wang et al., 043

2023a; Chang et al., 2024). 044

These challenges are especially pronounced 045

in tasks with multiple subtasks or stringent con- 046

straints, where LLMs often generate hallucinated 047

outputs—responses that are syntactically coherent 048

but factually incorrect or irrelevant (Ji et al., 2023; 049

Bang et al., 2023). Moreover, LLMs may misinter- 050

pret user queries, leading to responses that fail to 051

meet expectations or address the core of the ques- 052

tion (Kulkarni and Tupsakhare, 2024). Such limi- 053

tations undermine the utility of LLMs and expose 054

them to significant risks in sensitive domains like 055

healthcare, legal, and finance, where inaccurate or 056

off-topic outputs can have serious consequences 057

(Nori et al., 2023). 058

One potential solution to mitigate these chal- 059

lenges is the use of LLM-based automatic prompt 060

optimization (Zhou et al., 2023; Pryzant et al., 061

2023). These methods typically involve iteratively 062

optimizing prompts using an LLM to improve 063

model performance on specific tasks. However, cur- 064

rent optimization techniques predominantly focus 065

on single-stage optimization aimed at enhancing 066

a single evaluation metric (Yang et al., 2024; Sun 067

et al., 2023). While effective in certain contexts, 068

these methods often fail to account for the complex- 069

ities of multi-objective tasks or tasks that require 070

balancing multiple, sometimes conflicting, evalua- 071

tion criteria. For instance, tasks that require balanc- 072

ing the tradeoff between maximizing output quality 073

and maintaining high instruction-following accu- 074

racy remain particularly challenging for existing 075

models. Furthermore, many current methods ne- 076

glect the need for comprehensive evaluation across 077

multiple performance dimensions, limiting insights 078

into the model’s overall effectiveness (Chen et al., 079

2024). 080

To address these limitations, we propose 081

Transfer-Prompting, a novel two-stage frame- 082

work designed to optimize prompts for LLMs in 083
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complex tasks. This framework consists of two084

core components: (1) source prompt construc-085

tion, which refines the original prompts on source086

task datasets to generate source prompts with en-087

hanced generalization capability, and (2) target088

prompt generation, which improves the cross-task089

adaptation of target prompts by fine-tuning a set of090

high-performing source prompts on task-specific091

datasets.092

In each optimization cycle, a reference LLM093

generates candidate prompts based on historical094

prompt-score pairs and task descriptions embedded095

in the reference prompt. The optimization termi-096

nates when the reference LLM fails to generate a097

higher-scoring prompt or when a predefined op-098

timization step limit is reached. The scorer LLM099

evaluates the effectiveness of the candidate prompts100

using an objective prompt evaluator.101

We validate the Transfer-Prompting framework102

through extensive experiments conducted on 25103

LLMs, including 7 foundational models (e.g.,104

GPT-3.5-Turbo (OpenAI, 2023a), GPT-4 (OpenAI,105

2023b)) and 18 specialized models from the med-106

ical, legal, and financial sectors. The evaluation107

involves 3 heterogeneous reasoning datasets and108

6 multi-task datasets tailored to these specialized109

models. The results demonstrate that Transfer-110

Prompting significantly enhances task-specific per-111

formance and cross-task adaptation, improving112

both instruction-following accuracy and overall out-113

put quality across diverse tasks.114

Our main contributions are as follows:115

• We propose Transfer-Prompting, a novel116

LLM-based automatic prompt optimization117

framework, which consists of two core stages:118

source prompt construction and target prompt119

generation.120

• The optimization process relies on four key121

components. The reference LLM generates122

candidate prompts based on the requirements123

of the reference prompt, while the scorer LLM124

evaluates and provides feedback using an ob-125

jective prompt evaluator.126

• Extensive experiments on 25 LLMs (includ-127

ing both foundational and specialized models)128

show that Transfer-Prompting significantly129

improves task-specific performance, highlight-130

ing its potential to enhance cross-task adapta-131

tion in LLMs.132

2 Related Work 133

Evaluation of Instruction Following and Out- 134

put Quality in LLMs. LLMs exhibit impressive 135

capabilities but often display uncertainty in predic- 136

tions, necessitating effective calibration for reliable 137

outputs. (Kuleshov et al., 2018) introduce a recali- 138

bration method that aligns confidence scores with 139

empirical accuracy, without altering the model’s 140

architecture. (Zhang et al., 2017) enhance cali- 141

bration through mixup training, which generates 142

convex combinations of inputs and labels. (Guo 143

et al., 2017) analyze calibration errors and propose 144

metrics, such as Expected Calibration Error (ECE) 145

and Maximum Calibration Error (MCE), for model 146

comparison. For LLMs, (Desai and Durrett, 2020) 147

apply temperature scaling, while (Zhao et al., 2021) 148

use ensemble methods to achieve calibrated con- 149

sensus. (Tian et al., 2023) assess LLM confidence 150

through direct querying, and (He et al., 2023) eval- 151

uate calibration using ECE, AUROC, and AUPRC. 152

(Lyu et al., 2024) introduce coherence sampling to 153

refine LLM calibration further. 154

Prompt Engineering and Optimization. Prompt 155

engineering has significantly advanced interactions 156

with LLMs. Few-shot and zero-shot learning tech- 157

niques minimize the need for large labeled datasets 158

by leveraging minimal examples to guide models 159

(Brown et al., 2020). Automated prompt genera- 160

tion methods, such as those proposed by (Liu et al., 161

2023), use reinforcement learning to discover op- 162

timal prompts. Recent studies emphasize the role 163

of LLMs in prompt optimization. (Ma et al., 2024) 164

show that LLMs can refine prompts to enhance 165

task performance. To address distribution shifts, 166

(Li et al., 2023c) propose Generalized Prompt Op- 167

timization (GPO), improving LLM generalization 168

under subpopulation shifts. (Yang et al., 2024) 169

demonstrate that LLM-generated prompts via the 170

Optimization by PROmpting (OPRO) method out- 171

perform manually crafted prompts. 172

The key differences between Transfer-Prompting 173

and OPRO can be summarized in two aspects: 174

First, Transfer-Prompting is a two-stage optimiza- 175

tion framework consisting of source prompt con- 176

struction and target prompt generation, whereas 177

OPRO operates in a single-stage process to directly 178

generate optimized prompts. Second, Transfer- 179

Prompting incorporates domain-specific reference 180

prompts to better adapt to target tasks, providing 181

greater flexibility for task customization. 182

2



Source Task Dataset �������

Source Prompt Construction 
(Enhancing generalization)

Target Task Dataset ������� 

Target Prompt Generation
(Improving the Instruction 

following ability and overall 
quality of LLM response)

Prompt Evaluation

Reference LLM

Generated Prompts Scorer LLM

Objective Prompts 
Evaluator

Reference-Prompt

Return Top Prompts When Finished

generated scores

Refine the original prompts and generate source 
prompts with generalization capabilities.

Transfer-Prompting (Ours)

Improve the instruction-following ability and the 
overall output quality of LLM in specific tasks.

Original Prompt

The following are multiple choice questions. Please choose the correct answer from 'A', 'B', 'C' or 'D.

Source Prompt Construction      Target Prompt Generation

Figure 1: Illustration of the Two-Stage Prompt Optimization Framework in Transfer-Prompting: The framework
consists of two main stages: source prompt construction and target prompt generation. It utilizes four key
components: the reference LLM, reference prompt, scorer LLM, and objective prompt evaluator.

3 Methods183

3.1 Preliminaries184

We define two task sets: source tasks185

S = {S1,S2, . . . ,Sκ} and target tasks186

T = {T1, T2, . . . , Tτ}, where κ and τ de-187

note the number of source and target tasks188

respectively. Source tasks are designed to provide189

domain-specific knowledge, while target tasks190

focus on specific application scenarios. Each191

source task Si is associated with a dataset192

DSi = {(qi,n, ai,n)}Mi
n=1, where qi,n is the input193

and ai,n is the corresponding output, and Mi194

corresponds to the number of samples in source195

task Si. Similarly, each target task Tk is associated196

with DTk = {(qk,m, ak,m)}Nk
m=1, where Nk197

denotes the sample count in target task Tk.198

The source task dataset is constructed by select-199

ing related tasks from multiple datasets within the200

same domain to ensure domain consistency. This201

strategy enables the model to learn shared domain202

knowledge across similar tasks, enhancing its gen-203

eralization capabilities. In contrast, the target task204

dataset is assembled by selecting specific tasks205

from datasets within a particular domain to main-206

tain task focus. Details of the construction of the207

source task dataset are provided in Appendix A.2.208

3.2 Transfer-Prompting Framework Design209

LLMs often face challenges in balancing210

instruction-following, output quality, and other211

performance aspects, particularly on complex 212

multi-task scenarios. To address these, we propose 213

a novel LLM-based automatic optimization 214

framework, Transfer-Prompting, designed to 215

identify instructions that maximize target task 216

performance. 217

As illustrated in Figure 1, the optimization pro- 218

cess unfolds in two stages: (1) source prompt con- 219

struction and (2) target prompt generation. The 220

initial prompt, derived from domain expertise or 221

random initialization, is first refined on the aggre- 222

gated source task datasets
⋃κ

i=1DSi to produce 223

generalized source prompts Psource. Subsequently, 224

high-performing Psource prompts are fine-tuned on 225

the target task datasets
⋃τ

k=1DTk to generate task- 226

specific target prompts Ptarget. 227

Prompt Optimization Strategy. At each itera- 228

tion t, the reference LLM generates K candidate 229

prompts {P (t)
c }Kc=1, which are scored using the ob- 230

jective prompt evaluator. The performance score 231

s
(t)
c aggregates the average accuracy of P (t)

c across 232

datasets D as follows: 233

s(t)c =
∑
d∈D

ϕ(P (t)
c , d), (1) 234

where D represents the set of datasets under 235

consideration (i.e., D =
⋃κ

i=1DSi for source tasks 236

or D =
⋃τ

k=1DTk for target tasks), and ϕ(P, d) 237

denotes the average accuracy of prompt P over 238

dataset d. 239
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I possess a collection of instructions accompanied by their respective scores. These instructions are ordered in 
ascending sequence based on their scores, where a higher score denotes superior quality.

Prompt1:
The following are multiple-choice questions (with answers) about professional medicine. Please choose the correct 
answer from "A", "B", "C", or "D".
Prompt2:
Presented below is a multiple-choice question pertaining to professional medicine. Carefully review the question and 
select the correct option from "A", "B", "C", or "D".

(… additional instructions and scores …)

The subsequent examples illustrate the application of your instruction: replace <INS> in each input with your 
instruction, then read the input and generate an output. An output is deemed correct if it matches the provided output; 
otherwise, it is considered incorrect.

Input:
A: <INS>
Q: A 13-month-old child is brought to the emergency department because of urticaria, swelling of the lips, and 
difficulty breathing immediately after eating an egg. A potential risk for hypersensitivity reaction is posed by 
vaccination against which of the following illnesses? A: Hepatitis  B: Influenza  C: Pertussis  D: Poliomyelitis
Output: B

(… additional examples …)

Please write a new instruction that differs from the ones provided and aims to achieve the highest possible score. Please 
enclose your instruction within square brackets.

Score:61

Score:63

Reference Prompt

Text Prompts-Scores Pairs Text Example of Input and Expected OutputText Instructions for Prompt

Figure 2: An example of the reference prompt for the reference LLMs (PaLM 2-L and PaLM 2-L-IT) on medically
relevant datasets. The generated instruction is inserted at the position marked by <INS> in the input. The green text
indicates instructions for prompts and scores, the orange text provides examples of how to apply the instruction, and
the blue text displays the prompt-score pairs.

The optimization objective is to maximize the240

total accuracy across all prompts P:241

P∗ = argmax
P

∑
P∈P

∑
d∈D

ϕ(P, d). (2)242

This objective ensures a focused evaluation243

based on accuracy alone. The resulting scores s(t)c244

guide the generation of new prompts until perfor-245

mance improvement is minimal or the maximum246

iteration limit is reached.247

Reference LLM and Scorer LLM. In both248

stages of the optimization, we use advanced LLMs249

from different architectures as the reference LLM,250

which generates prompts based on the reference251

prompt. The most reliable LLM, selected for its252

robust and consistent performance, serves as the253

scorer LLM. As shown in Figure 2, the reference254

prompt consists of two components: (1) previously255

generated prompts with their corresponding scores256

and (2) a detailed description of the optimization257

problem, including task examples. The reference258

LLM generates new prompts at each iteration to259

improve instruction-following and overall task per-260

formance.261

Objective Prompt Evaluation. The objective262

prompt evaluator uses accuracy as the sole opti-263

mization metric. To enhance efficiency, source264

prompt construction iteratively refines prompts on265

an aggregated dataset formed by selecting represen-266

tative tasks from multiple domains. Target prompt 267

generation is iteratively optimized on tasks selected 268

from specific datasets to ensure domain consistency 269

and task focus. 270

3.3 Source Prompt Construction 271

By refining the origin prompt on the aggregated 272

source task datasets
⋃κ

i=1DSi , we construct the 273

source prompt set Psource. The optimization goal is 274

to identify a set of prompts Psource that maximizes 275

domain-agnostic performance across source tasks: 276

Psource = argmax
P

κ∑
i=1

ϕ(P,DSi), (3) 277

where P denotes the current prompt being evalu- 278

ated. At each training step, the reference LLM gen- 279

erates K candidate prompts based on the reference 280

prompt (where K is a hyperparameter controlling 281

the number of candidates per iteration). The scorer 282

LLM then evaluates these prompts using the objec- 283

tive prompt evaluator. The highest-scoring prompts 284

are selected for the next training step. The optimiza- 285

tion process terminates when the reference LLM 286

fails to generate new prompts with higher scores, or 287

when the maximum number of optimization steps 288

is reached. This results in the final source prompt 289

set Psource. 290
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3.4 Target Prompt Generation291

After constructing the source prompt set Psource, we292

select a set of high-scoring prompts from Psource293

and fine-tune them on the corresponding target294

task datasets
⋃τ

k=1DTk , thereby generating a tar-295

get prompt set Ptarget that is better suited for the296

target task.297

The optimization objective for target prompt gen-298

eration is defined as:299

Ptarget = argmax
P

τ∑
k=1

ϕ(P,DTk), (4)300

where P denotes the current prompt being eval-301

uated. Starting from the highest-scoring source302

prompts selected from Psource, the target prompt303

optimization process follows the same procedure304

as the source prompt optimization, resulting in the305

final target prompt set Ptarget.306

4 Experimental Setup307

4.1 Models and Datasets308

To evaluate the effectiveness of Transfer-309

Prompting, we tested 7 foundational models on 3310

commonsense reasoning datasets: GPT-3.5-Turbo311

(OpenAI, 2023a), GPT-4 (OpenAI, 2023b),312

LLaMA-2 (7B & 13B) (Touvron et al., 2023),313

LLaMA-3-8B (AI@Meta, 2024), and Vicuna (7B314

& 13B) (Zheng et al., 2023). Additionally, we315

evaluated 18 specialized models on 6 multi-task316

datasets from medical, legal, and financial317

domains.318

In the medical domain, we tested 6 specialized319

LLMs: ChatDoctor-13B (Li et al., 2023d), PMC-320

LLaMA-13B (Wu et al., 2023), MedAlpaca (7B321

& 13B) (Han et al., 2023), and Medicine-LLM322

(7B & 13B) (Cheng et al., 2023). In the legal do-323

main, 6 law-specific LLMs were evaluated: DISC-324

LawLLM-13B (Yue et al., 2023), Lawyer-LLaMA-325

13B (Huang et al., 2023), ChatLaw-13B (Cui et al.,326

2024), LawGPT-7B (Zhou et al., 2024), and Law-327

LLM (7B & 13B) (Cheng et al., 2023). For the328

financial domain, we tested 6 LLMs: CFGPT-7B-329

Full (Li et al., 2023b), Tongyi-Finance-14B-Chat330

(JXY, 2024), FinGPT-13B-v2 (based on LLaMA-331

2-13B) (Yang et al., 2023a), FinMA-7B-Full (Xie332

et al., 2023), and Finance-LLM (7B & 13B) (Cheng333

et al., 2023). The foundational models were334

evaluated on 3 commonsense reasoning datasets:335

LogiQA (Liu et al., 2020), OpenBookQA (Mi-336

haylov et al., 2018), and CosmosQA (Huang et al.,337

2019). For professional models, we used 6 multi- 338

task datasets: Medical Domain: The correspond- 339

ing medical models were evaluated using MMLU 340

(Hendrycks et al., 2021), C-Eval (Huang et al., 341

2024), and MedMCQA (Pal et al., 2022) datasets. 342

Legal Domain: Legal models were assessed with 343

MMLU (Hendrycks et al., 2021), CMMLU (Li 344

et al., 2023a), and AGIEval (Zhong et al., 2023) 345

datasets. Financial Domain: Financial models 346

were evaluated using CMMLU (Li et al., 2023a), 347

C-Eval (Huang et al., 2024), and FinEval (Zhang 348

et al., 2023) datasets. 349

4.2 Confidence Evaluation Methods 350

We employ the following methods to quantify 351

model uncertainty: 352

Logits (Yang et al., 2023b): The model’s predicted 353

probabilities are interpreted as confidence scores, 354

with the highest probability corresponding to the 355

selected answer in multiple-choice questions. 356

Verbalized Confidence (Lin et al., 2022): By 357

prompting LLMs, we obtain both answers and their 358

associated confidence scores. These scores are used 359

to evaluate the models’ calibration by analyzing 360

the relationship between accuracy and confidence 361

across all valid responses. 362

4.3 Evaluation Metrics 363

We evaluate the instruction-following capabilities 364

of LLMs using the instruction-following rate and 365

accuracy. Additionally, we assess overall response 366

quality using expected calibration error, area un- 367

der the receiver operating characteristic curve (AU- 368

ROC), and area under the precision-recall curve. 369

Expected Calibration Error (ECE): ECE mea- 370

sures the alignment between predicted probabilities 371

and actual outcomes, providing insight into model 372

calibration quality. It is calculated as: 373

ECE =
n∑

i=1

|Bi|
N

· |acc(Bi)− conf(Bi)| , (5) 374

where n is the number of bins (defaulting to 10 375

in this study), Bi represents the samples in bin i, 376

N is the total number of samples, acc(Bi) is the 377

accuracy within bin i, and conf(Bi) is the mean 378

predicted probability in bin i. 379

Area Under the Receiver Operating Charac- 380

teristic Curve (AUROC): AUROC evaluates a 381

binary classification model’s ability to distinguish 382

between positive and negative classes. It is derived 383
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Table 1: Comparison of Zero-shot Learning Performance of Foundational Models Using Different Prompt Strategies
on Commonsense Reasoning Datasets. The confidence is calculated by the verbalized confidence method. The best
outcome is highlighted in bold.

Model Method
LogiQA OpenbookQA CosmosQA

IFR ↑ ACC ↑ ECE ↓ ROC ↑ PR-P ↑ PR-N ↓ IFR ↑ ACC ↑ ECE ↓ ROC ↑ PR-P ↑ PR-N ↓ IFR ↑ ACC ↑ ECE ↓ ROC ↑ PR-P ↑ PR-N ↓

LLaMA-2-7B
Orign Prompt 0.40 0.32 0.54 0.38 0.41 0.73 0.48 0.36 0.47 0.53 0.47 0.59 0.45 0.33 0.58 0.42 0.43 0.72

Transfer Prompt 0.55 0.29 0.45 0.36 0.38 0.78 0.52 0.35 0.36 0.49 0.44 0.73 0.58 0.36 0.41 0.50 0.51 0.46

LLaMA-2-13B
Orign Prompt 0.46 0.30 0.49 0.47 0.52 0.67 0.54 0.39 0.46 0.45 0.43 0.70 0.56 0.41 0.46 0.59 0.57 0.54

Transfer Prompt 0.57 0.37 0.34 0.57 0.54 0.73 0.65 0.45 0.27 0.56 0.54 0.55 0.64 0.43 0.30 0.37 0.47 0.61

LLaMA-3-8B
Orign Prompt 0.66 0.44 0.42 0.63 0.55 0.59 0.72 0.43 0.35 0.61 0.55 0.49 0.69 0.46 0.26 0.67 0.66 0.45

Transfer Prompt 0.79 0.47 0.31 0.70 0.72 0.41 0.87 0.55 0.21 0.75 0.71 0.34 0.81 0.53 0.15 0.71 0.79 0.33

Vicuna-7B
Orign Prompt 0.37 0.29 0.64 0.44 0.36 0.75 0.43 0.32 0.49 0.37 0.34 0.74 0.40 0.31 0.51 0.47 0.38 0.75

Transfer Prompt 0.46 0.26 0.44 0.43 0.31 0.81 0.51 0.36 0.45 0.50 0.42 0.64 0.52 0.34 0.43 0.63 0.58 0.70

Vicuna-13B
Orign Prompt 0.43 0.32 0.49 0.45 0.46 0.72 0.53 0.36 0.48 0.49 0.40 0.67 0.51 0.36 0.49 0.55 0.44 0.64

Transfer Prompt 0.49 0.37 0.36 0.54 0.49 0.64 0.62 0.42 0.39 0.57 0.64 0.53 0.59 0.44 0.33 0.64 0.51 0.57

GPT-3.5-Turbo
Orign Prompt 0.59 0.35 0.42 0.61 0.49 0.68 0.68 0.37 0.36 0.58 0.52 0.54 0.63 0.42 0.39 0.61 0.65 0.46

Transfer Prompt 0.71 0.39 0.27 0.73 0.68 0.40 0.77 0.49 0.23 0.70 0.69 0.37 0.75 0.51 0.20 0.68 0.71 0.35

GPT-4
Orign Prompt 0.70 0.44 0.30 0.69 0.66 0.44 0.75 0.45 0.28 0.75 0.65 0.47 0.74 0.54 0.22 0.64 0.68 0.31

Transfer Prompt 0.82 0.50 0.18 0.81 0.74 0.32 0.89 0.58 0.16 0.83 0.76 0.29 0.87 0.59 0.14 0.74 0.85 0.19

from the area under the ROC curve, which plots384

the true positive rate against the false positive rate385

across various thresholds.386

Area Under the Precision-Recall Curve (PR-387

AUC) for Positive and Negative Classes (PR-P,388

PR-N): PR-P and PR-N measure a model’s preci-389

sion and recall for positive and negative classes,390

respectively. PR-P is particularly useful for evalu-391

ating performance on imbalanced datasets, while392

PR-N is essential for accurately identifying nega-393

tive instances.394

Instruction Following Rate (IFR): IFR quanti-395

fies the proportion of instances where the model’s396

response adheres to the specified instructions. It is397

defined as:398

IFR =

(
NS

NT

)
× 100%,399

where NS is the number of instances where400

the LLM’s responses satisfy the specified require-401

ments, and NT is the total number of instructions402

attempted, including both successful and unsuc-403

cessful responses.404

5 Results and Analysis405

5.1 Performance Analysis on Commonsense406

Reasoning Datasets407

This experiment evaluates the effectiveness of408

Transfer-Prompting in enhancing the performance409

of foundational LLMs on commonsense reason-410

ing tasks. We selected three widely used bench-411

mark datasets—LogiQA, OpenBookQA, and Cos-412

mosQA—to assess the reasoning capabilities of413

these models. The evaluated models include GPT-414

3.5-Turbo, GPT-4, LLaMA-2-7B, LLaMA-2-13B,415

LLaMA-3-8B, Vicuna-7B, and Vicuna-13B. The416

instruction-following ability and overall response417

quality of these LLMs were assessed under both 418

zero-shot and five-shot settings. The Origin Prompt 419

used examples as shown in Figure 1. In contrast, 420

the Transfer Prompt was optimized using the sec- 421

ond stage of the Transfer-Prompting framework, 422

which generated high-scoring target prompts on 423

the task-specific dataset. 424

The results in Table 1 demonstrate that Transfer- 425

Prompting significantly improves the performance 426

of most LLMs in the zero-shot setting, particularly 427

GPT-4. Specifically, GPT-4’s instruction-following 428

rate (IFR) increases from 0.70 to 0.82, accuracy 429

improves from 0.44 to 0.50, expected calibration 430

error (ECE) decreases from 0.30 to 0.18, ROC in- 431

creases from 0.69 to 0.81, PR-P increases from 432

0.66 to 0.74, and PR-N decreases from 0.44 to 0.32 433

on the LogiQA dataset. Additionally, the LLaMA 434

series models, especially LLaMA-3-8B, show sig- 435

nificant improvements, with IFR increasing from 436

0.66 to 0.79 on the LogiQA dataset. In contrast, 437

the Vicuna series models show relatively smaller 438

performance gains, potentially due to inherent ar- 439

chitectural limitations. These results indicate that 440

Transfer-Prompting significantly enhances both the 441

instruction-following ability and overall response 442

quality of LLMs, especially on complex common- 443

sense reasoning tasks. 444

5.2 Performance Analysis on Sensitive 445

Domains Datasets 446

This experiment evaluates 18 LLMs across three 447

professional fields: medical, legal, and financial. 448

The tasks from the MMLU and CMMLU datasets 449

related to these fields are used for testing. The 450

models evaluated include domain-specific mod- 451

els such as Med-Alpaca-13B, Law-LLM-13B, and 452

Finance-LLM-13B. The performance indicators in- 453
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IFR ACC ECE ROC PR-P PR-N
Evaluation Metrics

Med-Alpaca-7B
(Orign Prompt)
Med-Alpaca-7B
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Figure 3: Comparative performance evaluation of various medical, legal, and financial models. The confidence is
calculated by the verbalized confidence method.

0 25 50 75 100 125 150 175 200
Steps

0.70

0.75

0.80

0.85

0.90

0.95

1.00

Tr
ai

ni
ng

 A
cc

ur
ac

y

Reference LLM: PaLM 2-L-IT

Source Prompt Evaluation
Target Prompt Evaluation

0 25 50 75 100 125 150 175 200
Steps

0.76

0.78

0.80

0.82

0.84

0.86

0.88

0.90

Tr
ai

ni
ng

 A
cc

ur
ac

y

Reference LLM: GPT-4

Source Prompt Evaluation
Target Prompt Evaluation

0 25 50 75 100 125 150 175 200
Steps

0.70

0.75

0.80

0.85

0.90

0.95

1.00

Tr
ai

ni
ng

 A
cc

ur
ac

y

Reference LLM: PaLM 2-L

Source Prompt Evaluation
Target Prompt Evaluation

0 25 50 75 100 125 150 175 200
Steps

0.78

0.80

0.82

0.84

0.86

0.88

0.90

0.92

Tr
ai

ni
ng

 A
cc

ur
ac

y

Reference LLM: GPT-3.5-Turbo
Source Prompt Evaluation
Target Prompt Evaluation

Figure 4: Score curves of the two-stage prompt op-
timization process of Transfer-Prompting on MMLU
medical-related tasks.

clude IFR, accuracy (ACC), expected calibration er-454

ror (ECE), receiver operating characteristic (ROC),455

and precision-recall metrics (PR-P and PR-N), pro-456

viding a comprehensive evaluation of instruction457

compliance and overall response quality in these458

professional domains.459

As shown in Figures 3 (a), (b), and (c), Trans-460

fer Prompt outperforms Origin Prompt across all461

fields. Specifically, in subfigure (a) of the medical462

MMLU dataset, Medicine-LLM-13B achieves the463

highest IFR (0.77), ACC (0.64), and PR-P (0.78),464

along with the lowest ECE (0.15) and PR-N (0.32)465

using Transfer Prompt. In subfigure (b) of the le-466

gal MMLU dataset, ChatLaw-13B achieves the467

highest ACC (0.63) and PR-P (0.84), with the low-468

est ECE (0.11) and PR-N (0.22) using the Trans-469

fer Prompt, significantly outperforming the Origin470

Prompt. Finally, in subfigure (c) of the financial471

CMMLU dataset, Fin-GPT-LLaMA-13B achieves472

the highest ACC (0.60), ROC (0.79), and PR-P473

(0.83), with the lowest ECE (0.18) and PR-N (0.21) 474

using Transfer Prompt, again outperforming the 475

Origin Prompt. These results demonstrate that 476

Transfer Prompt consistently improves the model’s 477

instruction compliance and output quality across 478

complex professional tasks. 479

5.3 Analysis of Source and Target Prompt 480

Optimization Evaluation Process 481

In this experiment, we comprehensively evalu- 482

ate the dual-stage prompt optimization process 483

of Transfer-Prompting. A unified scorer LLM, 484

PaLM 2-L, is used for the evaluation. Four ref- 485

erence LLMs—PaLM 2-L-IT, GPT-4, PaLM 2-L, 486

and GPT-3.5-Turbo—serve as optimizers to gener- 487

ate candidate prompts for evaluation. The evalua- 488

tion includes both source prompt evaluation (repre- 489

sented by the orange solid line) and target prompt 490

evaluation (represented by the blue dashed line), 491

with a total of 200 optimization steps performed on 492

the MMLU medical-related task. 493

As shown in Figure 4, the dual-stage prompt 494

optimization process of Transfer-Prompting signif- 495

icantly enhances the overall performance of the 496

scorer LLM. The target prompt consistently outper- 497

forms the source prompt throughout the evaluation. 498

In the case of the reference LLM PaLM 2-L-IT, 499

near-perfect performance was achieved early in 500

the optimization process, stabilizing quickly. Both 501

GPT-4 and GPT-3.5-Turbo also showed steady im- 502

provements, with their scores eventually stabiliz- 503

ing between 0.88 and 0.9, further demonstrating 504

the framework’s adaptability and performance. Al- 505

though PaLM 2-L exhibited some fluctuations, it 506

displayed an overall upward trend, indicating that 507

Transfer-Prompting can effectively optimize perfor- 508

mance even for models with initially lower scores. 509
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Figure 5: The zero-shot performance of different medical domain LLMs on MMLU medical-related tasks is
evaluated using logits.
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Figure 6: Performance Comparison with Baselines

5.4 Comparison with Baselines510

To further demonstrate the effectiveness of the511

Transfer-Prompting method, we compared it with512

several state-of-the-art baseline approaches, includ-513

ing OPRO (Yang et al., 2024), Iterative-APE (Zhou514

et al., 2022), PromptAgent (Wang et al., 2023b),515

and APO (Pryzant et al., 2023). For optimization,516

PaLM 2-L-IT was used as the reference LLM, and517

PaLM 2-L was used as the scorer LLM. The dataset518

utilized for evaluation was the MMLU medical-519

related tasks. Data for Transfer-Prompting rep-520

resents the average score from the second-stage521

optimization process.522

As shown in Figure 6, Transfer-Prompting con-523

sistently outperforms all baseline methods. Dur-524

ing the training phase (left), our method achieved525

the highest overall performance score. In the test-526

ing phase (right), Transfer-Prompting continued to527

demonstrate a significant advantage over the base-528

line methods. Additionally, the small difference529

between Transfer-Prompting’s average scores in530

the training and testing phases suggests that the531

optimization process did not overfit the data. This532

sustained superiority highlights the robustness of533

our method, effectively generalizing to unseen data.534

5.5 Analysis of Logits535

To further validate the effectiveness of our method,536

this section evaluates Transfer-Prompting’s impact537

on improving LLM performance in zero-shot and538

five-shot settings through Logits. The evaluation 539

metrics include ACC, ECE, ROC, PR-P, and 540

PR-N. We compared six medical-specialized 541

LLMs—ChatDoctor-13B, PMC-LLaMA-13B, 542

Med-Alpaca (7B & 13B), and Medicine-LLM (7B 543

& 13B)—on MMLU medical-related tasks. 544

As shown in Figure 5, Transfer-Prompting sig- 545

nificantly improves the performance of all mod- 546

els in the zero-shot setting. For example, the ac- 547

curacy (ACC) of ChatDoctor-13B using Transfer 548

Prompt increases from 0.44 to 0.51, indicating im- 549

proved prediction accuracy. At the same time, 550

its ECE decreases from 0.07 to 0.05, signifying 551

better-calibrated predictions. Moreover, the ROC 552

increases from 0.71 to 0.82, PR-P increases from 553

0.68 to 0.75, and PR-N decreases from 0.43 to 0.31, 554

reflecting substantial improvements in the overall 555

quality of the model output. 556

6 Conclusion 557

In this study, we introduce Transfer-Prompting, 558

an innovative approach aimed at enhancing the gen- 559

eralization capabilities of LLMs by optimizing and 560

adapting source prompts for specific target tasks. 561

One of the key advantages of Transfer-Prompting is 562

its ability to generate prompts that are finely tuned 563

to the target dataset, leading to improved model 564

performance. This adaptability makes it particu- 565

larly well-suited for applications in diverse fields 566

such as healthcare, legal, and financial services, 567

where accurate and reliable model outputs are cru- 568

cial. Furthermore, our approach is designed to ad- 569

dress issues related to model calibration, ensuring 570

that prediction confidence better aligns with actual 571

accuracy. Extensive evaluations of both base mod- 572

els and domain-specific models show significant 573

improvements in prediction accuracy, calibration, 574

and instruction-following capabilities. 575
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Limitations576

Despite the promising results of the Transfer-577

Prompting framework, several limitations remain.578

One limitation is that the approach primarily fo-579

cuses on optimizing prompts for LLMs, which may580

not fully address underlying issues with model ar-581

chitecture or fundamental capabilities. Addition-582

ally, while the framework demonstrates improve-583

ments across various tasks, it may not general-584

ize equally well to all domains, especially those585

with highly specialized or dynamic requirements.586

Furthermore, the dependency on multiple LLMs587

for both prompt generation and evaluation may588

introduce computational resources and scalability589

challenges, particularly for large-scale implemen-590

tations.591
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A Details of Models and Datasets848

A.1 Details of Models849

We selected a diverse set of models to evaluate850

the performance of both foundational and domain-851

specific LLMs. This selection allows us to as-852

sess the broad applicability of Transfer-Prompting853

and evaluate its effectiveness across specialized854

domains. By comparing these models, we aim855

to demonstrate the potential and advantages of856

Transfer-Prompting comprehensively.857

For foundational models, we used GPT-858

3.5-Turbo, GPT-4, LLaMA2-7B, LLaMA2-13B,859

LLaMA3-8B, Vicuna-7B, and Vicuna-13B in our860

experiments. These models serve as baselines861

to evaluate the broader applicability of Transfer-862

Prompting across general-purpose LLMs.863

For domain-specific models, we evaluated mod-864

els tailored to three critical domains: medicine,865

law, and finance. This allows us to investigate how866

domain-specific adaptations enhance model perfor-867

mance when applied to specialized data.868

Medicine: In the medical domain, we selected869

ChatDoctor-13B, PMC-LLaMA-13B, MedAlpaca-870

7B & 13B, and AdaptLLM-Medicine-LLM-7B &871

13B. These models are designed to handle complex872

medical queries and generate accurate medical in-873

formation, which is essential for real-world medical874

applications.875

Law: For the legal domain, we evaluated876

DISC-LawLLM, LawGPT-7B, Lawyer-LLaMA-877

13B, ChatLaw-13B, and AdaptLLM-Law-LLM-7B878

& 13B. These models specialize in interpreting and879

generating legal text, making them crucial for legal880

research, document drafting, and case analysis.881

Finance: In the financial domain, we selected882

FinGPT-13B-v2 (LLaMA2-13B-based), CFGPT-883

7B-full, Tongyi-Finance-14B-Chat, AdaptLLM-884

Finance-LLM-7B & 13B, and FinMA-7B-full.885

These models are specialized in interpreting finan-886

cial data and forecasting, which are vital for market887

analysis, risk assessment, and financial planning.888

A.2 Details of Datasets889

Our experiments comprehensively evaluate model890

performance on commonsense reasoning using891

three datasets and on multiple-question answer-892

ing (MQA) tasks involving sensitive data across893

five distinct datasets. The commonsense reason-894

ing datasets include LogiQA1, OpenBookQA2,895

1https://paperswithcode.com/dataset/logiqa
2https://paperswithcode.com/dataset/openbookqa

and CosmosQA3. For evaluation, we selected the 896

top 1,000 questions from the LogiQA and Open- 897

BookQA test sets and the validation set of Cos- 898

mosQA. 899

For MQA on sensitive data, we evaluated the 900

following datasets: 901

MMLU4: MMLU (Massive Multitask Language 902

Understanding) is a benchmark designed to evalu- 903

ate language models across 57 subjects, consisting 904

of approximately 16,000 multiple-choice questions. 905

We selected specific MMLU subsets to evaluate 906

the performance of medical-related LLMs, includ- 907

ing medical genetics, professional medicine, and 908

college medicine. Additionally, we chose college 909

law, legal and moral basis, and international law 910

to assess law-related LLMs. 911

C-Eval5: C-Eval is a comprehensive Chinese 912

evaluation suite containing 13,948 multiple-choice 913

questions across 52 disciplines and four difficulty 914

levels. We selected data from C-Eval to evalu- 915

ate medical-related LLMs, focusing on physician, 916

clinical medicine, and basic medicine, and for law- 917

focused LLMs, we chose datasets such as law, legal 918

and moral basis, and international law. 919

CMMLU6: CMMLU is a benchmark with 920

11,582 multiple-choice questions across 67 sub- 921

jects, designed to evaluate language models’ knowl- 922

edge and reasoning in a Chinese context. We se- 923

lected data from CMMLU to assess the perfor- 924

mance of finance-related LLMs, including business 925

ethics, economics, marketing, and professional ac- 926

counting. 927

MedMCQA7: MedMCQA is a large-scale med- 928

ical multiple-choice question-answering dataset 929

with over 194,000 questions, designed to advance 930

research in intelligent question-answering systems 931

within the medical domain. We selected the first 932

1,000 questions from the test split of MedMCQA 933

for evaluation. 934

AGIEval8: AGIEval is a benchmark designed 935

to evaluate foundation models in human cognition 936

and problem-solving tasks, including law school 937

admission tests and lawyer qualification exams. We 938

used the law-related data to assess legal LLMs’ un- 939

derstanding of judicial examination questions and 940

3https://paperswithcode.com/dataset/cosmosqa
4https://paperswithcode.com/dataset/mmlu
5https://paperswithcode.com/paper/

c-eval-a-multi-level-multi-discipline-chinese-1
6https://paperswithcode.com/paper/

cmmlu-measuring-massive-multitask-language
7https://paperswithcode.com/dataset/medmcqa
8https://github.com/ruixiangcui/AGIEval
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case analyses, specifically the first 1,000 questions941

from the jec-qa-kd and jec-qa-ca tasks.942

FinEval9: FinEval is a compilation of high-943

quality multiple-choice and text-based quiz ques-944

tions designed specifically for the Chinese financial945

sector. We selected advanced financial accounting,946

financial markets, and corporate finance datasets947

for the evaluation of finance-related LLMs.948

B Prompt Templates for Source Prompt949

and Transfer Prompt950

As shown in Table 3, the comparison involves two951

types of prompts: source prompts and transfer952

prompts. Source prompts provide general instruc-953

tions for answering multiple-choice questions, en-954

hancing their generalization ability. In contrast,955

transfer prompts incorporate specific medical con-956

text and guidance to improve the overall quality957

of LLM responses. For example, PaLM 2-L-IT958

achieves a score of 43% using source prompts,959

while the score increases to 56% when medical960

context is included in the transfer prompt. This961

comparison underscores the importance of tailor-962

ing prompts to the context of specific domains to963

enhance the performance of language models in964

specialized fields.965

C More Results966

C.1 Evaluation of Commonsense Reasoning967

Capabilities968

Table 2 compares the five-shot learning perfor-969

mance of various models on commonsense reason-970

ing datasets. The results demonstrate that Transfer-971

Prompting significantly enhances model perfor-972

mance, particularly for GPT-4, which exhibits973

substantial improvements across key metrics, in-974

cluding instruction-following rate (IFR), accuracy975

(ACC), and expected calibration error (ECE). Other976

models, such as LLaMA3-8B and Vicuna-13B, also977

show notable improvements, highlighting the effec-978

tiveness of Transfer-Prompting in enhancing score,979

confidence calibration, and generalization across980

various commonsense reasoning tasks. These find-981

ings emphasize Transfer-Prompting’s robustness982

and its potential to elevate the capabilities of multi-983

ple LLMs in complex reasoning scenarios.984

9https://huggingface.co/datasets/FinGPT/
fingpt-fineval

C.2 Performance Analysis on Sensitive 985

Domains 986

In the legal field, as shown in Figure 7, the applica- 987

tion of Transfer-Prompting significantly improves 988

model performance. For example, in the case of 989

LawGPT-7B, after applying Transfer-Prompting, 990

the instruction-following rate (IFR) increases from 991

0.65 to 0.78, and the expected calibration error 992

(ECE) decreases from 0.32 to 0.21, demonstrating 993

improvements in both inference quality and model 994

calibration. Similarly, the IFR of Law-LLM-13B 995

improves from 0.72 to 0.83, and its accuracy (ACC) 996

improves from 0.48 to 0.57. These results highlight 997

the potential of Transfer-Prompting in applications 998

that require high accuracy and confidence, such as 999

legal contexts. 1000

In the financial field, as shown in Figure 7, 1001

Transfer-Prompting also leads to significant per- 1002

formance improvements. For instance, the IFR 1003

of Finance-LLM-13B improves from 0.69 to 0.81, 1004

and the ACC increases from 0.49 to 0.58. Addition- 1005

ally, the ECE decreases across all models. These 1006

results confirm that Transfer-Prompting is crucial 1007

for enhancing model performance in the financial 1008

domain. 1009

In summary, the results from the legal and finan- 1010

cial domains are consistent with those observed 1011

in the medical domain, further demonstrating 1012

the generalizability and effectiveness of Transfer- 1013

Prompting in improving LLM performance across 1014

various sensitive professional domains. 1015

C.3 Analysis of Logits 1016

In this study, we use the LLaMA-Factory10 to evalu- 1017

ate logits and analyze the effectiveness of Transfer- 1018

Prompting in enhancing LLM performance. As 1019

shown in Figure 8, the five-shot results further 1020

confirm the effectiveness of Transfer-Prompting, 1021

demonstrating consistent improvements across var- 1022

ious models and metrics, similar to the zero-shot 1023

findings. Transfer-Prompting significantly boosts 1024

accuracy (ACC), reduces expected calibration error 1025

(ECE) and precision-recall negative (PR-N), and 1026

improves receiver operating characteristic (ROC) 1027

and precision-recall positive (PR-P) values, partic- 1028

ularly for complex models like Med-Alpaca-13B 1029

and Medicine-LLM-13B. These results highlight 1030

Transfer-Prompting’s reliability and versatility, es- 1031

tablishing it as a valuable technique for enhancing 1032

10https://github.com/hiyouga/LLaMA-Factory
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Table 2: Comparison of five-shot learning performance of foundational models using different prompt strategies on
commonsense reasoning datasets. The confidence is calculated by the verbalized confidence. The best outcome is
highlighted in bold.

Model Method
LogiQA OpenbookQA CosmosQA

IFR ↑ ACC ↑ ECE ↓ ROC ↑ PR-P ↑ PR-N ↓ IFR ↑ ACC ↑ ECE ↓ ROC ↑ PR-P ↑ PR-N ↓ IFR ↑ ACC ↑ ECE ↓ ROC ↑ PR-P ↑ PR-N ↓

Llama2-7B
Orign Prompt 0.44 0.37 0.52 0.45 0.48 0.70 0.45 0.40 0.49 0.55 0.54 0.64 0.49 0.37 0.52 0.45 0.45 0.65

Transfer Prompt 0.57 0.35 0.40 0.41 0.45 0.74 0.60 0.39 0.43 0.35 0.48 0.57 0.63 0.42 0.45 0.56 0.57 0.51

Llama2-13B
Orign Prompt 0.55 0.38 0.45 0.49 0.56 0.59 0.56 0.37 0.52 0.41 0.39 0.75 0.54 0.46 0.47 0.63 0.67 0.35

Transfer Prompt 0.63 0.41 0.38 0.59 0.66 0.68 0.69 0.48 0.30 0.59 0.65 0.51 0.66 0.45 0.32 0.59 0.65 0.48

Llama3-8B
Orign Prompt 0.71 0.43 0.35 0.67 0.72 0.36 0.76 0.44 0.30 0.67 0.60 0.43 0.74 0.46 0.25 0.67 0.71 0.46

Transfer Prompt 0.80 0.47 0.21 0.79 0.77 0.25 0.89 0.57 0.17 0.81 0.76 0.28 0.87 0.53 0.11 0.78 0.83 0.25

Vicuna-7B
Orign Prompt 0.42 0.29 0.55 0.41 0.42 0.73 0.46 0.27 0.55 0.42 0.34 0.77 0.43 0.29 0.55 0.41 0.33 0.83

Transfer Prompt 0.50 0.27 0.47 0.47 0.30 0.76 0.63 0.38 0.31 0.51 0.48 0.58 0.65 0.39 0.37 0.68 0.46 0.66

Vicuna-13B
Orign Prompt 0.49 0.33 0.37 0.47 0.38 0.78 0.58 0.35 0.42 0.54 0.40 0.67 0.63 0.44 0.45 0.55 0.57 0.50

Transfer Prompt 0.63 0.37 0.34 0.53 0.49 0.65 0.66 0.44 0.36 0.58 0.59 0.51 0.67 0.49 0.28 0.71 0.64 0.44

GPT-3.5-Turbo
Orign Prompt 0.68 0.37 0.37 0.61 0.56 0.61 0.74 0.42 0.32 0.64 0.57 0.49 0.67 0.48 0.35 0.68 0.70 0.32

Transfer Prompt 0.77 0.45 0.23 0.78 0.70 0.36 0.81 0.55 0.19 0.76 0.74 0.34 0.84 0.56 0.18 0.75 0.79 0.22

GPT-4
Orign Prompt 0.78 0.47 0.26 0.75 0.67 0.39 0.83 0.50 0.21 0.78 0.76 0.44 0.75 0.55 0.18 0.70 0.75 0.30

Transfer Prompt 0.86 0.56 0.12 0.88 0.80 0.24 0.91 0.63 0.13 0.86 0.87 0.27 0.89 0.64 0.09 0.88 0.92 0.16

IFR ACC ECE ROC PR-P PR-N
Evaluation Metrics

Med-Alpaca-7B
(Orign Prompt)
Med-Alpaca-7B

(Transfer Prompt)
Med-Alpaca-13B
(Orign Prompt)

Med-Alpaca-13B
(Transfer Prompt)
Medicine-LLM-7B

(Orign Prompt)
Medicine-LLM-7B
(Transfer Prompt)

Medicine-LLM-13B
(Orign Prompt)

Medicine-LLM-13B
(Transfer Prompt)
ChatDoctor-13B
(Orign Prompt)
ChatDoctor-13B

(Transfer Prompt)
PMC-LLaMA-13B

(Orign Prompt)
PMC-LLaMA-13B
(Transfer Prompt)

0.40 0.34 0.49 0.45 0.40 0.66

0.47 0.38 0.40 0.56 0.52 0.55

0.55 0.45 0.42 0.51 0.54 0.55

0.68 0.46 0.32 0.65 0.69 0.44

0.43 0.45 0.43 0.53 0.56 0.47

0.56 0.43 0.29 0.61 0.57 0.50

0.62 0.48 0.34 0.53 0.66 0.37

0.78 0.54 0.25 0.63 0.73 0.26

0.46 0.43 0.37 0.64 0.57 0.40

0.57 0.48 0.22 0.78 0.66 0.34

0.65 0.44 0.35 0.61 0.56 0.46

0.79 0.50 0.23 0.77 0.69 0.26

(a) C-Eval (Medical Domain)

0.3

0.4

0.5

0.6

0.7

IFR ACC ECE ROC PR-P PR-N
Evaluation Metrics

LawGPT-7B
(Orign Prompt)

LawGPT-7B
(Transfer Prompt)

Law-LLM-7B
(Orign Prompt)
Law-LLM-7B

(Transfer Prompt)
Law-LLM-13B
(Orign Prompt)
Law-LLM-13B

(Transfer Prompt)
DISC-Law-13B
(Orign Prompt)
DISC-Law-13B

(Transfer Prompt)
Lawyer-LLaMA-13B

(Orign Prompt)
Lawyer-LLaMA-13B

(Transfer Prompt)
ChatLaw-13B

(Orign Prompt)
ChatLaw-13B

(Transfer Prompt)

0.42 0.42 0.48 0.57 0.56 0.62

0.62 0.47 0.30 0.62 0.63 0.44

0.44 0.45 0.54 0.65 0.59 0.47

0.53 0.41 0.39 0.56 0.48 0.54

0.56 0.48 0.46 0.62 0.57 0.58

0.78 0.55 0.24 0.72 0.72 0.44

0.54 0.45 0.43 0.56 0.61 0.56

0.66 0.49 0.30 0.68 0.65 0.36

0.43 0.47 0.43 0.51 0.56 0.58

0.57 0.53 0.32 0.75 0.68 0.31

0.59 0.48 0.30 0.67 0.61 0.45

0.75 0.56 0.18 0.79 0.78 0.28

(b) CMMLU (Law Domain)

0.2

0.3

0.4

0.5

0.6

0.7

IFR ACC ECE ROC PR-P PR-N
Evaluation Metrics

FinMA-7B-full
(Orign Prompt)
FinMA-7B-full

(Transfer Prompt)
CFGPT-7B-full
(Orign Prompt)
CFGPT-7B-full

(Transfer Prompt)
Finance-LLM-7B
(Orign Prompt)

Finance-LLM-7B
(Transfer Prompt)
Finance-LLM-13B

(Orign Prompt)
Finance-LLM-13B
(Transfer Prompt)

Tongyi-Finance-14B
(Orign Prompt)

Tongyi-Finance-14B
(Transfer Prompt)

Fin-GPT-LLaMA-13B
(Orign Prompt)

Fin-GPT-LLaMA-13B
(Transfer Prompt)

0.47 0.45 0.42 0.63 0.65 0.43

0.64 0.43 0.36 0.54 0.60 0.46

0.43 0.44 0.43 0.53 0.57 0.51

0.55 0.48 0.31 0.67 0.64 0.42

0.41 0.42 0.42 0.43 0.55 0.62

0.54 0.45 0.34 0.56 0.65 0.45

0.52 0.54 0.30 0.67 0.68 0.34

0.74 0.58 0.22 0.78 0.75 0.22

0.65 0.49 0.44 0.75 0.62 0.51

0.73 0.55 0.29 0.76 0.76 0.34

0.63 0.46 0.43 0.64 0.67 0.48

0.70 0.55 0.20 0.75 0.73 0.26

(c) C-Eval (Financial Domain)

0.2

0.3

0.4

0.5

0.6

0.7

IFR ACC ECE ROC PR-P PR-N
Evaluation Metrics

Med-Alpaca-7B
(Orign Prompt)
Med-Alpaca-7B

(Transfer Prompt)
Med-Alpaca-13B
(Orign Prompt)

Med-Alpaca-13B
(Transfer Prompt)
Medicine-LLM-7B

(Orign Prompt)
Medicine-LLM-7B
(Transfer Prompt)

Medicine-LLM-13B
(Orign Prompt)

Medicine-LLM-13B
(Transfer Prompt)
ChatDoctor-13B
(Orign Prompt)
ChatDoctor-13B

(Transfer Prompt)
PMC-Llama-13B
(Orign Prompt)

PMC-Llama-13B
(Transfer Prompt)

0.46 0.44 0.55 0.55 0.47 0.66

0.58 0.47 0.44 0.50 0.51 0.56

0.56 0.50 0.35 0.56 0.61 0.57

0.67 0.57 0.21 0.64 0.66 0.47

0.46 0.42 0.48 0.58 0.58 0.57

0.60 0.49 0.31 0.68 0.63 0.46

0.67 0.54 0.27 0.61 0.63 0.44

0.74 0.59 0.16 0.75 0.78 0.37
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Figure 7: Comparative performance evaluation of various models in the medical, legal, and financial domains. The
confidence is calculated by the verbalized confidence method.
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Figure 8: The five-shot performance of different medical domain LLMs on MMLU medical-related tasks is evaluated
using logits.

LLM performance across diverse and critical do-1033

mains.1034

D Reference-Prompt Template for 1035

GPT-3.5-Turbo and GPT-4 1036

Figure 9 illustrates the optimization of a Reference- 1037

Prompt Template for GPT-3.5-Turbo and GPT-4 in 1038
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Table 3: An example of the two-stage prompt generation for medical-related tasks using the Transfer-Prompting
method. These prompts are generated by the corresponding reference LLM, PaLM 2-L-IT, and the corresponding
scorer LLM, PaLM 2-L, provides the respective scores.

Reference LLM Prompt Type Prompt Score

PaLM 2-L-IT
Source Answer the following multiple-choice questions by selecting

the most accurate option from ’A’, ’B’, ’C’, or ’D’. Use your
general knowledge across various domains to provide the best
answer.

46%

Source For each question below, choose the correct answer from ’A’,
’B’, ’C’, or ’D’. Consider all relevant information to ensure
accuracy.

43%

Source Carefully read each multiple-choice question and select the cor-
rect option (’A’, ’B’, ’C’, or ’D’) based on your comprehensive
understanding of the subject matter.

37%

Transfer As a medical expert, answer the following questions by select-
ing ’A’, ’B’, ’C’, or ’D’. Provide the most accurate answer based
on medical knowledge and clinical evidence.

61%

Transfer Utilize your medical expertise to select the correct answer from
’A’, ’B’, ’C’, or ’D’ for each of the following medical questions.
Ensure your choice reflects current best practices.

58%

Transfer Carefully read each medical question and choose the correct
answer from ’A’, ’B’, ’C’, or ’D’. Base your selection on estab-
lished medical guidelines and evidence-based practice.

55%

Transfer Apply clinical reasoning to answer the following medical
multiple-choice questions by selecting ’A’, ’B’, ’C’, or ’D’.
Choose the option that best fits the clinical scenario presented.

52%

GPT-4

Source Answer the following multiple-choice questions by selecting
the most appropriate option from ’A’, ’B’, ’C’, or ’D’. Draw
upon your broad knowledge base to ensure accuracy.

42%

Source For each question, select the correct answer from ’A’, ’B’, ’C’,
or ’D’. Use logical reasoning and general information to deter-
mine the best choice.

40%

Source Read the following questions carefully and choose the correct
option (’A’, ’B’, ’C’, or ’D’) based on your overall understand-
ing.

38%

Transfer As an experienced medical professional, answer the following
questions by selecting ’A’, ’B’, ’C’, or ’D’. Utilize critical
thinking and advanced medical knowledge to provide the most
accurate answer.

57%

Transfer For each of the following medical questions, select the cor-
rect answer from ’A’, ’B’, ’C’, or ’D’. Use your knowledge of
medical science and current clinical guidelines to inform your
choice.

55%

Transfer Answer the following medical multiple-choice questions by
selecting ’A’, ’B’, ’C’, or ’D’. Ensure your answers are based
on evidence-based medical practices and the latest research
findings.

53%

Transfer Apply your medical expertise to select the most appropriate
answer from ’A’, ’B’, ’C’, or ’D’ for each question. Base your
choices on up-to-date medical knowledge and best practices.

50%
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Table 4: An example of the two-stage prompt generation for legal-related tasks using the Transfer-Prompting
method. These prompts are generated by the corresponding reference LLM, PaLM 2-L-IT, and the corresponding
scorer LLM, PaLM 2-L, provides the respective scores.

Reference LLM Prompt Type Prompt Score

PaLM 2-L-IT
Source Answer the following multiple-choice questions by selecting

the most accurate option from ’A’, ’B’, ’C’, or ’D’. Use your
general knowledge across various domains to provide the best
answer.

44%

Source For each question below, choose the correct answer from ’A’,
’B’, ’C’, or ’D’. Consider all relevant information to ensure
Score.

39%

Source Carefully read each multiple-choice question and select the cor-
rect option (’A’, ’B’, ’C’, or ’D’) based on your comprehensive
understanding of the subject matter.

35%

Transfer Analyze the following legal scenarios and choose the most
legally sound answer from ’A’, ’B’, ’C’, or ’D’. Apply principles
of law and precedents to support your selection.

55%

Transfer Evaluate each case presented below and determine the correct
legal outcome by selecting ’A’, ’B’, ’C’, or ’D’. Use statutory
interpretation and legal reasoning in your analysis.

52%

Transfer Review the following legal questions and select the appropriate
answer from ’A’, ’B’, ’C’, or ’D’. Consider current laws and
judicial decisions in your decision-making process.

50%

Transfer Apply your understanding of legal concepts to answer the fol-
lowing multiple-choice questions by selecting ’A’, ’B’, ’C’, or
’D’. Your answers should reflect accurate legal interpretations.

48%

GPT-4

Source Answer the following multiple-choice questions by selecting
the most appropriate option from ’A’, ’B’, ’C’, or ’D’. Draw
upon your broad knowledge base to ensure Score.

38%

Source For each question, select the correct answer from ’A’, ’B’, ’C’,
or ’D’. Use logical reasoning and general information to deter-
mine the best choice.

35%

Source Read the following questions carefully and choose the correct
option (’A’, ’B’, ’C’, or ’D’) based on your overall understand-
ing.

33%

Transfer Interpret the legal issues in the following questions and select
’A’, ’B’, ’C’, or ’D’ as the correct answer. Justify your choice
based on legal doctrines and case law.

53%

Transfer For each legal problem below, determine the most appropriate
resolution by choosing ’A’, ’B’, ’C’, or ’D’. Incorporate relevant
statutes and legal principles in your reasoning.

50%

Transfer Assess the following situations and choose the correct legal
response from ’A’, ’B’, ’C’, or ’D’. Your answers should be
informed by an understanding of jurisprudence and legal ethics.

48%

Transfer Utilize your legal expertise to answer the following questions
by selecting ’A’, ’B’, ’C’, or ’D’. Consider the implications of
your choice within the context of existing law.

46%
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Table 5: An example of the two-stage prompt generation for financial-related tasks using the Transfer-Prompting
method. These prompts are generated by the corresponding reference LLM, PaLM 2-L-IT, and the corresponding
scorer LLM, PaLM 2-L, provides the respective scores.

Reference LLM Prompt Type Prompt Score

PaLM 2-L-IT
Source Answer the following multiple-choice questions by selecting

the most accurate option from ’A’, ’B’, ’C’, or ’D’. Use your
general knowledge across various domains to provide the best
answer.

42%

Source For each question below, choose the correct answer from ’A’,
’B’, ’C’, or ’D’. Consider all relevant information to ensure the
Score.

40%

Source Carefully read each multiple-choice question and select the cor-
rect option (’A’, ’B’, ’C’, or ’D’) based on your comprehensive
understanding of the subject matter.

38%

Transfer Solve the following econometric problems by selecting ’A’, ’B’,
’C’, or ’D’ as the correct answer. Apply econometric theories
and statistical techniques in your calculations.

55%

Transfer For each question related to econometric analysis, choose the
most accurate answer from ’A’, ’B’, ’C’, or ’D’. Use your knowl-
edge of regression models and data interpretation to inform your
choice.

52%

Transfer Examine the following econometrics questions and select the
correct option from ’A’, ’B’, ’C’, or ’D’. Consider assumptions
of econometric models and statistical inference in your reason-
ing.

50%

Transfer Apply quantitative methods to answer the following multiple-
choice questions by choosing ’A’, ’B’, ’C’, or ’D’. Base your an-
swers on sound econometric practices and empirical evidence.

48%

GPT-4

Source Answer the following multiple-choice questions by selecting
the most appropriate option from ’A’, ’B’, ’C’, or ’D’. Draw
upon your broad knowledge base to ensure Score.

40%

Source For each question, select the correct answer from ’A’, ’B’, ’C’,
or ’D’. Use logical reasoning and general information to deter-
mine the best choice.

38%

Source Read the following questions carefully and choose the correct
option (’A’, ’B’, ’C’, or ’D’) based on your overall understand-
ing.

35%

Transfer Analyze the econometric scenarios provided and select ’A’, ’B’,
’C’, or ’D’ as the correct answer. Utilize advanced econometric
concepts and statistical analysis to support your decision.

58%

Transfer For each of the following econometrics problems, determine
the correct answer by choosing ’A’, ’B’, ’C’, or ’D’. Apply
knowledge of time series analysis and econometric modelling.

55%

Transfer Evaluate the econometric questions below and select the appro-
priate option from ’A’, ’B’, ’C’, or ’D’. Your choices should
reflect an understanding of hypothesis testing and estimation
techniques.

53%

Transfer Use your expertise in econometrics to answer the following
questions by selecting ’A’, ’B’, ’C’, or ’D’. Consider the statis-
tical properties and limitations of the models involved.

50%
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I possess a collection of instructions accompanied by their respective scores. These instructions are ordered in 
ascending sequence based on their scores, where a higher score denotes superior quality.

Prompt1:
The following are multiple-choice questions (with answers) about professional medicine. Please choose the correct 
answer from "A", "B", "C", or "D".
Prompt2:
Presented below is a multiple-choice question pertaining to professional medicine. Carefully review the question and 
select the correct option from "A", "B", "C", or "D".

(… additional instructions and scores …)

The subsequent examples illustrate the application of your instruction: replace <INS> in each input with your 
instruction, then read the input and generate an output. An output is deemed correct if it matches the provided output; 
otherwise, it is considered incorrect.

Input:
A: <INS>
Q: A 13-month-old child is brought to the emergency department because of urticaria, swelling of the lips, and 
difficulty breathing immediately after eating an egg. A potential risk for hypersensitivity reaction is posed by 
vaccination against which of the following illnesses? A: Hepatitis  B: Influenza  C: Pertussis  D: Poliomyelitis
Output: B

(… additional examples …)

Please write a new instruction that differs from the ones provided and aims to achieve the highest possible score. Please 
enclose your instruction within square brackets.

Score:61

Score:63

Reference Prompt

Text Prompts-Scores Pairs Text Example of Input and Expected OutputText Instructions for Prompt

Figure 9: An example of the reference prompt for reference LLM (GPT-3.5-Turbo and GPT-4) on the medically
relevant datasets. The generated instruction is inserted at the position marked by <INS> in the input. The green text
displays instructions for prompts and scores; the orange text provides examples of how to apply the instruction; the
blue text contains the prompts and scores pairs.

the context of medical multiple-choice questions. It1039

provides examples of instructions along with their1040

corresponding scores, with the task being to create1041

a new instruction that improves performance. The1042

figure also demonstrates how to integrate this new1043

instruction into a prompt and evaluate its effective-1044

ness.1045
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