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ABSTRACT

Subgraphs are important substructures of graphs, but learning their representations
has not been studied well. Particularly, when we have partially observed
subgraphs, existing node- or subgraph-level message-passing is likely to produce
suboptimal representations. In this paper, we propose Intra- and Inter-Subgraph
InfoMax, a model that learns subgraph representations under incomplete
observation. Our model employs subgraph summaries at two different levels
while maximizing the mutual information between the subgraph summaries and
the node representations. By doing so, we reconstruct the representation of the
underlying subgraph and improve its expressiveness from different angles of the
local-global structure. We conduct experiments on three real-world datasets under
training and evaluation protocols designed for this problem. Experimental results
show that our model outperforms baselines in all settings.

1 INTRODUCTION

The graph neural network (GNN) has become a major framework to represent graph-structured
data (Bronstein et al., 2017; Battaglia et al., 2018). GNNs have shown success in downstream tasks
on nodes, edges, and graphs (Hu et al.l|2020; Dwivedi et al.,2020). In addition to graphs, subgraphs
can express various real-world data: information propagation graph in a social network, functional
groups in a chemical compound, or disease in a knowledge graph of symptoms.

The current formulation of subgraph representation learning by |Alsentzer et al.|(2020) assumes full
observation of nodes and edges in a subgraph, and that assumption often does not hold in real world
problems of interest. For example, in the problem of fake news detection given its propagation tree,
using a fully propagated subgraph would not be useful; instead, we would want to classify fake news
with an early propagated subgraph before the news spreads to a large number of users as illustrated
in Figure [I] If the assumption of complete observation is not met, existing models may learn
suboptimal representations because of inaccurate message-passing with missing nodes or edges.
This drawback occurs in message-passing not only between nodes but also between subgraphs and
among the connected components in a subgraph. In this paper, we relax this assumption and learn
representations of partially observed subgraphs.

For this ‘partial subgraph learning’ task, we propose the Intra- and Inter-Subgraph InfoMax
(SGI) model based on local-global mutual information (MI) maximization inspired by Deep
InfoMax (Hjelm et al., 2019) and its variants on graphs (Velickovi¢ et al., [2019; |Sun et al., [2020).
Similar to these previous models that maximize MI between the global summary (e.g., graph) and
local parts (e.g., nodes), SGI maximizes MI between a subgraph and node representations. Through
a GAN-like divergence MI estimator (Nowozin et al., 2016), SGI learns to distinguish for a specific
subgraph whether a node belongs to the same subgraph (positive) or not (negative).

However, when nodes or edges are missing, their feature and structural information are lost. This
makes summarizing the true subgraph with partial observations not straightforward. Thus, we
create two different levels of subgraph summary for Intra- and Inter-SGI. First, Intra-SGI uses the
observed subgraph summary to maximize the MI with nodes in the subgraph. Second, Inter-SGI
assembles nodes of high MI with the observed subgraph using results of Intra-SGI, and reconstructs
the subgraph with high MI nodes. Using the reconstructed subgraph allows Inter-SGI to obtain a
summary closed to the full subgraph under insufficient observation. For the fake news early detection
task as an example, Intra-SGI maximizes MI between the propagation tree of early spreaders and
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Figure 1: Left: Comparison of representation learning of subgraphs and partial subgraphs. The
latter learns subgraph representations with partial observation of nodes and edges. Middle & Right:
Real-world examples of partial subgraph learning: fake news early detection and disease diagnosis
with partial observation. See Real-world examples in @ for a more detailed description.

all spreaders of news. This can be interpreted as learning the probability of users propagating news,
and with the probability, we can reconstruct subgraphs with users who are likely to propagate news.
Inter-SGI makes the reconstructed subgraph to differentiate positive users who really spread the
news and negative users who did not.

We demonstrate the improved representation learning performance of Intra- and Inter-SGI with
experiments on three real-world datasets. These datasets emulate scenarios of fake news early
detection, social network user profiling, and disease diagnosis with partial observation (Figure [I).
Our model consistently outperforms baseline models for all datasets. We conduct additional analysis
of the models’ performance depending on the properties of the subgraphs and the global graph.

We present the following contributions. First, we formulate and characterize the problem of
representation learning of partially observed subgraphs (§2). Second, we propose Intra- and Inter-
SGI models that maximize MI between nodes and subgraphs for this problem (§3). Third, we present
proper training and evaluation settings (§4) and demonstrate that our model outperforms baselines on
three real-world datasets (§5). We make our code available for future research (ur1_redacted).

2 PARTIAL SUBGRAPH LEARNING PROBLEM

We formulate the ‘partial subgraph learning problem’ and characterize it in terms of two properties:
ordering in observation and relationship between edges in a subgraph and the global graph.

2.1 PROBLEM FORMULATION

We first introduce notations used in the problem description. Let G = (Velob Aglob  xelob) pe 5

global graph, where VE is a set of nodes, A% is a set of edges, and X &% ¢ RIV*"IXF™ jg an
input feature matrix of nodes. A subgraph S = (V*'®, A%"*) of G is defined as a graph, the nodes and
edges of which are subsets of V& and A& respectively (i.e., VU C V&P and A®® ¢ A&P), Fora
set of M subgraphs S = {S, ..., Sy} and corresponding labels {y1, ..., yas } from 1 to C,|Alsentzer
et al.| (2020) defined a subgraph prediction problem as learning representation s € R’ for each
subgraph and its classifier f : Rf — {1,...,C}, where F is the dimension of the representation. In
addition, we summarize our notation in Table[3]in Appendix [A]

We formulate the ‘partial subgraph prediction problem’ by relaxing the assumption of |Alsentzer
et al.| (2020) on the complete observation. Specifically, we observe a subset of nodes or edges of the
subgraph, as in Figure [I] Here, we define a partially observed subgraph (or the partial subgraph)
SO = (Vs A°S) of the full subgraph S as a subgraph where Vo C V' and A% C AS®,
Like the subgraph prediction, given a set of partially observed subgraphs S°* = {S¢%s, ..., S} and
labels {1, ..., yas }, our goal is to learn a representation s € RY for S° € S° and its classifier
f:RF — {1,...,C}. The degree of partial observation depends on the use case, but in this study,
we assume only a few nodes are observed.

2.2 PROPERTIES

We discuss two important properties of this problem, which should be mainly considered in
designing the evaluation protocol (§4.2) and models (§3] §4.2). Through this discussion, we provide
guidelines on how to solve and evaluate our proposed task fairly.
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Ordering in observation: ordered vs. unordered Our evaluation protocol focuses on selecting
nodes in a partial subgraph (V°*) from the full subgraph (V**°). In the only constraint is VoY C
Vs, However, considering the dynamics and temporality in real-world graphs, there may be a
specific ordering of observation of the nodes. Formally, when there exists node observation ordering
as a bijective map 7 : VS'* — {1, ..., [V**®|}, we should choose V% = {v|v € V3 r(v) < N}
for fixed N°" in evaluation sets, rather than choosing an arbitrary subset of V**°,

Relationship between edges in a subgraph and the global graph: identical vs. inclusive Since
GNNs perform message-passing through edges, how we choose edges among two types, A*'® in
subgraphs and A& in the global graph, is an important design decision. We know AS"® C Ag°P by
definition, and there can be a special case in which the set of edges A"° of the subgraph and the set
of edges A#°[VsU°] of the induced subgraph are identical. We define the induced subgraph G[V*"°]
as (Vsub ABlOP[subl) where AIOP[VSUP] = {(v;, v;)|v;, v; € VS, (v;,0;) € A#°P} In this case, the
dataset will be referred to as identical (A**® = AgI°®[Vsu0]) otherwise inclusive (AP C AgP[Ysub]),
If we are dealing with the ‘inclusive’ case, it is necessary to decide which set of edges will be used
between A and AglP[Vsub],

Real-world examples We explain these properties in real-world scenarios. In a social network,
information propagation graphs are ordered and inclusive. Since nodes are observed according to
the order in which they are propagated, partial subgraphs should contain only early propagated
nodes. Also, even if A follows B, A does not propagate all the information that B brings, so edges
in the propagation graph and the social network may not be the same. Another example is the
knowledge graph of symptoms and subgraphs which represent the diseases, and the subgraphs in this
example are unordered and identical. Missing symptoms because of problems such as equipment
errors would not occur in any specific order. And prior medical knowledge determines the edges
connecting symptoms in the global graph, and the subgraph would inherit the same set of edges.

3 INTRA- AND INTER-SUBGRAPH INFOMAX

This section describes Intra- and Inter-Subgraph InfoMax (SGI) design and how they are combined
in an end-to-end pipeline.

3.1 NOTATIONS AND BACKGROUND: GRAPH NEURAL ENCODER AND READOUT

Most models that perform graph-level prediction consist of the encoder £ and readout function R.
The node representations H = {hy,...,hx} = EM(X, A) € RV*F are computed with an encoder

g RVXF" 5 A — RN*F that consists of multiple graph neural layers. Node representations
are summarized as a fixed-size vector s = R(H) € R with a readout function R : RV*¥ —
R¥. Many studies have proposed various readout (or graph pooling) functions, including relatively
simple methods that apply sum, max, or mean operations on node features (Cangea et al.,[2018).

As in §2.1] we use the superscript to denote the graph type to which matrices and vectors belong; for
example, Vobs denotes the observed nodes, H°* and s° denote the feature matrix and the summary
vector for the observed nodes, respectively.

3.2 LOCAL-GLOBAL MUTUAL INFORMATION MAXIMIZATION FOR PARTIAL SUBGRAPHS

The partial subgraph learning problem has a structural hierarchy from the global graph to full and
partial subgraphs. We employ a local-global mutual information (MI) maximization method to learn
this structural information without additional labeling costs.

In detail, our model maximizes MI between the summary vector s of the subgraph (i.e., global
representation) and the node representation h in the subgraph (i.e., local regions of the input) (Hjelm
et al., 2019). Among several MI estimators modeled with neural networks (Belghazi et al., 2018;
Oord et al., |2018)), we choose the GAN-like divergence MI estimator (Nowozin et al., |2016). To
maximize this estimator, we maximize the following loss between samples from the joint distribution
P, and the product of marginal distributions P, x Pj, that is,

L = Eps_ﬂ [10gD (hv, Sz)] + Epsxpﬂ [10g (1 — D(h{,, Sl))} y (1)

where h,, and s; are representations corresponding to node v and the subgraph ¢ respectively, and
D : RF x RF — [0, 1] is a discriminator that computes the score reflecting how much h,, and s are
related to each other. Note that the discriminator D is activated by point-wise sigmoid o.
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With only a few observed nodes, a naive summary based on those few does not hold much
information of the entire subgraph. This is why existing InfoMax models on graphs and nodes are
suboptimal for this problem. Instead, we design a pipeline that reconstructs a full subgraph based on
observed nodes with two-level InfoMax losses. It allows the final subgraph summary to encode the
observed nodes and important neighbors around them. In the following two paragraphs, we describe
the details and rationale of how we summarize subgraph representation and which negative samples
are used for each SGI.

Intra-Subgraph InfoMax Intra-SGI maximizes the MI between the node representations in the
subgraph and the summary vector s°* of the observed nodes. The summary s°* is created by
applying an additional encoder £ to observed node representations H°" and then readout R°.

HQ,obs — (c;Q (HObS)’ sobs _ Robs(HQ,obS). (2)

We want to maximize the MI between s°* and nodes in the subgraph. However, we cannot know

the exact boundary of the subgraph at this stage; the model only knows which nodes are included
in the observed subgraph but not the full subgraph. Using all nodes in the global graph G can solve
this issue, but it is generally huge that we can only load a part of it into the GPU memory. There
can be various heuristics to select nodes among V&'°° that are likely to belong to the subgraph Vs,
and we take a simple way to sample the k-hop neighbors N*(u) of observed nodes u € V.
There are two kinds of nodes in k-hop neighbors: nodes that are actually included in the subgraph
Vbl = {J,, cyon A¥ (1) NV and nodes that are not, VE %k = [ J, o N*(w) N (VEP\ VSUP) We
use these two sets separately to describe the forward pass of training, but the model in the inference
stage cannot distinguish them. These nodes in Vo, Vst and V&% are encoded to H** with £
and £, that is

HE* = (K _ hE

‘Vobs|+‘vsubk|+‘vglobkl} = EK(H*) where H* = [Hobs [ bk | Hglobk] . (3)

Following Equation 1} we propose the Intra-SGI loss that maximizes the MI between H -* and s°
by using nodes in Vo U V*** as positive samples and nodes in V&P as negative samples. Note
that V0% and V&b are subsets of VU and Velob, respectively, but if & is smaller than the diameter
of S and G, they cannot be guaranteed to be the same. The score D (h,,, s°*) can be interpreted
as modeling the probability that the node belongs to the subgraph. The Intra-SGI’s objective to
maximize this probability implies reconstructing the true structure from the corrupted subgraph. In
that sense, this reconstruction resembles the denoising auto-encoder (Vincent et al., 2008)) and the
graph auto-encoder (Kipf & Welling, [2016)).

£ = et [ v on, I8 D (I 89) 4 3y log (1~ D (RE, )] (4

Here, the negative nodes V&°Px are not sampled from the true marginal distribution. Intuitively, this
Velobr | a set of nodes closely linked to the subgraph within k-hop, can be considered hard negative
samples conditioned on positive samples. This approach is known to learn a better representation in
contrastive and metric learning (Schroff et al.,2015;/Oh Song et al.,|2016};|Oord et al., 2018;|Zhuang
et al.,|2019), but such non-i.i.d sampling may break the assumption on the MI bound (Tschannen
et al.,[2020). In Propositionm similar to Conditional-NCE (CNCE) (Wu et al.,[2021}), we prove that
a specific choice of negative sample distribution forms the lower bound of the GAN-like divergence
MI estimator.

Proposition 1 (The conditional GAN-like divergence MI bound). For d-dimensional random
variables X and Y with a joint distribution p(x,y) and marginal distributions p(x) and p(y), fix
any function f : (X,Y) — R and realization x of X. Let ¢, = Eyp(y) [ef(x’y)], B, C Rbe

strictly lower bounded by c,, and Y ., = {y|le?@¥) € B, } with an assumption of p(Y..,) > 0. For

x

Y, in the Borel o-algebra over R, let q(Y € Y| X = x) = p(Y,|Y.,), then TCUAN < TOAN where

ICGAN = Ez,pr(z,y) [10gcr(f(x, y))] + EZNP(Z)EEJN‘I(?J‘I) [log (1 - J(f(fE, y)))] ’ (5)
TN = Eac,y~p(w,y) [loga(f(x, ’l}))] + IE‘:x~p(:c)]14:y~1o(y) [lOg (1 - O’(f(w, y)))] . (6)

The proof is given in Appendix [B} After applying f to the training set, the CNCE uses a subset,
the exponentiated similarity e/(~") of which is bigger than that of a certain percentile. Instead,
we employ k-hop sampling, which uses hop distance as a proxy of embedding distance (or
dissimilarity). This method assumes that the hop and embedding distances of nodes created by
message-passing are highly correlated. It is more efficient than using the actual similarity since it
does not have to evaluate f for all instances.
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Figure 2: Overview of Intra- and Inter-SGI. Given node representations h, both SGI methods
maximize MI between the summarized representation of the subgraph and its nodes. (1) Intra-SGI
uses the observed subgraph representation s°* as the summary vector and k-hop neighbors that are
not part of the subgraph V&' as negative samples. (2) Inter-SGI uses the reconstructed subgraph
representation s*'° as the summary vector and nodes from other subgraphs V~ as negative samples.

Inter-Subgraph InfoMax Inter-SGI maximizes the MI between the node representations in the
subgraph and the summary vector s°*° of the reconstructed subgraph using the score from Intra-SGI.

Specifically, given the score vector d* € RIV [V, [ [VEk | computed by the discriminator D°°
on H%* and s°, we create s**° by pooling nodes corresponding to the top-k value of d*. Formally,
d* = Dobs (HK’*, Sobs) , idx = topk(d*), HV’* _ SV(H*), ssub _ RSUb(H[‘i/gX]’ ridx])' (7
For positive samples, Inter-SGI uses all nodes in the subgraph S* := S. Thus, interactions between
the summary s**® and all nodes in the subgraph V* := V*** can be modeled. This cannot be done in
Intra-SGI since its positive nodes V*' is equal to V*"* only for diameter &, but we can only choose
a small enough & to fit in the GPU memory. We use nodes in another subgraph S~ = (V7, A7)
drawn from the dataset S for negative samples. We first encode nodes in V*, V™ to H+, H~ with
&M, and here, input edges can be either A% or A#°[V**] (§2.2). Then, they are encoded by ' and
plugged with s**® and another discriminator D**° into Equation to form the Inter-SGI loss.

H"* = {hi,...hiys -} = E(HF) where H*=[H"|H"]. ®
[Linter _ W [Zvé\”’ log PDsub (hi, SSUb) 4 Zﬁev— log (1 — DSub(h{j7 SSUb))} . 9)

3.3 OVERVIEW OF INTRA- AND INTER-SGI

We summarize the entire pipeline of the Intra- and Inter-SGI model in Figure [2] and explain
it below. Given a global graph G = (Velob Aglob Xeloby apnd a partially observed subgraph
SO = (Vs A°S) of the full (positive) subgraph S := ST = (V*'® A%*®) from the dataset S,

1. Sampling: Sample a k-hop subgraph (V* A8°°[V*]) of Vo where V* = Vobs yVsubr | yeloby
are k-hop neighbors of V°*. And draw a negative subgraph S~ = (V—, A~) from S.

2. Encoding: Encode H* = £"(X*, AZP[V*]) and HE = £n(X*, AWE o AgOP[YsubE])
using a graph neural encoder £™ where X* and X * are rows of X corresponding to V* and
V*. Then, get H?° HE* HY* HT* with €9, 6K &V 1 on H™ H*, H*, H*.

3. Intra-SGI loss (£ra): Summarize H 9°* to the observed subgraph representation s°* and
get £ with node representations [ H 0% || Hs®«] (positive) and H €+ (negative).

4. Inter-SGI loss (£™¢"): Summarize H"** to the reconstructed subgraph representation s*"°
with the score d* from Inter-SGI loss. Compute £™° with node representations H '+
(positive) and H 1= (negative).

5. Loss on graph labels (£#%P"): Compute the logit vector y = W s™° with a feed-forward
neural network parametrized by W € R¢*F. Then, compute the cross-entropy loss £&Ph
on the graph label y. If the subgraph has a subgraph-level feature g, we first transform it to
the vector of the same length of s°'°, then feed them to the last layer together, that is y =
W [s% || £9(g)] where W € RE*2F, Bias terms are omitted for simplicity.

6. Combine all losses, £gaph  pintra and Ci“_“’r, and update the parameters (including W) of all £,
R, and D to maximize _£graph + )\intra pintra + \inter pinter
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4 EXPERIMENTS

We describe the experimental settings: three real-world datasets, training and evaluation protocols,
and detailed model architectures including the baseline models for comparison.

4.1 DATASETS

We experiment with three real-world datasets: FNTN (ordered, inclusive) (Kim et al., 2019), EM-
User (unordered, identical) (Alsentzer et al., 2020), and HPO-Metab (unordered, identical) (Alsentzer
et alL[2020). FNTN consists of a follower network on Twitter (G), propagation trees of news (S), and
contents (g). EM-User consists of a fitness network of workouts (G) and subgraphs (S) corresponding
to users. The global graph G of HPO-Metab is a knowledge graph of symptoms of rare diseases. Each
subgraph S is a collection of symptoms associated with a metabolic disorder. In Appendix [C| we
describe the tasks corresponding to the datasets, detailed data statistics (Table [4), pre-processing
steps, and splits.

4.2 EXPERIMENTAL SET-UP

Partial subgraph generation We generate partial subgraphs by sampling nodes from the full
subgraphs. For the ordered FNTN dataset, we use the early nodes in the propagation subgraph. For
other unordered datasets, we uniformly sample a fixed number of nodes from the subgraph.

Training and evaluation settings We fix validation and test node sets with the constant size for
each subgraph. This is a more realistic setting than selecting nodes proportional to the subgraph size
(.e., WSL“’\) in that we cannot know the exact size at the evaluation stage. For the training set, we
may or may not include all nodes. If we include them, the entire structure of the subgraph can be
used for training, but there could be a distribution shift between training and test sets.

Based on the above rationale, we carry out this study with the following three training/evaluation
settings.

1. constant/constant: For both training and evaluation sets, we set the number of observed nodes
|V°b| to 4 for HPO-Metab, where the average number of nodes is fewer than 16, and 8 for FNTN
and EM-User, both with average size of subgraphs much greater than 16. Further, to see how
the performance changes with [V°%|, we conduct experiments where |V°*| is 8, 16, 32, and 64
for datasets with an average number of nodes greater than 64: FNTN and EM-User.

2. 100%/constant: In this setting, we train with complete subgraphs, and evaluate with subgraphs
cut into a constant size (4 or 8). As the SGI model is designed to learn representations with
partial subgraphs, we experiment with this setting only with the baseline models.

3. 100%/100%: We experiment with training and evaluation sets where we can observe all of the
nodes and edges (i.e., 100%). We can think of this setting as the oracle for these tasks.

Model and training details For the graph neural encoder £ in all experiments, we use the two-
layer model with skip connections (He et al., 2016). We stack GraphSAGE (Hamilton et al., 2017)
layers known to work well in the inductive setting. As an input of £", the features of nodes X &°° ¢
RIV*"IXF" are trainable parameters with F'" of 32 (FNTN) and 64 (others). For HPO-Metab and
EM-User, we use pre-trained embeddings from |Alsentzer et al.|(2020). For directed graphs in FNTN,
we use a bi-directional encoder similar to Bi-RNNs (Schuster & Paliwal, [1997).

We use the two-layer Transformer (Vaswani et al., 2017)) and the soft-attention pooling (Li et al.|
2015) parametrized by w € R'*F for £9 and R° in Equation 2} We add the positional encoding
(PE) before Transformer if the task has an ordering in the observation (§2.2).

EY9(H) = Transformer(H[+PE]), R°(H) = softmax(w(H)")H. (10)

The other encoders denoted with £ are MLPs, and £ is a single-layer, and the rest are two-layer
models. In the case of R*"?, we employ the weighted sum of row vectors in H by the score d like
top-k pooling (Gao & Ji, [2019; | Knyazev et al.,[2019).

glorVorlorG(mry — MLP(H), R (H,d) = softmax(d)H. (11)
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Table 1: Mean and standard deviation of the classification accuracy of 5 runs. The first two columns
represent the number of observed nodes used in the evaluation and training of each experiment (See
§4.2]for more detail). If the number of observed nodes is constant, the setting corresponding to each

dataset is indicated with daggers (1, 1). Results of the unpaired ¢-test with the best baseline (except
for the oracle ) are denoted by asterisks ( **p-value < .001 , *p-value < .05 ).

Observed Nodes Model Dataset

Evaluation Training FNTN? EM-Userf  HPO-Metab®

100% 100% GraphSAGE 86.3107 821119 47.7433

MLP 83.7i1,5 71-5i3.6 36.044.1

100% GraphSAGE 85.941.0 685432 353125

SubGNN N/A 723130 39.0118

MLP 825496 719146 435444

8t 4f GraphSAGE 84.9,13 681i9¢ 441113

8t 4t SubGNN N/A 61.3154 371415

Intra-SGI 87700 714, 438423

Inter-SGI 87.3%00 79.7+39 47.1%,,

Intra/Inter-SGI = 89.6%% , 77.05,5 44.6+16

Our discriminators (D and D*"°) are bilinear scoring function parametrized by W € R¥**" and
b € R, similar to other InfoMax models (Velickovic et al.l 2019;|Oord et al.,[2018)).

Dobsorswb (b 5) = o(h T Ws +b). (12)

All models, including baselines, use F' = 64 features, the ReLU activation, feature dropout of
0.2 (Srivastava et al |2014), and are trained by the Adam optimizer (Kingma & Bal 2014) with the
learning rate of 102, For k-hop sampling in SGIs, we sample nodes in a one-hop neighborhood for
input (i.e., k = 1). Details of model, training, and hyperparameters are in Appendix [D] and ablation
study on architectures and hyperparameters is in Appendix [E}

Model variants There are three ways to use our models: Intra-SGI, Inter-SGI, or both. Using
Intra-SGI alone is equivalent to the entire pipeline without D*®. However, using only Inter-SGI
requires to re-define s°*® without the outcome of Intra-SGI. In this case, we apply the mean pooling

after the two-layer MLP (i.e., R*"°(H) = % Zf\il MLP(h;)) to H° to replace s**°.

Baselines All baselines share the following encoder-readout architecture:
H=¢8(X,A), s’ =RPH), y=Ws"or W [s" | £°(g)], (13)

where £B is the residual two-layer model of MLP, GraphSAGE (Hamilton et al., |2017), and
SubGNN (Alsentzer et al., 2020). We set R the two-layer MLP after mean pooling following
the original implementation for SUbGNN and mean pooling after two-layer MLP for others. All
baselines have the same number of layers as our model.

SubGNN requires precomputing shortest path distances between all node pairs, and this has a high
complexity of time O(|V&°P||AgloP| 4 |V&lob|2) and space O(|VEP|2). It makes training on FNTN
dataset (x24.8 more nodes for HPO-Metab) impractical in terms of computation and memory (1TB
of the matrix); thus, we report the performance of SubGNN only on EM-User and HPO-Metab.

5 RESULTS AND DISCUSSIONS

In this section, we report the experimental results of our three SGI variants and baselines. In
addition to the performance comparison between models, we demonstrate the performance change
with regard to the number of observed nodes and the choice of edge type.

Performance by models and datasets Table [1| summarizes the accuracies of various models on
the datasets, each averaged over five runs. We confirm that SGI outperforms all comparison models
for all three datasets with statistical significance, except for Intra-SGI on HPO-Metab.

Interestingly, how Intra- and Inter-SGI contribute to the performance improvement varies depending
on the dataset. Both models improve accuracy on FNTN and when used together, Intra/Inter-SGI
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even surpasses the oracle (100%/100%) with a margin of 3.3%p. We interpret this as our model
learns useful signals in the k-hop neighborhood V&P« as well as those in the full subgraph V**°,
Specifically, SGIs can leverage nodes in a Twitter network (i.e., users) who are interested in the
news but have not explicitly retweeted it. In EM-User, both improve performance as well, but there
is no significant difference between the three SGI models (p-value of 0.71 in one-way ANOVA). In
HPO-Metab, Intra-SGI rather degrades performance; however, with only Inter-SGI, it shows almost
the same performance as the oracle with a difference of 0.6%p. We argue that this is caused by
differences in the characteristics of the global graph and subgraphs.

First, the density of the global graph affects the performance of discriminator D° in Intra-SGI. Note
that the higher density, the more neighbor nodes are included in k-hop neighbor sampling. Since
most of the sampled neighbors are not in the subgraph, it is difficult to distinguish which of the large
number of neighbors belong to the subgraph based on D°. This is why Intra-SGI underperforms on
HPO-Metab, which has a higher density (0.03) than FNTN (2 x 10~%) and EM-User (2.8 x 10~3). On
the contrary, Inter-SGI, without the neighborhood noise, shows high performance on HPO-Metab.
The noise from high density is still relevant in using Intra- and Inter-SGI together, and makes it
perform worse than Inter-SGI alone.

Second, we can see the benefit of both Intra- and Inter-SGI when k-hop and full subgraphs provide
strongly different views (or a hard contrastive task) (Chen et al., [2020; [You et al.l 2020; Tian
et al., [2020). In FNTN, there are different patterns between the initial and the final propagation
trees of fake news (Murayama et al.| [2021)). Therefore, the effect of contrastive learning in Intra-
and Inter-SGI offer sufficiently different views, resulting in higher performance than using them
independently. On the other hand, for EM-User with uniform partial observations, k-hop and full
subgraphs provide similar views, and there is no significant performance difference between SGI
variants. See Appendix [F|for detailed analysis.

Performance of baselines by settings Since we present a new class of problems, we discuss the
behaviors of representative baselines. We make three observations with Table |1} First, SubGNN
shows better results in 100%/constant than the constant/constant setting. SubGNN generalizes well
when the model can use all information in subgraphs, as message-passing is performed between
subgraphs. Second, for HPO-Metab, all models except SubGNN perform worse when training with
all nodes. Even in SubGNN, the improvement of 2.9%p is relatively small (p-value of 0.15 in #-
test) considering that this model shows an 11%p gap between the two settings in EM-User. Third,
comparing MLP and GraphSAGE, GraphSAGE is better in FNTN, and MLP is better in EM-User.
Leveraging the graph structure leads to better representation in FNTN, but not in EM-User.

Performance by the number of observed nodes In Figure E], 0.90 J—

we show the mean performance of Intra/Inter-SGI (5 runs) by the (s ——— .
number of observed nodes in the test and training. Here, we £

exclude HPO-Metab with an average number of nodes fewer than §0 80

64. Intuitively, more observations should result in better prediction,  § .

and the performance on EM-User is consistent with that intuition. "~

However, for FNTN, the opposite is true because initial nodes are 0.70 3 4 S .
relatively important for the propagation-based fake news detection log,(#) of observed nodes
task (Bian et al) [2020). Note that adding observed nodes is —e— FNTN EM-User

equivalent to adding k-hop neighbors to be discriminated by D%, Figure 3: Performance by #
That is, the impact of performance degradation from neighborhood of 9b§ewed nodes at est a@d
noise is more significant than information gain from additional nodes 7@ning. The S}{ad?d area 1s
in FNTN. See Appendix [G]for a more detailed discussion. the standard deviation.

. . . |
Generalization across sizes of fest subgraphs We demonstrate ~ °? . —¢——

how Intra/Inter-SGI generalizes across sizes of test subgraphs. In
Figure[d we report the mean performance (5 runs) by the number of
observed nodes in the test stage. We set the number of fest observed
nodes from 4 to 64, and fix the number of training observed nodes to
8. Our model generalizes on test samples with more observed nodes
(> 8) than training, but the variance of performances increases. In 2 3 4 5 6
contrast, there is a lack of generalizability for test samples with fewer loga(#) of observed nodes
observed nodes than in the training stage. In particular, some cases o FNTN e B User

do not converge depending on the initialization in EM-User.

Test Accuracy
o o
~ e

o
o

# at training

Figure 4: Performance by #
of observed nodes at the fest.
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Performance by edge types in inclusive subgraphs In Table Table 2: Performance by
we show the performance of Intra/Inter-SGI by edge types in H* = edge types on FNTN.
EN(XE AT or ALOP[YSUE]) from the Inter-SGI loss. We use

only FNTN since A**® and A&°°[V*'*] are the same in other datasets Edge type  FNTN

(§2.2] §4.1). The gap of 1.4%p is not significant (p-value of 0.09 ASD 88.211 4
in t-test), however, this difference suggests that when message- AZP[Ysb] 89 6.

passing is performed through the edge induced in the global graph
(A&°P[VsU]) "3 more appropriate contrastive representation of nodes
can be obtained for the InfoMax method.

6 RELATED WORK

Subgraphs in graph representation learning There have been several approaches to use the
information in subgraphs to improve representation learning of graph-structured data. They employ
subgraphs to build more expressive models for node and graph representations (Niepert et al., 2016;
Morris et al., 2019; Bouritsas et al.,|2020; |Peng et al.| [2020a} | Yu et al.| 2021)), improve the scalability
of graph neural network (GNN) training (Hamilton et al.| 2017; |Chiang et al.| [2019; Zeng et al.,
2020bza), augment data for graphs (Qiu et al., 2020; You et al.,2020), and explain prediction results
of GNNss (Ying et al.,[2019;|Luo et al.L|2020). Another common approach is to learn (or meta-learn)
nodes or edges of interest by fetching a local (or enclosing) subgraph around them (Bordes et al.,
2014} Zhang & Chen, 2018 (Teru et al.,|2020; |Huang & Zitnikl 2020).

While these methods target node- or graph-level tasks, a few studies focus on the subgraph-level task.
Meng et al.| (2018)) classifies the subgraph evolution pattern for subgraphs induced by three or four
nodes as inputs, but it does not learn the representation of subgraphs. Subgraph Neural Network
(SubGNN) (Alsentzer et all 2020) is designed for subgraph-level classification with subgraph
representation learning using their internal/external topology, positions, and connectivity. SubGNN
assumes that all subgraphs are fully observed, whereas our model does not make this assumption.

Contrastive learning by local-global mutual information maximization Contrastive learning is
a widely-used method for self- and un-supervised representation learning (Liu et al., [2020; |Le-Khac
et al.,|2020). This has been applied in various types of data such as language (Mnih & Kavukcuoglu,
2013 [Mikolov et al., 2013)), nodes (Perozzi et al.l|2014; |Grover & Leskovec} 2016)), and images (He
et al., 2020; [Chen et al., [2020). Within contrastive learning, local-global InfoMax methods (Hjelm
et al.| 2019) have been proposed recently, leveraging the known structure of data while maximizing
mutual information (MI) of input and encoded output. Specifically, they maximize MI between
pairs of local (e.g., patches) and global (e.g., images) based on neural MI estimators (Belghazi et al.}
2018; [Nowozin et al., 2016;|Oord et al., 2018)).

For graphs, various inherent substructures can be used in the design of contrastive learning.
For example, node representations can be obtained by maximizing MI between node-graph
pairs (Velickovic et al 2019; [Park et al.l [2020; [Hassani & Khasahmadi, [2020; Wang et al., [2020;
Jing et al.| 2021)), node-subgraph pairs (Peng et al.| [2020b; Jiao et al.| [2020; Li et al., 2020), edge-
edge pairs (Peng et al., 2020b), and subgraph-graph pairs (Cao et al.l |2021). Likewise, graph
representations can be obtained by maximizing MI between node-graph pairs (Sun et al.l [2020;
Hassani & Khasahmadil, 2020)), node-subgraph pairs (L1 et al.||2020), and subgraph-graph pairs (Sun
et al.,[2021). Our model learns representations of partially observed subgraphs by maximizing MI
between pairs of nodes and two different levels of subgraphs. To the best of our knowledge, there is
no local-global InfoMax method designed to learn subgraph representation itself, regardless of the
conditions of incomplete observations.

7 CONCLUSION

We explored the ‘partial subgraph learning task’ where only a part of the subgraph is observed.
This is a more realistic and challenging scenario of subgraph representation learning. To solve this
problem, we proposed a novel model, Intra- and Inter-Subgraph InfoMax (SGI), which maximizes
the mutual information between the summary of the subgraph and node representations in it. Intra-
and Inter-SGI sequentially summarizes the subgraph from a small observed set of nodes and larger
k-hop neighborhoods, respectively, and performs contrastive optimization to reconstruct the true
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subgraph representation. Based on training and evaluation protocols designed to simulate the real-
world use cases, our experiments demonstrate that Intra- and Inter-SGI outperform baselines in
three datasets across all settings. One limitation of this research is that Intra-SGI uses a naive k-hop
sampling to select neighbors to be included in the subgraph, which is a major cause of performance
degradation in dense graphs. Research on how to effectively and efficiently select nodes is necessary
for this method, and we leave it as future work.
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A NOTATION

We mostly followed notations from |Goodfellow et al.| (2016) provided by ICLR formatting
instruction. We summarize our specific notations in Table 3]

Table 3: Meanings of the notations

Notation

Meaning

G — (Vglob’ Aglob’ Xglob)

S ={S1,....Spr}, S = {89 . SO
S = (VSUb,ASUb), Sobs _ (VObS,AObS)

Vglob Vsub Vobs
) )
Aglob Asub Aobs
) )
Xelob R\Vg"’b\xF‘"

9.
ijF
yed{l,..,C}

A global graph

Sets of M subgraphs and partially observed subgraphs
A subgraph and a partially observed subgraph

Sets of nodes in G, S, S°

Sets of edges in G, S, S°

An input feature matrix of global nodes V&'°°

A vector of subgraph-level features

Dimensions of X#° and the learned representation
A label (class) corresponding to the subgraph S

g[Vsub] _ (VSUb7A[VsubD
VSUbk ) Vglobk

v+, V-

An induced subgraph of G formed from a set of nodes in
the subgraph V"

The k-hop neighbors of observed nodes u € V° that are
actually included in the subgraph V**®, and that are not.
Positive and negative sets of nodes for Inter-SGI

. n
SmZRNXF XA*)RNXF

EQ ((.:K SV EIIRNXF%RNXF
HObS, Hsubk’ HgIObk and H+, H™
H*,Hi

Jobs K, v, I+
HO g+ gV g
Sobs7 Ssub c RF

Robs7 Dobs and Rsub’ Dsub

A graph neural encoder for input features X2'°?, Agl®
Encoders for Intra-SGI (Q, K, V') and Inter-SGI (1)
Encoded node representations of V°Ps Wsubk weloby
(Intra-SGI) and V', V™ (Inter-SGI)

Concatenation of H H* H&. (Intra-SGI) and
H™, H™ (Inter-SGI)

The output of €@, K gV gl on H, H*, H*, H*
The subgraph summary vectors of node representations
H°% HY"* in subgraphs S, S

Readout functions and discriminators for Intra-SGI
(H°*, s°) and Inter-SGI (H*, s*"°)

B PROOF OF PROPOSITION[T]

Proposition 1 (The conditional GAN-like divergence MI bound). For d-dimensional random
variables X and Y with a joint distribution p(x,y) and marginal distributions p(x) and p(y), fix
any function f : (X,Y) — R and realization x of X. Let ¢, = Eyp(y) [ef(f”’y)], B., C Rbe
strictly lower bounded by c,, and Y ., = {y|e?@¥) € B, } with an assumption of p(Y..,) > 0. For

x

Y, in the Borel o-algebra over R, let q(Y € Y,.|X = x) = p(Y,.|Y.,), then TN < TGAN ywhere

ICGAN = Ex,y~p(w,y) [loga(f(x, y))] + Epr(x)]Ey~q(y\cc) UOg (1 - O'(f(l‘, y)))] ) (14)
AN — Ez,ywp(Z,y) [10g0(f($7 y))] + EINP(Z)EyNP(y) [10g (1 - a(f(wv y)))] . (15)

Proof. Tt suffices to show that E,, ., [log (1 4 e/ @¥)] <E, (0 [log (1 + e/ @¥))] forall
to prove ZWOAN < TGAN gince,

Eyp(y) [IOg (1 + ef(m’y)ﬂ < Eyvqlylz) [IOg (1 + ef(ny))} (16)
= Eop@) ympv) [IOg (1 + ef(%y))} < Eovp@) ymayle) [log (1 + ef(w’y))} a7
= Ew~p(w),y~q(y|x) [log (1 - U(f(xa y)))] < Ewwp(:v),ywp(y) [log (1 - O'(f(.]?, Z/)))} (18)
= Z’CGAN S IGAN (19)
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We apply the similar technique in CNCE (Wu et al., 2021) to prove Equation [I6] Using Jensen’s
inequality to the right-hand side and the fact that E,,(e/(®¥)) < ef(@:¥¢) for y. € Y,

E, {log (1 + ef(””’y))} <logE, Kl + ef(m’y)ﬂ < log (1 + e-f(w7y“)) . (20)

If we take the expectation E ) on both sides, we get Equation@ O

y~q(y|

C DATASET AND PRE-PROCESSING DETAILS

C.1 DATASET

In Table[d] we summarize the statistics of three real-world datasets: FNTN, EM-User, and HPO-Metab.
Next paragraphs describe the components of these datasets (e.g., G and S) and what tasks correspond
to these datasets.

FNTN for fake news early detection (ordered, inclusive) FNTN (Fake News in Twitter Network)
dataset consists of a follower network on Twitter (G), propagation trees of news (S), and TF-IDF
vectors of its contents (g). Taking FNTN dataset from prior studies (Liu et al.,2015; Ma et al., 2016;
2017;2018; |Kim et al., 2019), we add the follower network of users who propagated news retrieving
them with the Twitter API. Fake news early detection is a classification task of the genuineness of
news articles by the early propagated nodes (i.e., users who initially spread the news) (Sampson
et al.L|2016; |Liu & Wu, [2018; |Chen et al., [2018; [Shu et al., 2020; Bian et al., [2020).

EM-User for user profiling with partial observation (unordered, identical) EM-User (Users
in EndoMondo) dataset (Alsentzer et al. [2020) consists of a social fitness network G from
Endomondo (Ni et al.| 2019) and subgraphs S corresponding to users. Nodes are workouts, and
edges exist between workouts completed by multiple users. Each subgraph S represents a user’s
workout history. The user profiling task with partial observation is to predict a user’s gender with
only a few sampled logs.

HPO-Metab for disease diagnosis with partial observation (unordered, identical) The global
graph G of HPO-Metab (Metabolic disease in Human Phenotype Ontology) dataset (Alsentzer et al.,
2020; Hartley et al.l 2020; [Kohler et al., [2019; Mordaunt et al., 2020) is a knowledge graph
of phenotypes (i.e., symptoms) of rare diseases. Each subgraph S is a collection of symptoms
associated with a monogenic metabolic disorder. Our task is to diagnose the rare disease: to classify
the disease type among six subcategories of the metabolic disorders, assuming only some of the
symptoms have been observed.

Split We randomly split the train/val/test set of FNTN with a ratio of 70/15/15 and use the public
split (Alsentzer et al.,|2020) for EM-User (70/15/15) and HPO-Metab (80/10/10).

Download The raw datasets of HPO-Metab and EM-User can be downloaded from SubGNN’s
GitHub repositoryﬂ We put the pre-processed FNTN dataset in the supplementary material.

C.2 PRE-PROCESSING

For FNTN, a follower network was crawled through the Twitter API between October and November
2018 for users in the propagation trees (including leaf users) (Liu et al., 2015;|Ma et al.,|2016}2017;
2018 Kim et al.l[2019). For deactivated accounts, we reflect the following information that can be
obtained from the tree. We collect and distribute these data under Twitter’s policies and agreementsﬂ

Datasets in this paper are pre-processed to remove any personally identifiable information of users
in real-world services (Twitter for FNTN and Endomondo for EM-User). Users are fully anonymized
and treated as consecutive integers. In addition, we take TF-IDF vectors of 2000 words for news
content without stop-words. The fake news texts, which can be offensive, cannot be restored.

For all datasets, single node graphs are excluded (five subgraphs for EM-User and three subgraphs
for HPO-Metab). The rests are the same as the original papers (See Kim et al.|(2019) for FNTN, and
Alsentzer et al.| (2020) for EM-User and HPO-Metab).

"nttps://github.com/mims-harvard/SubGNN
https://developer.twitter.com/en/developer-terms
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Table 4: Statistics of real-world datasets.

FNTN EM-User HPO-Metab
# Global nodes 362232 57333 14587
# Global edges 22918295 4573417 3238174
Density of the global graph  0.0002 0.0028 0.0304
Whether edges are directed ~ directed undirected undirected
# Nodes per subgraph 408.61 £ 386.72 155.42 +100.38 14.44 +6.19
# Edges per subgraph 412.92 +391.32  534.86 £ 64530 181.30 £ 181.83
Density of subgraphs 0.0043 +0.0027 0.0159 £ 0.0052 0.7576 + 0.1486
# Subgraphs 1107 319 2397
Split Random Public Public
Train/Val/Test 775/166/166 224/48/49 1918/244/235
# Classes 4 2 6

D MODEL, TRAINING, AND HYPERPARAMETER CONFIGURATIONS

D.1

MODEL AND TRAINING DETAILS

In addition to the description in the main paper, we use the following model architectures and
training methods:

 All the models are implemented with PyTorch (Paszke et al., |[2019), PyTorch Geometric (Fey
& Lenssen, |2019), and PyTorch Lightning (Falcon & The PyTorch Lightning team) 2019).

* When using a bidirectional encoder, half of the hidden feature of 64 is divided and used for
each direction. That is, we use 32 for forward edges and 32 for reverse edges.

* For positional encoding, we follow the Transformer’s original formula (Vaswani et al., 2017)
and set the maximum length of 20. Note that the number of observed nodes is 8. When the
numbers of observed nodes are 16, 32, and 64, the maximum lengths are 36, 68, and 132,
respectively.

* A fixed number (IN°%) of observed nodes is sampled at each iteration of the training stage. To
add more randomness, we sample a random element from {N° — 2 Nobs — 1 pvobs pyobs 4
1, N° 4 21 first and select the observed nodes of that number.

* For the k-hop subgraph, we dropout these edges with the probability of pg (Rong et al., [2020).

e The batch sizes are 16 for FNTN and 64 for others, using the gradient accumulation (16 for
FNTN, 1 for EM-User, and 16 for HPO-Metab).

 Intra-SGI uses the same number of negative samples as the number of positive samples
belonging to the k-hop subgraph. Inter-SGI uses the entire nodes in the negative subgraph.

* All model parameters are trained with 16-bit precision supported by PyTorch Lightning (Falcon
& The PyTorch Lightning team), 2019).

* Each of our experiments is done on a single GPU. These GPUs are the GeForce GTX 1080 Ti,
GeForce RTX 2080 Ti, and Quadro RTX 8000, but each experiment does not require a specific
GPU type. One machine has a total of 40 — 48 cores of CPUs and 4 — 8 GPUs.

D.2 HYPERPARAMETER SELECTION

We tune a subset of hyperparameters with validation sets using |Akiba et al.|(2019). Depending
on models and experiment conditions, we choose different tuning algorithms and hyperparameter
subsets. For the MLP and GraphSAGE models, only weight decay is tuned. For SubGNN, we
compare the model with all (neighborhood, structure, and position) channels and models with only
one channel each. For each case, we tune weight decay, an aggregator for initializing component
embedding, k for k-hop neighborhood of subgraph component, and numbers of structure anchor
patches, border/internal position anchor patches, border/internal neighborhood anchor patches, and
LSTM layers for structure anchor patch embedding. Lastly, we tune weight decay, Ai"™, \inr ratio
in top,, pooling, and DropEdge probability p, of k-hop subgraph for our models.
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Table 5: Summary of accuracy (5 runs) of Intra/Inter-SGI with and without using Transformer in the
encoder £ (Equation . The result of GraphSAGE in the best setting is also presented.

Model FNTN EM-User

GraphSAGE (Best) 859+ 1.0 685+32
Intra/Inter-SGI with Transformer 89.6 22 77.0+28
Intra/Inter-SGI without Transformer 87.8 £0.8 74.5 +4.5

We use the Tree-structured Parzen Estimator (TPE) algorithm under a total budget of 50 runs
for most experiments. For SubGNN, we choose the random search following the original
implementation. Exceptionally, we perform the grid search for a more controlled evaluation of
Intra/Inter-SGI according to the number of observed nodes in FNTN and EM-User datasets. We run a
total of 36 experiments on the space of three A" ({1.0,2.0,3.0}), three A"r ({1.0,2.0,3.0}),
two weight decay ({107%,1073} for FNTN and {107,107} for others), and two pool ratio
({107%,10~3} for HPO-Metab and {10~3,10~2} for others).

All hyperparameters are reported in . /SGI/args.yaml in the code.

E ABLATION STUDY AND HYPERPARAMETER SENSITIVITY ANALYSIS

E.1 ABLATION STUDY ON MODEL ARCHITECTURES

We conduct ablation experiments on the Transformer in the encoder £9 (Equation on FNTN
and EM-User datasets. In this study, we replace the Transformer in £ with the two-layer MLP. For
MLPs, we do not use the positional encoding on both datasets.

In Table[5] we summarize the mean accuracy over five runs of GraphSAGE and Intra/Inter-SGI. We
reprint the result of GraphSAGE model in the best setting for each dataset. Using the Transformer
in £9 improves the performance by 1.8%p (FNTN) and 2.5%p (EM-User). This result shows that
modeling pairwise interactions between observed nodes contributes to learning fine representation
of subgraphs. However, even without Transformer, our model outperforms the GraphSAGE models.

E.2 HYPERPARAMETER SENSITIVITY ANALYSIS

We analyze how the performance varies according to A"™, \i"®" and the number of negative samples
for the Inter-SGI loss (i.e., |[V~|). In Figure [5| we draw the plot of test accuracy on FNTN and
EM-User against these three hyperparameters. As with other experiments, five experiments are
conducted, and the average performance is reported with standard deviation as shaded area. We
employ the Intra-SGI for A" and the Intra/Inter-SGI for A™*" and the number of negative samples.
For the number of negative samples, since we use nodes in an individual subgraph as negatives in
the Inter-SGI part, we report the performance according to the number of negative subgraphs.

We have three observations in the analysis of A"™ and A"°r. First, using Intra-SGI and Inter-SGI
loss (A > 0) contributes to performance improvements. Second, the standard deviation increases in
arange outside the optimal value. Lastly, the sensitivity for A'™ is higher than A" in both datasets.

Notably, in the region where A"" is larger than the optimum, the performance fluctuates slightly
less. A larger "™ means that we train the discriminator D° to overestimate the probability of
belonging to the subgraph. Since we only use a fixed ratio in the top,, pooling, those classified as
nodes belonging to the subgraph more than this ratio do not involve in the subgraph representation
for actual classification. This is why there is no significant change in the region of large \""2,

For the number of negative samples in the Inter-SGI loss, the ablation study demonstrates that
increasing the number of negative subgraphs more than one hurts the performance. For both datasets,
the decrements of performance is the largest when the number of negatives is raised from 1 to 2. The
performance difference between 2 — 8 cases is slight.
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Figure 5: Mean test accuracy over five runs on FNTN and EM-User against A"™, \I"®f and the number
of negative subgraphs for the Inter-SGI loss. The shaded area represents the standard deviation.

Table 6: Comparison of k-hop subgraphs and full subgraphs for different graph characteristics:
degree assortativity, average clustering, and density.

Dataset Graph characteristic ~ k-hop subgraphs  Full subgraphs
Degree assortativity —0.213 £0.053 —0.483 £ 0.093
FNTN Average clustering 0.370 £ 0.061 0.140 +0.136
Density 0.005 £ 0.010 0.010 £0.015
Degree assortativity —0.097 £0.015 —0.109 £ 0.084
EM-User Average clustering 0.066 + 0.009 0.022 £0.011
Density 0.017 £ 0.003 0.016 £ 0.002
Degree assortativity —0.277 £0.028 —0.281 +0.107
HPO-Metab  Average clustering 0.731 £ 0.016 0.874 +0.089
Density 0.211 £ 0.095 0.787 £ 0.126

F COMPARISON BETWEEN k-HOP AND FULL SUBGRAPHS

We hypothesize that we can see the benefits of both models when the k-hop subgraph (for Intra-
SGI) and the full subgraph (for Inter-SGI) provide different views in contrastive learning. We
compare several graph properties of k-hop and full subgraphs to investigate whether the differences
in properties are related to performance improvement by concurrent use of SGIs. We measure
degree assortativity, average clustering, and density, and report the mean and standard deviation
of 50 random samples in Table [6] We select these properties because they are well-defined for
the individual subgraph, regardless of whether an edge has a direction or whether a subgraph is
connected.

We confirm that for FNTN, the difference between k-hop and full subgraphs is twice or more in all
properties. However, in the case of EM-User, there is no significant difference in degree assortativity
and density. This is consistent with our assumption that differences in subgraph characteristics lead
to differences in views and eventually provide different learning gains of contrast. For HPO-Metab,
there is an extreme difference in density, but the performance degradation from the size of the k-hop
subgraph in Intra-SGI seems to have a greater impact on performance change. (See §5]about this
discussion).
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Table 7: Summary of accuracy (5 runs) of GraphSAGE model on three datasets with regard to the
ratio of observed nodes at the test and training (i.e., x%/x% setting).

The ratio of observed nodes FNTN EM-User HPO-Metab
12.5% 859+ 13 5454+194 342+2.1
25% 86.3+0.7 826+3.5 412+ 1.3
100% 86.3+0.7 821412 477 £33

Table 8: Mean wall-clock time (seconds) per batch of the training process on real-world datasets.

Model FNTN EM-User HPO-Metab
MLP 0.021 0.040 0.018
GraphSAGE 0.028 0.037 0.019
SubGNN N/A 0.126 0.086
Intra-SGI 0.816 0.103 0.406
Inter-SGI 0.047 0.053 0.033

Intra/Inter-SGI  0.834  0.141 0.413

G DISCUSSION ON PERFORMANCE BY THE NUMBER OF OBSERVED NODES

In Figure [3] we show the performance of Intra/Inter-SGI depending on the number of observed
nodes. By observing more nodes, the performance on EM-User increases but that on FNTN decreases.
We claim that the impact of performance degradation from neighborhood noise is more significant
than information gain from additional nodes in FNTN.

Where the boundary of the full subgraph is unknown, the increase in the number of observed nodes
presents the following two challenges. First, the number of nodes that belong to the sampled k-hop
neighborhood increases. Second, the number of nodes that are in the subgraph but unknown yet to
the model decreases. We expect that the performance increases when the information gain from the
additional nodes exceeds the noises from the above challenges.

Next, we show that initial nodes are relatively important for FNTN dataset. In Table [/| we report
the experimental result of the GraphSAGE model with regard to the ratio of observed nodes. We
call this the x%/x% setting similar to the 100%/100% setting but uses only x% of nodes in training
and evaluation. We set x to 12.5, 25, and 100. As the number of observed nodes decreases, the
performance of the GraphSAGE model for all datasets generally decreases. However, the degree
varies by dataset. Compared to EM-User and HPO-Metab, additional observed nodes in FNTN do not
significantly affect subgraph representation quality. This is in line with Bian et al.| (2020).

We demonstrate that the information gain from additional nodes in FNTN is relatively small.
Considering the challenges from these additions, this explains why the performance of SGI on FNTN
decreases as the number of observed nodes increases in Figure 3]

H EFFICIENCY COMPARISON ON TIME AND MEMORY

H.1 TRAINING TIME BY MODELS AND DATASETS

In Table[8] we report the mean wall-clock time per batch using a single machine (40-core CPU with
one GTX1080Ti GPU). For all experiments, we use a batch size of four.

The Inter-SGI does not show much difference with the baseline GraphSAGE and MLP in training
time. The overhead is below 0.03s for all datasets. However, the model using Intra-SGI shows a
relatively large training time compared to others (x 3 — x30). We confirm that most of the increments
occur from k-hop sampling. The more edges (e.g., FNTN) or density (e.g., HPO-Metab) of the global
graph, the more time it takes to run. The EM-User dataset with a relatively low value for these
properties takes a similar training time to that of SubGNN.
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Table 9: The number of parameters of GraphSAGE and Intra/Inter-SGI.

Model FNTN EM-User HPO-Metab
GraphSAGE 11736644 3694274 958790
Intra/Inter-SGI 11816070 3706690 971206
Rate of increment (%) 0.68 0.34 1.29

H.2 NUMBER OF PARAMETERS

In Table [0] we compare the total number of parameters of GraphSAGE and Intra/Inter-SGI. This
parameter includes not only the model but also the learnable node embeddings. As we can see in the
last row, the number of parameters that our model uses more than the GraphSAGE model is around
1%, which we can consider negligible.

I ETHICAL CONSIDERATIONS

Learning subgraphs requires collecting more attributes (i.e., a global graph plus subgraphs) than
learning nodes, edges, and graphs. This could lead to privacy invasion depending on the use case.
For example, if we set the global graph as a user network of a social media like FNTN and EM-User,
our model should follow up the entire network throughout its life cycle of training and evaluation.

Furthermore, a deeper understanding of the partial subgraph learning problem may enable harmful
applications, such as tracking users on social media. Indeed, our study deals with the profiling task
of users’ gender (EM-User). Similar concerns are raised in the SubGNN paper, which proposed the
original dataset (See Broader Impact section in |Alsentzer et al.[ (2020))). Also, while our model
suggests the positive application of fake news detection, but it leaves room for attacks to deceive.
This is a general problem with any machine learning model, and thus researchers accessing and
using this research must be mindful of potential harm.

Lastly, EM-User dataset simulates the prediction task of binary genders (male and female), but
genders could be non-binary in reality. Future research should consider that EM-User is an
oversimplified dataset for the benchmarking purpose.

J FIGURE ATTRIBUTION

The Figure [1]is created with slightly modified ‘User’ icon by Made x Made Icons, ‘Cough’ icon
by monkik, ‘sleepless’ icon by Andrejs Kirma, ‘vomit’ icon by Mini Hong, ‘Weight Loss’ icon by
counloucon, ‘Liver’ icon by Lagot Design, ‘lung disease’ icon by Dooder, ‘kidney disease’ icon
by Llisole, ‘Disease’ icon by WEBTECHOPS LLP, and ‘fever’ icon by popcornarts from the Noun
Project.
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