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Figure 1. Impact of the input text prompt on the generation of class activation maps (CAMs). Employing the ground truth categorical
label as [CLS] token (second column) does not necessarily result in the best initial CAMs. Furthermore, even though complex techniques to
optimize the [CTX] tokens, such as CoOp [76] (third column) may improve the CAMs, we have observed that simply modifying the ground
truth class in the [CLS] token by a higher correlated synonym leads to improvements in the identified class-related regions (fourth column).

Abstract

Recently, CLIP-based approaches have exhibited re-
markable performance on generalization and few-shot
learning tasks, fueled by the power of contrastive language-
vision pre-training. In particular, prompt tuning has
emerged as an effective strategy to adapt the pre-trained
language-vision models to downstream tasks by employing
task-related textual tokens. Motivated by this progress, in
this work we question whether other fundamental problems,
such as weakly supervised semantic segmentation (WSSS),
can benefit from prompt tuning. Our findings reveal two
interesting observations that shed light on the impact of
prompt tuning on WSSS. First, modifying only the class to-
ken of the text prompt results in a greater impact on the
Class Activation Map (CAM), compared to arguably more
complex strategies that optimize the context. And second,
the class token associated with the image ground truth does

not necessarily correspond to the category that yields the
best CAM. Motivated by these observations, we introduce a
novel approach based on a PrOmpt cLass lEarning (POLE)
strategy. Through extensive experiments we demonstrate
that our simple, yet efficient approach achieves SOTA per-
formance in a well-known WSSS benchmark. These results
highlight not only the benefits of language-vision models in
WSSS but also the potential of prompt learning for this prob-
lem. The code is available at code link

1. Introduction

Image semantic segmentation is a fundamental problem
in computer vision, as it serves as a precursor of many tasks,
such as medical image analysis or autonomous driving. Fu-
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eled by the advances in deep learning, semantic segmenta-
tion has experienced a tremendous progress. Nevertheless,
obtaining precise pixel-wise annotations is a labor-intensive
and time-consuming task.

To alleviate the annotation burden, weakly supervised se-
mantic segmentation (WSSS) has emerged as an appealing
alternative, where labels typically come in the form of im-
age tags [15, 21, 28, 31], bounding boxes [26, 55], scrib-
bles [41, 57] or global constraints [25, 46], among others.
In particular, image-level WSSS has received significant
attention, as it offers a cost-effective alternative to pixel-
level annotations (e.g., 20 seconds reported in [5]). Un-
der this setting, WSSS commonly leverages class activation
maps (CAMs) [75] obtained from image classification net-
works to localize objects. Specifically, these maps are later
used as pixel-wise pseudo-labels to train a segmentation
model, mimicking full supervision. However, CAMs tend to
highlight discriminative regions, while ignoring other use-
ful cues, which results in suboptimal pseudo-labels that do
not cover the whole extent of the target objects. Narrowing
down the existing gap between classification and segmen-
tation tasks is therefore crucial for the progress of WSSS
models. To solve this issue, existing approaches intend to
complete generated CAMs by forcing the network to focus
on more non-discriminative regions, which can be achieved
by region mining strategies [21, 30], or integrating iterative
processes [3]. Despite employing complex CAM refinement
strategies, sometimes involving multiple training steps, ex-
isting approaches still exhibit suboptimal performance in
terms of both completeness of the target objects and seg-
mentation accuracy.

This motivates the exploration of complementary learn-
ing strategies that can further improve the segmentation per-
formance of these models. Vision-language pre-training
(VLP) models, such as the recently introduced Contrastive
Language-Image Pre-training (CLIP) [47] strategy, have the
potential to bring WSSS approaches to the next level, as
it can associate much wider visual concepts in an image
with their corresponding text labels in an open-world sce-
nario. This contrasts with standard WSSS settings, where
the fixed set of predetermined object categories limits the
quality of generated CAMs due to unnecessary background
activations from class-related background pixels. For exam-
ple, CLIMS [66] exposed these issues showing that back-
ground pixels related to the class ‘railroad’ contributed to
the prediction of the CAM associated to the category ‘train’,
leading to over-segmented CAMs.

With the rise of these powerful vision-language pre-
training models, recent evidence has highlighted the impor-
tance of their text input, typically referred to as prompt, in
adapting these models to downstream tasks and datasets. For
instance, Zhou et al. [77] empirically demonstrated that the
use of ’a [CLS]’ or ’a photo of a [CLS]’ as a prompt led
to substantial differences in the classification performance

of the model. Following these findings, recent literature has
focused on tuning the context of these prompts, typically
as continuous learnable vectors [24, 76, 77]. Despite its po-
tential importance, the impact of modifying the [CLS] to-
ken has been largely overlooked in the context of prompt
learning. Additionally, while prompt learning has shown
promising results in fine-tuning and classification tasks such
as zero-shot image recognition, its effectiveness on other vi-
sual recognition problems is not well-understood.

Based on these observations, we explore in this work how
vision-language pre-training can be further leveraged to im-
prove the performance of WSSS models. In particular, we
want to address the following questions: 1⃝ Is prompt learn-
ing useful in weakly supervised segmentation?, 2⃝ Which
parts of the prompt have a greater impact on the generated
CAMs? 3⃝ Can we devise a simple yet effective alternative
to improve the segmentation performance under the weakly-
supervised learning paradigm?

Our contributions can be summarized as follows:

• We provide empirical evidence that modifying the in-
put prompt in VLP models has a direct impact on the
generated CAMs in a weakly supervised segmentation
scenario, which in turn affects the performance of the
segmentation network.

• More interestingly, our findings reveal that replacing
the [CLS] token in the input prompt has a greater im-
pact on the performance than modifying the prompt
context, which contrasts with recent observations in
classification problems (See Fig. 1). Furthermore, the
[CLS] token associated with the actual image ground
truth does not necessarily correspond to the category
that yields the best CAM, and the performance varies
considerably across closely related categories. These
insights shed light on the importance of careful prompt
design in optimizing the performance of segmentation
models trained under the weakly-supervised paradigm.

• Based on these observations, we propose a simple yet
efficient strategy to leverage language driven models
in the challenging task of WSSS. The resulting model,
based on a PrOmpt cLass lEarning (POLE) approach,
learns the category name that produces the highest cor-
relation between the image and a corresponding text
prompt, and uses it to further leverage the segmenta-
tion performance.

• Following the literature, we conduct extensive exper-
iments on PASCAL VOC 2012 to well demonstrate
the superiority of our method over other state-of-the-
art methods for WSSS.

2. Related Work
Weakly supervised semantic segmentation. Due to its
low annotation cost, WSSS based on image-level labels has
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gained increasing popularity. These methods rely on class
activation maps (CAMs) to identify target object regions by
discovering informative pixels for the classification task. As
discovered regions are typically highly discriminative and
fail to cover the whole context of the target objects, recent
literature focuses on generating high-quality CAMs by refin-
ing initial estimations from simple models. A common strat-
egy is to mine or erase regions at either image [30, 61, 73]
or features level [21, 31], and can be seen as a way of pre-
venting a classifier from focusing exclusively in highly dis-
criminative areas. Other works have instead exploited sub-
categories dependencies [6], cross-image semantics [16,56],
attention mechanisms [63], equivariant constraints [45, 60]
and pairwise semantic affinities [3, 59]. Furthermore, ad-
ditional supervision, such as saliency maps can be also in-
tegrated to provide additional hints about the location of
the target object [23, 35]. More recently, visual transform-
ers (ViT) [12] have been also leveraged to improve original
CAMs [39, 69], demonstrating superior performance than
their CNNs counterparts.
Contrastive Language-Image Pre-training (CLIP) based
semantic segmentation. Very recently, large-scale VLP
models, such as CLIP [47], have demonstrated to improve
significantly the performance of vision models on classic
recognition tasks, such as zero-shot object detection [18],
few-shot learning [22] and zero-shot semantic segmenta-
tion [37, 78]. Closely related to our work, CLIMS [66]
integrates CLIP in the context of weakly-supervised seg-
mentation, which enhances the initial CAMs by highlight-
ing more comprehensive object regions, while suppressing
closely-related background areas. Inspired by the improve-
ment observed in the robustness and generability of visual
recognition models driven by language assistance, our work
delves deeper into understudied factors, particularly in the
weakly-supervised scenario. We stress that our work is dif-
ferent from [66]. In particular, CLIMS [66] proposes to
leverage standard CLIP in WSSS, whereas we further ex-
plore the effect of the given prompt on this task. As we will
show in our empirical validation, properly designing the in-
put prompt results in significant improvements over the stan-
dard text prompts. More surprisingly, using the class ground
truth as categorical name in the input text prompt does not
necessarily yields the best segmentation results.
Prompt learning in visual recognition problems is a rapidly
growing research direction, whose popularity stems from
the promising results observed in NLP tasks [36,40,42,48].
For example, recent works in prompt learning [13,44,49,58,
76, 77] have achieved promising results on several vision-
language tasks, notably in classification. In addition to
tackle a different task, i.e., classification vs. weakly super-
vised segmentation, the main differences with our work is
that these approaches mostly study prompt learning from a
context perspective. In particular, existing literature consid-
ers the class token [CLS] as a fixed word embedding, while

optimizing the context [13, 49, 58, 76, 77] or attributes [44].
In most cases, the context tokens are represented by learn-
able continuous vectors, which yield to text embeddings
lacking semantic knowledge [77]. In contrast, our approach
performs a selection on a finite set of potential synonyms,
which facilitates both the search and the interpretation of
the selected token.

3. Methodology
3.1. Problem setting.

Let us denote D = {(Xi,yi)}Ni=1 as a weakly labeled
dataset, where Xi ∈ RΩi is an input image, Ωi denotes its
spatial dimensionality, yi ∈ {0, 1}K its associated one-hot
encoded image label1, and K indicates the number of cate-
gories. Thus, the goal of weakly supervised semantic seg-
mentation is to provide pixel-wise predictions from an input
image Xi given its corresponding image-level label yi.

3.2. Our framework.

Preliminaries: Class Activation Maps. We first revisit the
generation of class activation maps (CAM) from the image-
level labels, a popular strategy in WSSS. Let us first de-
fine a feature extractor fθ(·), which can be represented by
a deep neural network parameterized by θ. Thus, for a
given image X, the feature extractor provides a represen-
tation Z ∈ RC×H′×W ′

, where C is the number of channels
and H ′ and W ′ represent the dimensionality of the feature
map. To provide CAMs, a global average pooling (GAP)
layer, followed by a 1× 1 convolutional layer W ∈ RC×K

is applied to the learned features Z from an image X. Then,
the resulting logits are mapped into probabilities ŷ ∈ [0, 1]K

by applying a sigmoid function. To train the neural network,
we follow the literature [66, 67, 69] and use the multi-label
soft-margin loss as the classification function:

L(ŷ,y) = − 1

K

K∑
k=1

(yk log ŷk + (1− yk) · log (1− ŷk)).

(1)
Once the backbone network is trained, the initial CAMs

can be obtained as follows:

Pk(h,w) = W⊤
k Z(h,w), (2)

where Pk is the activation map for a given category k.
Learning objectives. The framework used for this work
shares the same overall structure as the recent CLIMS [66],
as it represents the first weakly-supervised segmentation ap-
proach integrating CLIP text embeddings. Nevertheless,
we stress that in our work we study how we can lever-
age prompt learning to further improve the performance

1In PascalVOC, multiple classes can be present in the same image,
where y becomes a multi-class one-hot encoded vector.
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Figure 2. Proposed Weakly Supervised Segmentation approach. 1) Class activation maps are generated for an input image X. 2) CLIP
pre-trained visual and text encoders (fθ and fθ) are leveraged to find the category name [CLS] presenting the highest correlation with the
image Mk, the result of multiplying the input image X and its corresponding CAM Pk. 3) With the [CLS] token selected, we generate the
input text prompt tokb to the Cross-Language Image Matching (CLIMS) learning framework.

of weakly supervised segmentation models. In particular,
the standard GAP layer employed to generate CAMs is re-
placed by a sigmoid function σ(·), resulting in Pk(h,w) =
σ(W⊤

k Z(h,w)). The pretrained CLIP model [47] uses a
visual and a text encoder which we denote as: fv and ft,
respectively. Instead of passing the raw input image X to
the CLIP image encoder, it is multiplied by Pk, with the
goal of focusing only on the class highlighted by its corre-
sponding CAM. Moreover, to avoid interferences from re-
lated background regions, the input image is also multiplied
by (1−Pk). Hence, we can create two different visual em-
beddings: the embedding of the target category (vio

k ), and
its background (vib

k ), which are formally given by:

vio
k = fv(X ·Pk), vib

k = fv(X · (1−Pk)). (3)

Now, for all the potential object classes k and their cor-
responding text inputs tok, we obtain their text embeddings,
which are referred to as vto

k :

vto
k = ft(t

o
k). (4)

Note that to generate these embeddings, we just need to
provide the different text inputs to the trained CLIP text en-
coder ft(·). Following the reasoning behind the training of
CLIP, the foreground image embedding vio

k should be highly
correlated to the text embedding vto

k of that particular class.
In contrast, the background image embedding vib

k should
have a much lower correlation with the object classes. This
can be modeled by using the following objective function:

LCont = −α

K∑
k=1

yk ·log(sook )−β

K∑
k=1

yk ·log(1−sbok ), (5)

where sook = sim(vio
k ,vto

k ) and sbok = sim(vib
k ,v

to
k ) rep-

resent the object-to-object and background-to-object simi-

larities between visual and text embeddings, computed as a
cosine similarity. Both terms in Eq. 5 act together to ensure
that the activation map Pk covers the maximum possible re-
gion of the target, while excluding related background.

3.3. Category and image-driven prompt generation

Finding potential category related embeddings. To gen-
erate the object text representation vto

k for a class k, the stan-
dard input prompt given to the text encoder has the follow-
ing format: a context token [CTX] followed by the class
name token [CLS] and ended by a punctuator (’.’). While
the literature in prompt learning for large-scale visual lan-
guage pre-trained models focuses on learning the context
[CTX] [76], CLIMS [66] uses a fixed prompt, where the
[CLS] token corresponds to the categorical label of the im-
age. Contrary to these works, we hypothesize that modi-
fying the input text prompts by optimizing only the [CLS]
token has a greater impact on the generated CAMs. Indeed,
as we will show empirically in the results section, using the
ground truth class as a [CLS] token does not necessarily al-
ways results in the best segmentation performance.

Let us suppose that we take an input image X with its
corresponding image class label y, which indicates the k
categories present on the image. For each category k in y,
we obtain a set of similar words, in terms of closeness in
the semantic space, using chatGPT [1]. More concretely,
we provide the following query as input to chatGPT ”Give
me m semantically similar words for [CLS] and also print
the cosine similarity scores based on CLIP model”, where
[CLS] is a class name. This returns a list of m words along
with their similarity scores for that particular [CLS]. This
means that for each class [CLS], we can derive a set of
m closest words, denoted as S =[CLS1,CLS2,...,CLSm].
With this set of related categories, we can create a set of
m + 1 potential text prompts T = [tok0, t

o
k1, t

o
k2, . . . t

o
km],
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where tok0 is the text prompt containing the categorical
ground truth label for class k, i.e., [CLS] followed by a
fixed [CTX] token, and tok1, ..., t

o
km are composed of the

fixed [CTX] followed by a variable [CLS] token chosen
from set S. Now, we can extract an embedding for each
of the prompts in T from the CLIP text encoder, resulting in
V = [vto

k0,v
to
k1,v

to
k2, . . .v

o
km].

How to select the best [CLS]? Given the input image X
and its generated class activation map Pk for class k, we
can obtain an image focusing on discriminative regions for
that category by simply doing Mk = X · Pk The result-
ing image, Mk, is given to the CLIP image encoder to get
a compressed representation of X, i.e., vio

k . similar to the
steps described in Section 3.2. In contrast, we now obtain
a correlation between each of the closest words in set S for
the class k and the CAM activated image Mk. In particu-
lar, this correlation is found by computing a similarity score
between the visual and text embeddings: vio

k and every vto
kj

for j ∈ {0, 1, 2, 3, . . . ,m}, given as:

sim(vio
k ,vto

kj) =
vio
k · vto

kj

|vio
k ||vto

kj |
, (6)

which generates a vector containing the similarities be-
tween the visual encoding and each of the text encodings
[sk0, sk1, . . . , skm]. From this similarity vector, we select
the most correlated [CLS] token, which corresponds to the
text embedding vto

kj with the highest similarity with vio
k ,

computed with the argmax operator.

3.4. Weakly supervised adaptors

Following the success of adaptors in pre-trained
language-vision models for classification tasks [17, 49, 74],
we propose to further improve our segmentation network by
integrating image and text adaptors. In particular, and sim-
ilar to [17] in classification, we introduce two MLP layers
Av(·) and At(·) to transform the embeddings in the image
side and text space, respectively, which is formulated as:

vio∗
k = rv ·Av(v

io
k ) + (1− rv) · vio

k (7)

vto∗
k = rt ·At(v

to
k ) + (1− rt) · vto

k , (8)

with Av(v
io
k ) = ReLU(vio

k Wv
1)W

v
2 and At(v

to
k ) =

ReLU(vto
k Wt

1)W
t
2, where W represents the learnable pa-

rameters of the MLP layers. Furthermore, the parameters rv
and rt are learnable vectors of the same shape as the original
embeddings, and are used to selectively suppress or amplify
the refinement of each feature through the MLP layers. Note
that this contrasts with standard adapters, i.e., [17, 49, 74],
whose balancing weight is a fixed hyperparameter. Our hy-
pothesis is that using a fixed scalar to control the importance
of each embedding is suboptimal, as the features refinement
process may differ across images as well as depend on the
class variation of the dataset.

4. Experiments
4.1. Experimental Settings

Dataset and evaluation protocol. Following CLIMS [66],
as well as other recent WSSS works [32], we conduct exper-
iments on the popular PASCAL VOC 2012 [14] benchmark.
This dataset contains images with 20 foreground classes,
which are split into 1,464 for training, 1,449 for validation
and 1,456 for testing. The training set is augmented with
10,582 images and their associated image-level annotations
from SBD [19]. To evaluate the performance of the pro-
posed method, we resort to the mean intersection over union
(mIoU). Last, while the results reported in the ablation stud-
ies are obtained on the training set, the results for the vali-
dation and testing sets of PASCAL VOC are obtained from
the official evaluation server.
Implementation Details. We followed the default settings
of CLIMS [66] for training. In particular, input images are
randomly rescaled and then augmented by random cropping
to 512×512, as well as by horizontal flipping. We use SGD
as the default optimizer, with a cosine annealing policy for
scheduling the learning rate, and a batch size of 16 images.
The model is trained for 10 epochs, with an initial learning
rate of 0.00025 and a weight decay of 0.0001. We follow
[4] to adopt ResNet-50 [20] as backbone network for the
generation of initial CAMs. All models are implemented in
PyTorch and trained on NVIDIA A100 GPU with 40 GB
memory. Furthermore, as the initial CAMs coarsely cov-
ers the target object, we further perform a refinement step
with IRNet [2], to improve their quality before using them
as pseudo ground-truth masks, a common practice in WSSS.

4.2. Results

How effective is prompt learning for weakly supervised
segmentation? In this section we assess whether modify-
ing the input text prompt leads to performance differences,
which corresponds to our first question. To do this, we
first manually selected two popular prompts: “A photo of
[CLS].”, and “An image of [CLS].”, which are employed
over all the images of the whole dataset. Note that the orig-
inal CLIMS [66] used the first prompt, and it is therefore
considered as the baseline model. Furthermore, inspired
by the recent advances on prompt learning, we also evalu-
ate the impact different strategies, which model the differ-
ent tokens with learnable continuous vectors: CoOp [77]
([CTX] tokens), target optimization baseline in [58] ([CLS]
tokens) and a modified version of DeFo [58]. These results,
which are reported in Table 1, reveal that the text input, i.e.,
prompt, of the pre-trained vision-language model plays an
important role on the segmentation performance. Indeed, we
can observe that depending on the prompt employed, perfor-
mance differences may diverge up to 3%, particularly on the
final generated CAM (last column).
Context vs. category in prompt learning. Once we have
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Table 1. Does prompt learning improve the performance of
weakly supervised segmentation? Comparison of the quality
of initial CAMs and refined pseudo ground-truth masks obtained
by different prompt learning strategies (with R50 as backbone),
where either [CTX] or [CLS] tokens are modified. Evaluation is
reported on the train set of PASCAL VOC2012, and refinement of
the pseudo-masks is performed using RW (IRN [2]). [CTX] and
[CLS] are used to indicate which part of the prompt is optimized
in each approach. Furthermore, in the approaches optimizing the
[CLS] token, ’V’ indicates a continuous learnable vector, whereas
CLS* represents the class selected among a set of potential classes.

Method [CTX] [CLS] Prompt CAMs +RW

Manual [66] ✓ ✗ “A photo of [CLS].” 56.6 70.5
Manual ✓ ✗ “An image of [CLS].” 56.5 71.0
CoOp [76] ✓ ✗ [V]1[V]2 . . . [V]N [CLS]. 57.6 73.1
DeFo [58] ✓ ✓ [V]1[V]2 . . . [V]N [VCLS ] 56.6 73.2
Target optimization ✗ ✓ ”A photo of [VCLS ].” 56.8 73.1
Ours ✗ ✓ ”A photo of [CLS*].” 58.7 73.6

Table 2. Comparison of the quality of initial CAMs and refined
pseudo ground-truth masks using RW (PSA [4]) on PASCAL
VOC2012. The mIoU values here are reported on the train set.
Backbone denotes the backbone network to generate CAMs. Best
approaches (CAM and refined CAM) highlighted in bold.

Method Backbone CAMs +RW

PSA CVPR’2018 [3] WR38 48.0 61.0
SC-CAM CVPR’2020 [6] WR38 50.9 63.4
SEAM CVPR’2020 [60] WR38 55.4 63.6
AdvCAM CVPR’2021 [32] R50 55.6 68.0
MCTformer CVPR’2022 [69] ViT 61.7 69.1
SIPE CVPR’2022 [9] R50 58.6 64.7
RECAM CVPR’2022 [10] R50 54.8 70.5
AdvCAM+W-OoD CVPR’2022 [33] R50 59.1 72.1
AFA CVPR’2022 [53] MiT 68.7
CLIMS CVPR’2022 [66] R50 56.6 70.5
VWL IJCV’2022 [52] R101 57.3 71.4
AEFT ECCV’2022 [71] WR38 56.0 71.0
ViT-PCM ECCV’2022 [50] ViT-B/16 – 71.4
ESOL NeurIPS’2022 [38] R50 53.6 68.7
POLE (Ours) R50 59.0 74.2

observed empirically that modifying input prompts results in
performance differences, one question that naturally arises
is which component of the prompt must be changed. Ta-
ble 1 shows that replacing a standard [CTX] token (i.e., ’A
photo of’) by a similar sequence (i.e., ’An image of’) brings
0.5% difference. Nevertheless, if the [CTX] token is op-
timized for the whole dataset, e.g., CoOp [76], these dif-
ferences are further increased, with similar results if [CLS]
token is optimized as a continuous vector (e.g., DeFo [58]
and Target Optimization). Last, we can observe that only
optimizing the [CLS] prompt, based on a set of pre-defined
closely-related categories, actually provides the best perfor-
mance across all the methods. These findings align with re-
cent observations in Natural Language Inference [43], which
suggest that hand-crafted prompts conveying meaningful in-
structions outperform automatically optimized prompts.

Comparison to state-of-the-art. Previous experiments em-
pirically demonstrated that modifying the input prompt can
significantly improve the performance of weakly supervised
segmentation models. These observations motivated the
proposed approach, which we benchmark against state-of-
the-art models to show its superiority. Note that in what
follows, the proposed approach, POLE, is composed of the
[CLS] token selection process and the adaptor with learn-
able weights (eq. 7). First, Table 2 reports the results of
state-of-the-art methods in the generation of pseudo-masks.
We can observe that, even compared to very recent mod-
els, the proposed approach brings substantial improvements,
ranging from 2 to 6%. We interpret that the performance
gain observed comes from the highest correlation between
the selected category name and the content of the CAM-
activated region in the image., which may capture larger
discriminant areas of semantic objects. More interestingly,
the proposed approach also outperforms recent methods that
use additional information, for example in the form of extra
saliency maps, which are typically trained on a supervised
foreground-background detection dataset. Thus, based on
these results we can argue that our approach represents an
effective alternative to generate initial CAMs.

While the quality of the initial CAMs was evaluated in
the previous section, we now assess their impact on the se-
mantic segmentation task. In particular, Table 3 reports the
segmentation performance of the proposed approach com-
pare to state-of-the-art methods in the validation and test-
ing sets of PASCAL VOC2012 dataset. Compared to ap-
proaches that resort to the same supervision, our method
provides very satisfactory results, ranking second if all the
approaches are considered. Nevertheless, it has been found
recently that vision transformers provide much better qual-
ity CAMs than conventional convolutional neural networks.
Thus, if we just consider the approaches that leverage CNNs
for the CAM generation, our approach achieves the best per-
formance, with improvement gains ranging from 0.7% to
3% compared to very recent methods (e.g., RECAM, SIPE
or CLIMS [66]). Furthermore, even benchmarking POLE
against recent approaches that use additional supervision,
e.g., saliency maps, it yields very competitive performance.
How many synonyms are sufficient? And from which
Corpus? Previous results have demonstrated empirically
that the proposed approach brings substantial improvements
by just replacing the categorical name on the ground truth by
a closely related synonym. Thus, we now want to evaluate
the impact of the corpus selected, as well as the amount of
synonyms needed to achieve satisfactory results. In partic-
ular, we evaluate the performance of the proposed approach
(Fig 3), without adapters, i.e., ‘A photo of [CLS*].’, when
the optimal [CLS] token is selected from a set of potential
synonyms extracted from different corpus: British National
Corpus [11], Google News [29] and English Wikipedia.
The first observation is that, while the use of different cor-
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Table 3. Evaluation results on PASCAL VOC2012 val and test
sets. The best results are in bold. Sup. denotes the weak su-
pervision type. F denotes full supervision. S denotes saliency
map supervision. I denotes image-level supervision. Seg. denotes
the segmentation network. Bac. denotes the backbone network
for CAMs generation. V1: DeepLabV1. V2: DeepLabV2. V16:
VGG-16 [54]. R50: ResNet-50 [20]. WR38: WideResNet38 [64].
Segmentation network pretrained with ImageNet otherwise using
MS COCO dataset (‡). Approaches based on visual transformers
(last section) and convolutional neural networks (before-last sec-
tion) are separated, and best method in each is highlighted in bold.

Sup. Method Seg. Bac. val test

F DeepLabV2 TPAMI’18 [7] - - 77.6 79.7
WideResNet38 PR’19 [65] - - 80.8 82.5

I + S

NSROM CVPR’21 [70] V2‡-R101 V16 68.3 68.5
DRS AAAI’21 [27] V2‡ V16 70.4 70.7
EPS CVPR’21 [35] V2‡-R101 WR38 70.9 70.8
EDAM CVPR’21 [63] V2‡-R101 WR38 70.9 70.6
AuxSegNet ICCV’21 [68] WR38 - 69.0 68.6
SANCE CVPR’22 [68] V2-R101 R50 72.0 72.9

I

SEAM CVPR’20 [60] V3-R38 WR38 64.5 65.7
BES ECCV’20 [8] V2-R101 R50 65.7 66.6
SC-CAM CVPR’20 [6] V2-R101 WR38 66.1 65.9
A2GNN TPAMI’21 [72] V2-R101 WR38 66.8 67.4
VWE IJCAI’21 [51] V2-R101 R50 67.2 67.3
AdvCAMCVPR’21 [32] V2-R101 R50 68.1 68.0
VWLIJCV’22 [52] V2‡-R101 R101 70.6 70.7
SIPE CVPR’22 [9] V2-R38 R50 68.2 69.5
CLIMS CVPR’22 [66] V2‡-R101 R50 70.4 70.0
AdvCAM+W-OoDCVPR’22 [33] V2-R101 R50 69.8 69.9
SIPECVPR’22 [9] V2-R101 R50 68.8 69.7
RECAMCVPR’22 [10] V2-R101 R50 68.5 68.4
AMNCVPR’22 [34] V2‡R101 R50 70.7 70.6
Spatial-BCEECCV’22 [62] V2-R101 R38 68.5 69.7
ESOLNeurIPS’22 [38] V2-R101 R50 69.9 69.3
POLE (ours) V2‡-R101 R50 71.5 71.4

I
AFACVPR’22 [53] MiT-B1 66.0 66.3
MCTformerCVPR’22 [69] V1-R38 DeiT-S 71.9 71.6
ViT-PCMECCV’22 [50] V2-R101 ViT-B/16 70.3 70.9

pus increase the performance over the baseline (‘A photo of
[CLS].’ in Table 1), synonyms from ChatGPT yield the best
performance, regardless on the number of names requested.
This may be explained by the larger and richer body of text,
from a variety of sources, used to train ChatGPT. Next, we
can observe that the quality of the generated CAMs typically
augments with the number of synonyms (e.g., with ChatGPT
we obtain a mIoU of 72.2 vs 73.6, from 2 and 4 synonyms,
respectively). These results showcase how the most seman-
tically related words, from a natural language standpoint, do
not always yield the best performance. Indeed, as the perfor-
mance increases with the number of synonyms included in
our method, one can easily deduce that the synonyms newly
added (less correlated than the first ones) may provide better
supervisory signals for certain images. Additionally, we in-
vestigate the frequency that the actual ground truth category
is selected as the [CLS] token, whose results are depicted in
Fig. 4. The findings from this radar plots reveal that, surpris-
ingly, the ground truth associated with most instances does
not correspond to the most correlated category, which may
explain the performance gains observed in our approach.

Further exploration on the choice of the synonyms across
corpus can be found in Supplemental Material.

Figure 3. Impact of the Corpus choice and number of syn-
onyms selected. ChatGPT offers the richer variety of synonyms,
yielding the best results across other corpus. Furthermore, increas-
ing the number of synonyms (from 2 up to 4) further improves the
results. Note that the number of synonyms includes the categorical
name from the ground truth and the requested close synonyms.

Figure 4. What does CLIP think about the best [CLS]? Is the
ground truth category chosen everytime? How likely is it that
CLIP will select something different? The plot summarises the
percentage of cases where the ground truth category was chosen
for an instance of that class. Thus, an inward point on the radial
plot indicates that the number of instances where the ground truth
category was chosen as the best [CLS] token is considerably low.

On the impact of the different components. We observed
in Table 1 that the proposed yet simple strategy to opti-
mize the category name achieves better performance than
arguably more complex techniques that attempt to optimize
the whole text prompt. In this section, we empirically moti-
vate the use of the proposed adapters, as well as the choice
of adding learnable parameters to control the importance of
each term in Eq. 7, unlike the fixed hyperparameter used
in the existing literature. In particular, table 4 reports these
results, where the first observation is that adding the pro-
posed adaptors results in slight improvement compared to
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Input Image Initial CAM CLIMS [66] Ours Ground Truth

Figure 5. Qualitative results of the initial class activation maps. Green dotted lines ellipses are used to indicate missed regions by
previous approaches (original CAMs and CLIMS [66]) compared to the proposed method. No refinement on the obtained CAMs is done
(e.g., RW) to better illustrate the impact of our approach.

the model without them. In contrast, replacing the fixed vec-
tors by learnable ones, the performance is further improved
by 0.4%. Thus, the negligible increase in model complex-
ity due to the adapters, and the performance gain observed,
support the choices behind our approach.

Table 4. Ablation on the main components. Empirical results
that validate the different components of the proposed methodol-
ogy. A) Image label as [CLS], i.e., CLIMS [66]; B) Optimal [CLS]
selected; C) Fixed adaptor; D) Learnable adaptor. Results are per-
formed on the train set of PASCAL VOC2012.

A B C D mIoU (%)

✓ 70.5

✓ 73.6(+3.1)

✓ ✓ 73.8(+3.3)

✓ ✓ 74.2(+3.7)

Qualitative results of the obtained CAMs, compared to
standard CAM generation and the related CLIMS [66] are
depicted in Figure 5. We can observe that despite CLIMS
somehow alleviates the under-segmentation problem in con-
ventional CAMs, it still fails to cover larger target regions
(see for example first and second columns). In contrast,
POLE typically identifies better larger semantic regions re-

lated to the target class, resulting in more complete CAMs
compared to related approaches.

5. Conclusions

In this work, we have investigated the potential of prompt
tuning, an emerging strategy to adapt large pre-trained
language-vision models, in the challenging task of weakly
supervised semantic segmentation. Our empirical obser-
vations have demonstrated that simply replacing the text-
token associated with the category name yields better seg-
mentation performance than more complex prompt learning
strategies focusing on optimizing the context, which dom-
inate the literature in adapting models. More interestingly,
we have observed that employing the corresponding image-
level ground truth does not always lead to the best segmenta-
tion performance, and closely-related synonyms can indeed
result in further performance gains. In light of these find-
ings, we have introduced a simple yet efficient approach,
POLE, that selects the most correlated class for a given im-
age in order to generate a better text prompt. Comprehen-
sive experiments have shown that the proposed approach can
generate high quality pseudo-labels for WSSS, and achieve
state-of-the-art performance in a popular WSSS benchmark.
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Petroni, Sameer Singh, and Sebastian Riedel. Cutting down
on prompts and parameters: Simple few-shot learning with
language models. In Findings of the Association for Com-
putational Linguistics: ACL 2022, pages 2824–2835, 2022.
6

[44] Nihal V Nayak, Peilin Yu, and Stephen H Bach. Learning
to compose soft prompts for compositional zero-shot learn-
ing. In International Conference on Learning Representa-
tions, 2023. 3

[45] Gaurav Patel and Jose Dolz. Weakly supervised segmentation
with cross-modality equivariant constraints. Medical Image
Analysis, 77:102374, 2022. 3

[46] Deepak Pathak, Philipp Krahenbuhl, and Trevor Darrell.
Constrained convolutional neural networks for weakly super-
vised segmentation. In Proceedings of the IEEE/CVF Inter-
national Conference on Computer Vision, pages 1796–1804,
2015. 2

[47] Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya
Ramesh, Gabriel Goh, Sandhini Agarwal, Girish Sastry,
Amanda Askell, Pamela Mishkin, Jack Clark, et al. Learn-
ing transferable visual models from natural language super-
vision. In International Conference on Machine Learning,
pages 8748–8763. PMLR, 2021. 2, 3, 4, 13

[48] Colin Raffel, Noam Shazeer, Adam Roberts, Katherine Lee,
Sharan Narang, Michael Matena, Yanqi Zhou, Wei Li, and
Peter J Liu. Exploring the limits of transfer learning with
a unified text-to-text transformer. The Journal of Machine
Learning Research, 21(1):5485–5551, 2020. 3

[49] Yongming Rao, Wenliang Zhao, Guangyi Chen, Yansong
Tang, Zheng Zhu, Guan Huang, Jie Zhou, and Jiwen Lu.
Denseclip: Language-guided dense prediction with context-
aware prompting. In Proceedings of the IEEE/CVF Con-
ference on Computer Vision and Pattern Recognition, pages
18082–18091, 2022. 3, 5

[50] Simone Rossetti, Damiano Zappia, Marta Sanzari, Marco
Schaerf, and Fiora Pirri. Max pooling with vision transform-

300



ers reconciles class and shape in weakly supervised semantic
segmentation. In Proceedings of the European Conference
on Computer Vision, pages 446–463. Springer, 2022. 6, 7

[51] Lixiang Ru, Bo Du, and Chen Wu. Learning visual words
for weakly-supervised semantic segmentation. In IJCAI, vol-
ume 5, page 6, 2021. 7

[52] Lixiang Ru, Bo Du, Yibing Zhan, and Chen Wu. Weakly-
supervised semantic segmentation with visual words learn-
ing and hybrid pooling. International Journal of Computer
Vision, 130(4):1127–1144, 2022. 6, 7

[53] Lixiang Ru, Yibing Zhan, Baosheng Yu, and Bo Du. Learn-
ing affinity from attention: End-to-end weakly-supervised se-
mantic segmentation with transformers. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 16846–16855, 2022. 6, 7

[54] Karen Simonyan and Andrew Zisserman. Very deep convo-
lutional networks for large-scale image recognition. arXiv
preprint arXiv:1409.1556, 2014. 7

[55] Chunfeng Song, Yan Huang, Wanli Ouyang, and Liang
Wang. Box-driven class-wise region masking and filling rate
guided loss for weakly supervised semantic segmentation. In
Proceedings of the IEEE/CVF Conference on Computer Vi-
sion and Pattern Recognition, pages 3136–3145, 2019. 2

[56] Guolei Sun, Wenguan Wang, Jifeng Dai, and Luc Van Gool.
Mining cross-image semantics for weakly supervised seman-
tic segmentation. In Proceedings of the European Conference
on Computer Vision, pages 347–365. springer, 2020. 3

[57] Meng Tang, Federico Perazzi, Abdelaziz Djelouah, Ismail
Ben Ayed, Christopher Schroers, and Yuri Boykov. On reg-
ularized losses for weakly-supervised cnn segmentation. In
Proceedings of the European Conference on Computer Vi-
sion, pages 507–522. Springer, 2018. 2

[58] Feng Wang, Manling Li, Xudong Lin, Hairong Lv, Alexan-
der G Schwing, and Heng Ji. Learning to decompose vi-
sual features with latent textual prompts. arXiv preprint
arXiv:2210.04287, 2022. 3, 5, 6, 13

[59] Xiang Wang, Sifei Liu, Huimin Ma, and Ming-Hsuan Yang.
Weakly-supervised semantic segmentation by iterative affin-
ity learning. International Journal of Computer Vision,
128(6):1736–1749, 2020. 3

[60] Yude Wang, Jie Zhang, Meina Kan, Shiguang Shan, and Xilin
Chen. Self-supervised equivariant attention mechanism for
weakly supervised semantic segmentation. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 12275–12284, 2020. 3, 6, 7

[61] Yunchao Wei, Jiashi Feng, Xiaodan Liang, Ming-Ming
Cheng, Yao Zhao, and Shuicheng Yan. Object region mining
with adversarial erasing: A simple classification to seman-
tic segmentation approach. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition,
pages 1568–1576, 2017. 3

[62] Tong Wu, Guangyu Gao, Junshi Huang, Xiaolin Wei, Xiaom-
ing Wei, and Chi Harold Liu. Adaptive spatial-bce loss for
weakly supervised semantic segmentation. In Proceedings of
the European Conference on Computer Vision, pages 199–
216. Springer, 2022. 7

[63] Tong Wu, Junshi Huang, Guangyu Gao, Xiaoming Wei, Xi-
aolin Wei, Xuan Luo, and Chi Harold Liu. Embedded dis-

criminative attention mechanism for weakly supervised se-
mantic segmentation. In Proceedings of the IEEE/CVF Con-
ference on Computer Vision and Pattern Recognition, pages
16765–16774, 2021. 3, 7

[64] Zifeng Wu, Chunhua Shen, and Anton Van Den Hengel.
Wider or deeper: Revisiting the resnet model for visual
recognition. Pattern Recognition, 90:119–133, 2019. 7

[65] Zifeng Wu, Chunhua Shen, and Anton van den Hengel.
Wider or deeper: Revisiting the resnet model for visual
recognition. Pattern Recognition, 90:119–133, 2019. 7

[66] Jinheng Xie, Xianxu Hou, Kai Ye, and Linlin Shen. CLIMS:
Cross language image matching for weakly supervised se-
mantic segmentation. In Proceedings of the IEEE/CVF Con-
ference on Computer Vision and Pattern Recognition, pages
4483–4492, 2022. 2, 3, 4, 5, 6, 7, 8, 13, 14

[67] Lian Xu, Wanli Ouyang, Mohammed Bennamoun, Farid
Boussaid, Ferdous Sohel, and Dan Xu. Leveraging auxiliary
tasks with affinity learning for weakly supervised semantic
segmentation. In Proceedings of the IEEE/CVF International
Conference on Computer Vision, 2021. 3

[68] Lian Xu, Wanli Ouyang, Mohammed Bennamoun, Farid
Boussaid, Ferdous Sohel, and Dan Xu. Leveraging auxiliary
tasks with affinity learning for weakly supervised semantic
segmentation. In Proceedings of the IEEE/CVF International
Conference on Computer Vision, pages 6984–6993, 2021. 7

[69] Lian Xu, Wanli Ouyang, Mohammed Bennamoun, Farid
Boussaid, and Dan Xu. Multi-class token transformer for
weakly supervised semantic segmentation. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 4310–4319, 2022. 3, 6, 7, 13

[70] Yazhou Yao, Tao Chen, Guo-Sen Xie, Chuanyi Zhang, Fumin
Shen, Qi Wu, Zhenmin Tang, and Jian Zhang. Non-salient
region object mining for weakly supervised semantic seg-
mentation. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition, pages 2623–2632,
2021. 7

[71] Sung-Hoon Yoon, Hyeokjun Kweon, Jegyeong Cho, Shin-
jeong Kim, and Kuk-Jin Yoon. Adversarial erasing frame-
work via triplet with gated pyramid pooling layer for weakly
supervised semantic segmentation. In Proceedings of the
European Conference on Computer Vision, pages 326–344.
Springer, 2022. 6

[72] Bingfeng Zhang, Jimin Xiao, Jianbo Jiao, Yunchao Wei, and
Yao Zhao. Affinity attention graph neural network for weakly
supervised semantic segmentation. Transactions on Pattern
Analysis and Machine Intelligence, 2021. 7

[73] Fei Zhang, Chaochen Gu, Chenyue Zhang, and Yuchao Dai.
Complementary patch for weakly supervised semantic seg-
mentation. In Proceedings of the IEEE/CVF International
Conference on Computer Vision, pages 7242–7251, 2021. 3

[74] Renrui Zhang, Wei Zhang, Rongyao Fang, Peng Gao, Kun-
chang Li, Jifeng Dai, Yu Qiao, and Hongsheng Li. Tip-
adapter: Training-free adaption of clip for few-shot classifi-
cation. In Proceedings of the European Conference on Com-
puter Vision, pages 493–510. Springer, 2022. 5

[75] Bolei Zhou, Aditya Khosla, Agata Lapedriza, Aude Oliva,
and Antonio Torralba. Learning deep features for discrim-
inative localization. In Proceedings of the IEEE/CVF Con-

301



ference on Computer Vision and Pattern Recognition, pages
2921–2929, 2016. 2

[76] Kaiyang Zhou, Jingkang Yang, Chen Change Loy, and Ziwei
Liu. Conditional prompt learning for vision-language mod-
els. In Proceedings of the IEEE/CVF Conference on Com-
puter Vision and Pattern Recognition, pages 16816–16825,
2022. 1, 2, 3, 4, 6, 13

[77] Kaiyang Zhou, Jingkang Yang, Chen Change Loy, and Ziwei
Liu. Learning to prompt for vision-language models. In-
ternational Journal of Computer Vision, 130(9):2337–2348,
2022. 2, 3, 5, 13

[78] Ziqin Zhou, Yinjie Lei, Bowen Zhang, Lingqiao Liu, and Yi-
fan Liu. Zegclip: Towards adapting clip for zero-shot se-
mantic segmentation. In Proceedings of the IEEE/CVF Con-
ference on Computer Vision and Pattern Recognition, pages
11175–11185, 2023. 3

302


	. Introduction
	. Related Work
	. Methodology
	. Problem setting.
	. Our framework.
	. Category and image-driven prompt generation
	. Weakly supervised adaptors

	. Experiments
	. Experimental Settings
	. Results

	. Conclusions

