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Abstract

LLMs with in-context learning (ICL) obtain
remarkable performance but are sensitive to
the quality of ICL examples. Prior works on
ICL example selection explored unsupervised
heuristic methods and supervised LLM-based
methods, but they typically focus on the selec-
tion of individual examples and ignore corre-
lations among examples. Researchers use the
determinantal point process (DPP) to model
negative correlations among examples to select
diverse examples. However, the DPP fails to
model positive correlations among examples,
while ICL still requires the positive correla-
tions of examples to ensure the consistency
of examples, which provides a clear instruc-
tion for LLMs. In this paper, we propose
an ICL example selection method based on
the nonsymmetric determinantal point process
(NDPP) to capture positive and negative corre-
lations, considering both the diversity and the
relevance among ICL examples. Specifically,
we optimize NDPP via kernel decomposition-
based MLE to fit a constructed pseudo-labeled
dataset, where we also propose a low-rank de-
composition to reduce the computational cost.
Further, we perform query-aware kernel adapta-
tion on our NDPP to customize the input query,
and we select examples via a MAP inference
based on the adapted NDPP. Experimental re-
sults show our model outperforms strong base-
lines in ICL example selection.

1 Introduction

Large language models (LLMs) show good perfor-
mance through in-context learning (ICL) (Brown
et al., 2020; Wei et al., 2022b,a; Wen et al., 2024,
Pan et al., 2024). ICL typically uses an example
set and a task-specific instruction (with the user’s
query) as a prompt and feeds the prompt into LLM:s.
ICL allows LLMs to perform tasks by observing
a series of examples without the need to update
parameters. However, the performance of ICL is
sensitive to the selection of examples (Liu et al.,

2022; Zhang et al., 2022; Min et al., 2022; An et al.,
2023). Recent works (Lu et al., 2022; Cheng et al.,
2023) also show that different example sets exhibit
significant differences in performance, thus being
crucial for exploiting the ICL capabilities of LLMs.

To select suitable examples for ICL, researchers
propose various context-dependent heuristic meth-
ods, where they select examples according to the
examples’ entropy (Lu et al., 2022), complexity
(Fu et al., 2022), perplexity (Gonen et al., 2023),
and diversity (Li and Qiu, 2023). These methods
outperform random selection, but these methods ig-
nore characteristics of the specific input queries and
thus cannot customize the ICL example set for the
input queries. To consider the query, researchers
propose context-aware methods to retrieve similar
examples for ICL (Liu et al., 2022; Agrawal et al.,
2023; Hongjin et al., 2022). They use off-the-shelf
retrievers such as BM25 (Robertson et al., 2009)
or SBERT (Reimers and Gurevych, 2019) to select
examples based on their textual or semantic similar-
ity to the query. When applying LLMs to specific
tasks, they cannot customize the example selection
of ICL for the given task since the ICL example
selector (i.e., retriever) is not learnable and cannot
learn to tailor to the task-specific data.

To leverage task supervision, some recent works
(Rubin et al., 2022; Cheng et al., 2023; Li et al.,
2023; Xiong et al., 2024) use LLMs’ feedback as
the task-specific supervisory signal to train the ICL
example selectors (i.e., retriever), where the signal
is used to rank and label examples. In these meth-
ods, the retrievers learn the LLMs’ preference for
examples in different tasks and adaptively select
examples for each task. However, they typically
focus on the selection of each individual example,
ignoring the correlations (i.e., inter-relationships)
among a set of ICL examples.

To consider the correlations among examples for
ICL, researchers (Levy et al., 2023; Ye et al., 2023a;
Yang et al., 2023) propose to use the determinantal



point process (DPP) (Kulesza and Taskar, 2012) to
select examples by balancing the relevance to input
queries and the diversity among examples. They
model the relevance to input queries by similar-
ity between queries and examples, and they model
the diversity among examples since DPP’s kernel
matrix L models the negative correlation of data
points. However, DPP’s kernel matrix L is a sym-
metric positive semi-definite (PSD) matrix. L re-
stricts DPP can only model negative correlation !
among examples rather than positive correlation.
It results in DPP ignoring the relevance among
candidate examples.

We argue that ICL example selection should not
only consider the relevance to input queries and the
diversity among examples, but also cater to the rel-
evance among examples. Ensuring the consistency
of ICL examples contributes to providing clear in-
structions to guide LLMs (Liu et al., 2024a). 2

In this paper, we propose an ICL example selec-
tion method for LLM based on the nonsymmetric
determinantal point process model (NDPP), which
considers the relevance to input queries, the di-
versity among ICL examples, and the relevance
among ICL examples. NDPP’s nonsymmetric prop-
erty makes the selection consider relevance among
ICL examples. Specifically, we construct an NDPP
model with a kernel matrix to capture positive and
negative correlations among ICL examples. In the
training stage, we propose a kernel decomposition-
based maximum likelihood estimation (KD-MLE)
to train the NDPP by fitting the kernel matrix over
our constructed pseudo-labeled datasets. To reduce
the computational cost of KD-MLE, we propose a
low-rank decomposition of the kernel matrix. In
the inference stage, to consider the relevance to
input queries, we propose a query-aware kernel
adaptation, which adapts the trained NDPP to the
given query by incorporating the embedding simi-
larity between examples and queries into the kernel
matrix. We finally perform maximal a posteriori
(MAP) inference based on the adapted NDPP to
select the ICL example set for LLMs. Experiments
show that our method exceeds baselines on five
datasets, including open-domain QA, code genera-

'In DPP, the correlation between examples ¢ and j is ex-
pressed as —L;; L j;, where L is the kernel matrix. Due to the
symmetric property of PSD matrix, L;; and Lj; are always
equal, making the correlation —L;; L j; always non-positive.

’The relevance and diversity are not conflicting since ICL
needs multiple examples, where some of them may be diverse
and others are relevant so as to provide a comprehensive and
consistent instruction to LLMs.

tion, semantic parsing, and story generation tasks.
Our code is released.’

Our contributions are: (1) We propose a novel
ICL example selection framework based on NDPP,
which captures positive and negative correlations
among examples and models the composition of
ICL examples to select suitable ICL examples for
LLM. (2) We propose a query-aware kernel opti-
mization to consider the similarity between queries
and examples, which enables our method to select
customized ICL example sets for different queries.
(3) Experiments on five datasets show that our
method achieves SOTA on ICL example selection.

2 Related Work
2.1 Example Selection for ICL

ICL example selection methods mainly have three
categories: (1) In-context Insensitive Unsuper-
vised Methods. These approaches ignore the query
information and task supervision. Researchers pro-
pose example selection methods based on complex-
ity, entropy, diversity, and so on (Fu et al., 2022;
Lu et al., 2022; Li and Qiu, 2023). (2) In-context
Sensitive Unsupervised Methods. This category
considers query information but ignores the task
supervision. Researchers find that selecting differ-
ent examples can reduce the redundancy of ICL
example set (Liu et al., 2022; Agrawal et al., 2023;
Hongjin et al., 2022). Wang et al. (2024a) propose
a model-specific example selection method and
Liu et al. (2024b) select examples with multiple
levels of similarity to queries. (3) In-context Sen-
sitive Supervised Methods. By introducing task
supervision, these methods fine-tune ICL example
selectors (i.e., retrievers). Many studies improved
the quality of ICL examples by iteratively training
retrievers (Rubin et al., 2022; Wang et al., 2024b;
Li et al., 2023; Liu et al., 2024b). Xiong et al.
(2024) further use chain-of-thought. (Levy et al.,
2023; Yang et al., 2023; Ye et al., 2023b) use DPP
to select diverse example sets. These works only
consider relevance to input queries and diversity of
examples, our model further considers relevance
among examples.

2.2 DPP and Its Applications

(1) Theoretical studies on DPP. DPP has seen
significant development. Johansson et al. (2023)
proposed a semi-supervised k-DPP method. Grosse
et al. (2024) used a greedy algorithm for k-DPP

3https://anonymous.4open.science/r/ICL-NDPP-FB7B



sampling. Okoth et al. (2022) propose LSMOEA-
DPP and Ghilotti et al. (2024) propose Anisotropic
DPP. (2) Applications of DPP in AL DPP is widely
used in Al applications, especially for tasks re-
quiring diverse sets, e.g., neural network training
(Sheikh et al., 2022), recommendation systems (Liu
et al., 2024c), video analysis (Chen et al., 2023),
and abstract summary (Shen et al., 2023). (3) The-
oretical studies on DPP. Gartrell et al. (2019)
propose NDPP, a nonsymmetric extension of DPP,
which can model both positive and negative corre-
lations among items. Gartrell et al. (2021) reduce
NDPP’s complexity. Han et al. (2022) propose a
scalable sampling method for NDPP. Song et al.
(2024) propose a fast dynamic algorithm for NDPP.
While current works focus on the application of the
DPP, we explore the application of the NDPP on
ICL example selection. See more details of related
work in App. A.

3 Preliminary

Nonsymmetric Determinantal Point Process.
NDPP is a probabilistic model to model corre-
lations between items in a set (Gartrell et al.,
2019). It models a finite ground set D with a ker-
nel matrix L such that for any subset £ C D,
Pr(E) x det(Lg), where L, is the submatrix of
L indexed by E. Given the kernel matrix L, the
probability a subset E being selected from D is
defined as:

PL(E) _ det(LE)

" det(L+1) M

where [ is a unit matrix. See App. B for more
details of NDPP and ICL.

4 Method

4.1 Overview

To provide high-quality ICL examples for LLMs,
we construct an ICL example selection framework
based on the NDPP model, where the NDPP con-
sists of a kernel matrix L to model correlations
among examples. We construct a pseudo-labeled
training set based on LLMs’ feedback (§ 4.2), and
use the pseudo-labeled training set to train the
NDPP model by kernel decomposition-based max-
imum likelihood estimation (MLE) (§ 4.3). In the
inference stage, we perform query-aware kernel-
adaptation on the trained NDPP model to consider
the relevance to input queries, and select ICL ex-
amples based on the adapted model through a max-
imum a posteriori (MAP) inference (§ 4.4).

4.2 Example Subsets Pseudo-labeling via
LLMs’ Feedback

Since there is no ground truth of ICL example sets
for each training instance, to train the NDPP model
in § 4.3 by MLE, we collect the feedback signals
from LLMs for scoring the example subsets to con-
struct a pseudo training set.

Given a task, we construct a pseudo-labeled
training set with three steps: (1) Candidate ex-
ample retrieval. For each instance (z;,y;) from
our training set, we retrieve a candidate example
set from the example pool D using the KNN re-
triever, which considers the embedding similar-
ity between the instance and examples. From
the retrieved candidate example set, we randomly
sample N non-overlapping subsets, denoted as
{E;;} jV: 1~ (2) Example subset scoring. We mea-
sure the quality of each candidate example subset
E;; with a quality score s;;, and the scores act
as soft pseudo labels of the subsets. To obtain
the quality score s;;, we concatenate the query x;
and examples in the subset £;;, and input the con-
catenation into an LLM to obtain the probability
Prra(yi|Eij, x;) of predicting the corresponding
ground truth y; of the test query z;, which is for-
malized as: Sij = PLLM(yi‘Eij7xi)~ (3) Pseudo
training set construction. We rank candidate
example subsets based on the score s;;, and se-
lect the top 10% high-scoring subsets for all in-
stances to construct a pseudo-labeled training set
Dirain = (E;);-_,, where n is the subset number.
Dyyain 18 used to train the NDPP model in (§ 4.3).

4.3 NDPP Model Optimization with
Pseudo-labeled Example Subsets

To select high-quality ICL example sets, we train
the NDPP model by kernel decomposition-based
MLE, which allows the NDPP model to learn the
kernel matrix of high-scoring example subsets from
the pseudo-labeled training set. The process con-
sists of three steps: (1) we first define the NDPP
optimization objective, then (2) get the kernel de-
composition for NDPP, and finally, (3) we optimize
NDPP via the kernel decomposition-based MLE.

4.3.1 NDPP Optimization Objective: MLE
with Kernel Matrix

To capture correlations among ICL examples, we
optimize the kernel matrix of the ICL example set
to fit the pseudo-labeled training set. The fitted
kernel matrix represents the feature of high-scoring
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Figure 1: The overview of our framework. In the training stage, we construct a pseudo-labeled training set Dy q;n
based on LLMs’ feedback (§ 4.2), and use Dy,.q;y, to optimize the kernel matrix L of the NDPP model by kernel
decomposition-based MLE (§ 4.3). In the inference stage, we perform query-aware kernel-adaptation on the trained
NDPP model, and select ICL examples based on the adapted model through MAP inference (§ 4.4).

ICL example sets so that NDPP can select suitable
examples with the fitted kernel matrix.
In the NDPP, recall that the probability of se-

lecting a candidate example subset F; from the
example pool D is Pr(FE;) = % (as shown

in Eq. 1), where L is the kernel matrix of D and
L g, is the submatrix of L indexed by E;. L is con-
structed by computing the pairwise embedding sim-
ilarity between two examples (e;, ;) in the exam-
ple pool D, where L;; = sim(e;, ;). Elements of
L show correlations among examples in D. Given
different kernel matrices, NDPP selects different
ICL example sets with the probability Pr(-).

To select high-quality ICL example sets with
NDPP, we aim to find a kernel matrix L that max-
imizes the probability of selecting high-scoring
ICL example subsets. To achieve it, we opti-
mize the kernel matrix L of the ICL example set
to fit the pseudo-labeled training set Dypqin
(E;);. Specifically, we optimize L towards the
log-likelihood on the training set Dyyq4r, as,

Fa) = 3" logPu(Ey) @
i=1

det(LEl. )

= m, we have:

Because Pr(E;)

jﬂﬂ:%iﬁ@@ﬂhﬂfbma@+ﬂ 3)

=1
The optimized kernel matrix L is the kernel matrix
that maximizes the Eq. 3, denoted as:

L = argmax f,(L) 4)
L

The convexity analysis of Eq. 4 is provided in
App. C. The optimized kernel matrix L is the learn-
able optimal approximation of high-scoring ICL

example subsets’ kernel matrix, with its elements
representing correlations among examples.

4.3.2 Kernel Decomposition of NDPP

To optimize the kernel matrix L conveniently, we
perform a two-step decomposition on the NDPP
kernel matrix: we first perform symmetric de-
composition on the kernel matrix, which enables
NDPP to learn the positive and negative correla-
tions among examples independently, and then per-
form a low-rank decomposition to reduce the com-
putational cost. Details are as follows:

Symmetric decomposition. To distinguish the
positive and negative correlations among exam-
ples (using NDPP’s nonsymmetric property), we
decompose the kernel matrix L into the sum of a
symmetric matrix S and a skew-symmetric matrix
A as in Eq. 5, where A and S denote the positive
and negative correlations, respectively.

Low-rank decomposition. To reduce the com-
putational cost, inspired by Gartrell et al. (2021),
we further perform a low-rank decomposition on
the symmetric matrix S and the skew-symmetric
matrix A as in Eq. 5, which converts the high-
dimensional representation of the correlations into
a low-dimensional representation.

L=S+A,8S=vVvT A=BCB” 5)

V, B € RM*K are low-rank matrices of S and A
respectively, where M is the example number in
the example pool D and K is the rank of the kernel
matrix L. V and B indicate the low-dimensional
representation of the negative and positive correla-
tions among examples, respectively. C € REXK



is a block-diagonal matrix with diagonal blocks 3;

of the form [ 0}\ /?)Z} , where )\; > 0. C main-
—A;

tains the skew-symmetric property of A.

4.3.3 Kernel Decomposition-based MLE

We perform MLE to fit the kernel matrix L with its
kernel decomposition form L = VV7T + BCB”T
obtained in the above step, where we also apply a
regularization term to the log-likelihood.

Step 1: Kernel-decomposed MLE. When we
optimize the kernel matrix L towards the MLE ob-
jective, we need to perform the decomposition of
L to ensure that L captures both positive and neg-
ative correlations. We recall the log-likelihood of
L (Eq. 3). Specifically, we use the decomposition
form L = VVT + BCB” in Eq. 5 to decompose
L and Lg, in the objective function (Eq. 3) to ob-
tain the kernel-decomposed log-likelihood (Eq. 6),

#(V,B,C)
_1 ilogdet (VE V" + Bp,CBg T)
n p i i i i (6)
— log det (VVT +BCB” + I)

Eq. 6 allows us to optimize the log-likelihood with
the decomposed components V', B, C. The ma-
trices B and V can capture positive and negative
correlations among examples, respectively. Note
the second term det(L + I) in Eq. 3 requires cal-
culation with complexity O(M?3), while the kernel
decomposition reduce the computational complex-
ity of the second term in Eq. 6 to O(M K2 +nK?3).
The running time linearly scales with the dataset
size M, and we show the time cost in table 7.
Step 2: Regularized log-likelihood. To pre-
vent overfitting, we define a regularization term as
shown in Eq. 7. We perform L2 regularization for
each row vector v; and b; of the matrices V' and
B separately, and use hyperparameters « and (3
to control the regularization strength of the matri-
ces V and B, respectively. Besides, we define a
weight parameter % to control the regularization
strength for each row vector, where ~; denotes the
occurrences of the iy, element appears in Dyyqip, -
The regularization term is formally denoted as:

M 1 M 1
R(V,B)=—-a) ol A 3-8 ol R 13
i=1 '* i=1 "

Adding the regularization term (Eq. 7) to the kernel-
decomposed log-likelihood (Eq. 6), we obtain the

regularized log-likelihood (Eq. 8):

o(V,B,C)
! Xn:logdet (VEiVEiT + BEiCBEiT)
=1

n«

€))
— logdet (VVT +BCB” + 1)
+ R(V,B)

The practical optimization process of Eq. 8 is pro-
vided in App. D.

In summary of the processing of § 4.3, we first
train the NDPP model on the pseudo-labeled train-
ing set Dyyq4n collected in § 4.2, where we optimize
Eq. 8 to find the optimized kernel matrix (§ 4.3.1)
L through its kernel decomposition form (§ 4.3.2
and§ 4.3.3) as Eq. 5. Then, the optimized kernel
matrix can assist the NDPP model to select high-
quality ICL example sets.

4.4 ICL Example Selection via NDPP for
LLMs Inference

In the inference stage, to provide customized high-
quality ICL examples for different queries, we pro-
pose query-aware kernel adaptation to adapt the
trained NDPP to specific input queries so as to se-
lect ICL examples. To achieve it, we adapt the
NDPP to input queries by modeling the similar-
ity between examples and queries (§ 4.4.1), and
then select ICL examples by maximum a posteriori
(MAP) inference using the adapted NDPP (§ 4.4.2).
The above operations consider both the relevance
to input queries and the relevance among examples.

4.4.1 Adapting NDPP to Input Queries

To adapt NDPP to input queries, we update its
kernel matrix by introducing the similarity between
examples and input queries into the kernel matrix.

For each query, we update the kernel matrix
with three steps: (1) Similarity Score Compu-
tation. We encode the query z via a query encoder
Eqg(-) and encode the example e; via an exam-
ple encoder Ep(-). We obtain the similarity score
r; via the inner product of their encoder outputs:
r; = sim(z,e;) = Eg(z)T Ep(e;). (2) Similar-
ity Matrix Construction. Using similarity scores
r = [r1,ra,...,rp) for all M examples in the ex-
ample pool D, we construct a diagonal similar-
ity matrix R € RM*M: R = Diag(r), where
Diag(+) is the diagonal matrix operator. The di-
agonal of R consists of 7, while all off-diagonal
elements are 0. (3) Kernel Matrix Adaptation.
We adapt the optimized kernel matrix to the given



input query by incorporating the above similarity
matrix ] with the optimized kernel matrix L ob-
tained in § 4.3. That is, we obtain the adapted
kernel matrix L' as: L' = R- L - R.

4.4.2 Query-Oriented Example Selection via
MAP Inference

To select the ICL example set for queries with the
adapted NDPP, rather than selecting the most rel-
evant k£ examples (Rubin et al., 2022; Wang et al.,
2024b), we conduct the MAP inference, the stan-
dard subset sampling method for NDPP when the
application requires a single output set(Gartrell
et al., 2021), to select examples one by one from
the example pool D via a greedy algorithm. The
goal of MAP inference is to select the high-quality
ICL example set Sy,qp of size k from D for the
current query. In the adapted NDPP, given the ker-
nel matrix L', Smap 1s the example subset of size
k from D that maximizes Py (S) among all possi-
ble subsets .S of size k. Recall that the probability
Py (S) is proportional to the determinant of the
sub-kernel matrix L’S, Smap 1s the example subset
of D that maximizes det(L’s) among all subsets S
of size k. Formally, we define the MAP inference

of the example selection with adapted NDPP as:
Smap = argmax logdet(L's) )

SCD,|S|=k

However, the MAP inference above has been
proved to be NP-hard* (Ko et al., 1995; Kulesza and
Taskar, 2012). To reduce the computational cost, a
common approach is to approximate the MAP in-
ference using greedy algorithms (Nemhauser et al.,
1978; Gillenwater et al., 2012; Chen et al., 2018).
To reduce the cost, we first select a candidate exam-
ple set Z, |Z| = m,m < M with a KNN retriever
to reduce the size of candidate examples. Then,
following Gartrell et al. (2021), we approximate
MAP inference using a greedy algorithm with the
complexity of O(mKk +mK?) : starting from an
empty set Sy,qp, We iteratively select examples one
by one until we obtained k£ examples, approximat-
ing the global optimum by solving local optima at
each iteration. At each iteration, for all examples

*Such MAP inference requires finding all subsets S, | S| =
k of the example pool D, |D| = M and computing their de-
terminants. The example pool D,|D| = M has C'(M, k)
subsets S, |S| = k in total, and the computational complex-
ity of each subset determinant is O(k®). The cost of the
MAP inference is O(M" - k®) in total, which is unafford-
able as the size of the example pool D increases. And the
function logdet(L’s) is proved to be submodular, and the un-
constrained optimization problem for submodular is NP-hard.

7 in the candidate example set Z that are not in-
cluded in S,,,p, we compute the increment of the
log-determinant logdet(-) of the sub-kernel matrix
Ligmp after adding example 7 to the set Sy,qp. We
select the example j with the largest increment as
the local optimum and add it into Sy,4p:
j = argmax log det (L{gmap U{i})
1€Z\Smap (10
—log det (L/Smap)

App. E provides a proof of a lower bound on the
approximation quality of the greedy algorithm. Fi-
nally, we concatenate the query and the ICL exam-
ple set Syqp as the input prompt of LLMs.

S Experiments

5.1 Experimental Settings

Following (Ye et al., 2023b; Li et al., 2023), we
use five datasets: GeoQuery (Shaw et al., 2020),
NL2Bash (Lin et al., 2018), MTOP (Li et al.,
2020), WebQs (Berant et al., 2013) and RocEnd
(Mostafazadeh et al., 2016). We use three met-
rics: Exact Match (EM) (Rajpurkar et al., 2016) for
GeoQuery, MTOP, and WebQs, BLEU-1 (Papineni
et al., 2002) for RocEnd, and BLEU-4 (Papineni
et al., 2002) for NL2Bash. We compare with two
types of methods: (1) Unsupervised Methods:
Random and BM25 (Robertson et al., 2009). (2)
Supervised Methods: EPR (Rubin et al., 2022),
CEIL (Ye et al., 2023b), and TTF (Liu et al., 2024b).
See details of datasets, metrics, baselines, and im-
plementation in App. F.

5.2 Overall Performance

Table 1 shows the overall results of ICL example
selection methods across five datasets. Notably,
while prior studies (Ye et al., 2023a) primarily fo-
cus on smaller models like GPT-Neo (2.7B), we
extend the evaluation to the SOTA LLM GPT-4°.
The results demonstrate that our method outper-
forms all baseline methods on both GPT-neo (2.7B)
and GPT-4 models , indicating the effectiveness of
NDPP for ICL example selection.

Compared to random selection, our method
shows over 20% average improvement on both
models. All designed selection methods outper-
form random selection (except GPT-4 on RocEnd),

>Due to the limitations of black-box models like GPT-4
(which only expose log probabilities for the first five tokens),
our framework cannot directly construct pseudo-labeled train-
ing sets based on full token probabilities. To address this, we

transfer the retriever trained on GPT-Neo (2.7B) directly to
GPT-4 for ICL example selection.



GeoQuery MTOP NL2Bash WebQs RocEnd
Model Method (EM) (EM) (BLEU-4) (EM) (BLEU-1)
Random 33.57 0.67 3435 487 57.58
BM25 62.36 53.04 58.08 16.68 5865
GPT-Neo (2.7B) EPR 71.07 60.36 56.82 17.91 59.12
CEIL* 7071 63.40 5366 17.08 5972
TTF* 68.93 54.05 56.11 16.14 ]
Our 7321 65.37 61.01 18.90 60.33
Random 7143 2148 67.45 34.49 5834
GPTA EPR 88.93 7861 73.63 50.32 5470
CEIL 91.07 78.70 73.95 46.75 56.24
Our 91.43 79.02 73.96 52.95 62.81

Table 1: ICL example selection experiment results. "/" indicates that the method is not open source and does not
give results of the dataset in the corresponding paper and "Bold" indicates optimal results. All results are averaged
over 3 runs.We reference results from the previous work (Liu et al., 2024b), marked by *. Our improvements are
significant under the t-test with p < 0.05 (See details in App. G).

Setti GeoQuery MTOP NL2Bash WebQs RocEnd
etlings (EM) (EM) (BLEU-4) (EM) (BLEU-1)
Ours(Full Model) 73.21 65.37 61.01 18.90 60.33
w/o Scoring 72.36 65.19 59.32 17.91 59.09
w/o Regularization 71.43 65.28 60.25 18.75 59.94
w/o Adaptation 71.64 65.28 59.56 18.45 60.33

Table 2: Ablation study. w/o Scoring: remove the LLM scoring when construct the training set; w/o Regularization:
remove the regularization term in the log-likelihood; w/o Adaptation: remove query-aware kernel adaptation on the

trained NDPP.

highlighting the value of careful example selection.
We observe that the improvement of our method is
more pronounced on GPT-neo (2.7B) compared to
GPT-4, likely due to the latter’s inherently stronger
inference capability. This finding is consistent with
previous research (Zhang et al., 2022). Notably, on
Geoquery, Mtop, and RocEnd, our method on GPT-
neo (2.7B) outperforms random example selection
on GPT-4, demonstrating the effectiveness of our
method in enhancing the ICL capability of LLMs.
Furthermore, our method consistently outperforms
CEIL on all datasets, suggesting the benefits of
capturing positive correlations among examples for
ICL example selection.

5.3 Ablation Studies

Table 2 presents results of the ablation study. Our
complete model performs excellently across all five
datasets, and removing any single module leads to
a decrease in performance, validating the effective-
ness of each component. Specifically: (1) w/o Scor-
ing: We remove the step of scoring with LLM and
instead use all the example subsets as the training
set. We observe that although performance slightly
declined, our model still maintains relatively good
performance on some tasks. This suggests that our
model is still able to model correlations among ex-
amples to some extent, but is disturbed by noise in

low-scoring ICL example subsets. (2) w/o Regu-
larization: We removed the regularization term in
Eq. 8, and the performance of our model deterio-
rates on certain tasks. Without regularization, our
model exhibits a tendency to overfit, which results
in a decrease in generalization ability on test data.
(3) w/o Adaptation: We remove the query-aware
kernel adaptation and observe a performance drop,
which demonstrates the importance of considering
the relevance between queries and examples.

5.4 Analysis studies

Performance Over Different Example Order.
Previous work (Lu et al., 2022) showed that ICL is
sensitive to the order of examples when selecting
examples randomly. We conduct experiments to
investigate the effect of ordering on ICL examples
retrieved by our method. Specifically, we provide
8 examples with 10 different random orderings for
each dataset. We present the best (Best Random-
Order) and worst (Worst Random-Order) results
and the variance of the results over 10 runs. Re-
sults in Table 3 show that performance fluctuates
somewhat across different orderings, but the vari-
ation is relatively small and within a controllable
range. This suggests that although examples’ or-
der does have some impact on the performance
of our model, the effect is limited. This finding
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Figure 2: Performance over different example numbers.

is consistent with previous research (Li and Qiu,
2023), which indicates that high-quality examples
can reduce ICL sensitivity to the order of examples.

GeoQuery MTOP WebQs RocEnd

Best Random-Order 69.29 62.64 14.86 59.50
Worst Random-Order  66.43 61.48 1324 58.10
VAR 0.78 0.13 0.21 0.19

Table 3: Performance over different example orders.

Performance Over Different Example Num-
bers. Many LLMs are constrained by limited in-
put lengths, which restricts the maximum number
of ICL examples that can be provided. To ana-
lyze the impact of example quantity on ICL per-
formance, we compared three methods across four
tasks, and the results are shown in Figure 2. Our
key observations are as follows: Increasing the
number of examples enhances ICL performance,
as additional examples enable LLMs to better un-
derstand the task objectives and output patterns.

Method GeoQuery MTOP NL2Bash WebQs RocEnd

MCMC 5321 62.19 5283 1511  57.09
Our 73.21 65.37 61.01 18.90  60.33

Table 4: Performance over different example selection
methods in the inference stage.

Performance Over Different Example Selection
Methods. We compare two ICL example selec-
tion methods (i.e., MCMC sample and greedy
(our)) in the inference stage on the GPT-Neo(2.7B)
model. MCMC sample (Gartrell et al., 2021) ex-
plores the subset space through random walking

and probabilistic acceptance mechanisms. Results
in Table 4 show that the quality of the ICL example
set selected by our greedy algorithm is better than
the set selected by the MCMC sample method, in-
dicating the effectiveness of our greedy algorithm.

Performance Over Different Regularization Hy-
perparameters. We analyze varying regulariza-
tion parameters « and 5 across datasets. The ex-
perimental results in Table 6 show that: (1) the
combination of «, 5 we used performs best. (2)
The RocEnd dataset is almost unaffected by the reg-
ularization parameter. This may be due to the fact
that the RocEnd dataset has a much larger amount
of data than the other datasets, and the risk of model
overfitting is very low.

Method GeoQuery MTOP NL2Bash WebQs RocEnd

CEIL 82.14 81.12  72.93 30.59  59.50
Our 87.86 81.79  73.33 31.59  60.03

Table 5: Experimental results on Gemini-2.0-flash.

Generalization on other LLMs. To validate
the effectiveness of our method on LLLMs beyond
the GPT family, we conduct experiments on the
Gemini-2.0-flash model. We compared our method
with the best-performing baseline CEIL, and the
results show that our method outperforms the base-
line on all datasets, demonstrating the consistent
superiority of our method across different models.
The results are shown in Table 5.

6 Conclusion

In summary, we proposed an NDPP-based frame-
work for ICL example selection. Our framework
first constructs a pseudo-labeled training set based
on LLM feedback, and then uses the set to train
the NDPP model by kernel decomposition-based
MLE. Finally, in the inference stage, we perform
query adaptation on the NDPP model, followed by
MAP inference to select suitable and customized
ICL example sets for different queries. Our exper-
iments on five datasets across four domains show
that our framework achieves SOTA performance in
ICL example selection.

Limitations

The pseudo-labeled training dataset we construct
relies on LLM feedback, which may be subject to
inherent biases within the LLM. To address this
limitation, future work could explore integrating



fairness-aware mechanisms into the LLM feedback
process, such as debiasing techniques, fairness con-
straints, or adversarial training, to mitigate poten-
tial biases.

Our framework constructs pseudo-labeled
datasets based on token probabilities from LLM
feedback, which inherently limits its compatibil-
ity with black-box models (e.g., GPT-4), as they
only expose log probabilities for the top five to-
kens. However, our experiments demonstrate that
a retriever trained on white-box models (e.g., GPT-
Neo) can be effectively transferred to black-box
models, achieving competitive performance. In
future work, we plan to explore alternative ap-
proaches for constructing pseudo-labeled datasets
that are universally applicable, including black-box
LLMs.
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A Full Version of Related Work

A.1 Example Selection for ICL

The ICL performance of LLMs depends on the se-
lection of examples. Depending on whether the
query information and the task supervision were
considered, ICL example selection methods can be
divided into three categories: (1) In-context Insen-
sitive Unsupervised Methods. These approaches
ignore the query information and task supervision.
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« 154 GeoQuery MTOP NL2Bash WebQs RocEnd
0.005 0.01 72.71 65.28 59.30 17.91 60.33
0.005 0.05 72.36 65.14 59.76 18.11 60.33
0.005 0.005 72.00 65.32 59.82 18.11 59.94
0.01 0.01 73.21 65.37 61.01 18.90 60.33
0.01 0.05 72.36 65.19 60.07 18.21 59.94
0.01 0.005 72.00 65.28 59.79 18.36 59.94
0.05 0.01 72.71 65.37 60.03 17.72 60.33
0.05 0.05 71.29 65.28 60.03 18.06 59.94
0.05 0.005 71.24 65.32 58.69 18.21 59.94

Table 6: Experimental results comparing different o and S parameter combinations across multiple datasets.

GeoQuery NL2Bash MTOP WebQs RocEnd
dataset size 404 15564 7441 3778 87319
train cost(s) 61.51 863.48 370.38 155.61 7052.34
inf cost(s) 21 180 34 120 1922

Table 7: The time cost of our method.

Fu et al. (2022) propose a complexity-based ex-
ample selection method. Lu et al. (2022) Propose
an entropy-based approach to mitigate example
order sensitivity. Li and Qiu (2023) use a diversity-
guided example search strategy to select examples.
(2) In-context Sensitive Unsupervised Methods.
This category considers query information but ig-
nores the task supervision. Researchers find that
selecting different examples can reduce the redun-
dancy of ICL example set (Liu et al., 2022; Agrawal
et al., 2023; Hongjin et al., 2022). Wang et al.
(2024a) further propose a model-specific example
selection method based on feature evaluation to im-
prove ICL performance during inference. Similarly,
Liu et al. (2024b) select examples with multiple
levels of similarity to queries. (3) In-context Sen-
sitive Supervised Methods. By introducing task
supervision, these methods fine-tune ICL example
selectors (i.e., retrievers) for more precise exam-
ple selection. Many studies have improved the
quality of ICL examples by iteratively training re-
trievers (Rubin et al., 2022; Wang et al., 2024b; Li
etal., 2023; Liu et al., 2024b). Besides, Xiong et al.
(2024) use chain-of-thought generated by LLMs to
refine the retriever. Fu et al. (2022) optimize the
retriever by calculating semantic similarity, exam-
ple diversity, and event correlation. To consider
diversity, Levy et al. (2023); Yang et al. (2023); Ye
et al. (2023b) employ DPP to select diverse exam-
ple sets. These works only consider relevance to
input queries and diversity of examples, our frame-
work further considers relevance among examples.
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A.2 Determinantal Point Process (DPP) and
Its Applications

Determinantal Point Process (DPP) is a probabilis-
tic model that can select diverse subsets by captur-
ing negative correlations among items of the set.
DPP has seen significant development. Johans-
son et al. (2023) proposed a semi-supervised k-
DPP method. Grosse et al. (2024) used a greedy
algorithm for k-DPP sampling. To reduce compu-
tational complexity, more inference methods were
proposed, such as LSMOEA-DPP (Okoth et al.,
2022) and Anisotropic DPP (Ghilotti et al., 2024).
DPP is widely used in Al applications, especially
for tasks that require diverse sets, such as neural
network training (Sheikh et al., 2022), recommen-
dation systems (Liu et al., 2024c), video analysis
(Chen et al., 2023), and abstract summary (Shen
et al., 2023). DPP also been used to optimize GNN
on graph-structured data. (Duan et al., 2022).
Gartrell et al. (2019) propose an extension of
DPP called nonsymmetric determinantal point pro-
cesses (NDPP), which can model both positive and
negative correlations among a set of items. Gartrell
et al. (2021) reduce NDPP’s complexity via kernel
decomposition. Han et al. (2022) propose a scal-
able sampling method for NDPP. Song et al. (2024)
propose a fast dynamic algorithm for resampling
distributions of NDPP to shorten the sampling time.

B Full Verion of Preliminary

B.1 More about ICL

In-Context Learning (ICL) (Brown et al., 2020)
prompts are usually sequences of examples. Given
test instance (Ttest, Ytest)» LLMs predicts ¢ with



k-shot ICL prompt :

9= LLM(e1®, ..., Dek D Ttest) (11)

Where e; = (x;,y;)F_, is the 4, example, and @
is the concatenation operation. The objective of
ICL example selection task is to select k examples
from a pre-constructed example pool such that the
predicted value ¢ matches its ground truth yes¢.

B.2 Validity of NDPP’s Probability Function

In Eq. 1, the denominator det(L + I)
> det(Lg), i.e., the sum of the determinants
ECD
of the corresponding sub-kernel matrix of all sub-
sets £ C D, must be greater than the numera-
tor det(L ). According to (Gartrell et al., 2019)
Lemma 1, the kernel matrix L is a PO-matrix (all
principal minors are nonnegative), which guaran-
tees that the determinant of L and its principal
submatrix L is nonnegative. And because the
principal minors of L are non-negative, the diago-
nal elements of I are 1, ensuring that the denomi-
nator is positive. Thus, Eq. 1 < 1, which is a valid
probability value.

B.3 Comparison with DPP on method
properties and application scenarios

The kernel matrix of DPP in the traditional setting
is restricted to a symmetric positive semi-definite
matrix, which can only model the negative correla-
tion between the items in the set, and is more suit-
able for application scenarios that emphasize the
diversity of the subset (e.g., diversity recommen-
dation). NDPP relaxes the symmetry constraint,
allowing the kernel matrix to be a nonsymmet-
ric PO-matrix capable of simultaneously modeling
both positive and negative correlations, and can
be adapted to more complex application scenarios.
Experiments on synthetic data in (Gartrell et al.,
2019) show that NDPP is more capable of mod-
eling positive and negative correlations between
the terms better, whereas DPP would overempha-
size the negative correlations between the terms.
However, the asymmetry of NDPP may lead to
degradation of Fisher information, making train-
ing difficult to converge and requiring additional
constraint terms.

C Convexity Analysis of the Optimization
Objective

Eq. 4 is not concave, because the nonsymmetric
kernel matrix results in the Hessian matrix of f in
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Eq. 4 not being strictly negative definite. Gartrell
et al. (2019) shows the Hessian matrix in eq. 8.

D Practical Optimization of the
Regularized log-likelihood

We optimize Eq. 8 using the Adam optimizer based
on the pseudo-labeled set training set Dy;q4y, cON-
structed in § 4.2, and iteratively optimize the pa-
rameter matrices V', B, C until convergence, which
is conditional on the rate of change of the log-
likelihood of the validation set being less than a
preset threshold.

E Approximation Guarantee for Greedy
NDPP MAP Inference

In 4.4.2, we present the framework of the greedy
algorithm for approximate NDPP MAP inference,
which instantiates the classical submodular max-
imization greedy algorithm (Nemhauser et al.,
1978). Gartrell et al. (2021) provided a lower bound
on the approximation quality of the greedy algo-
rithm in Theorem 1.

Theorem 1. Consider a nonsymmetric low-rank
DPP L = VVT + BCB”, where V, B are of
rank K, and C € RE*X_ Given a cardinality
budget k, let 0, and 0,4, denote the smallest
and largest singular values of L forall E C D
and |Y'| < 2k . Assume that 0,55, > 1. Then,

4(1 — e~V
logdet(L >
ogdet(Lpc) 2 2(logomaz [10Gomin) — 1

logdet(Lg~)

12)
where E€ is the output of the greedy algorithm and
E* is the optimal solution of the MAP inference in
Eq. 9.

Thus, when the kernel has a small value of
1090 maz /10G0min, the greedy algorithm finds a
near-optimal solution. As mentioned above, there
is no evidence that the condition o,y;, > 1 is usu-
ally correct in practice. Gartrell et al. (2021) further
provided Corollary 1, which excludes the assump-
tion that o,,;, > 1 and quantifies this additional
term.

Corollary 1. Consider a nonsymmetric low-rank
DPP L = VVT + BCBT”, where V, B are of
rank K, and C € RX*K_ Given a cardinality
budget k, let 0,5, and 0,4, denote the smallest
and largest singular values of Ly forall E C D



and |Y'| < 2k. Let w := 0ymax/0min Then,

4(1 —e M4
> .
logdet(Lgc) > 3(logw)) + 1logdet(LE )
4(1 — e~V
-(1- W)k(l — l0gomin)

13)
where E© is the output of the greedy algorithm and
E* is the optimal solution of the MAP inference in
Eq. 9.

The proof of Theorem 2 and Corollary 1 is given
in (Gartrell et al., 2021) appendix F.

F Experimental Setting Details

F.1 Datasets Details

GeoQuery (Zelle and Mooney, 1996; Shaw et al.,
2020) contains a parallel corpus of 880 English
questions about US geography paired with Prolog
queries. The compositional dataset of GeoQuery
were created by Shaw et al. (2020), focusing on
compositional generalization.

NL2Bash (Lin et al., 2018) is a dataset for
the problem of mapping English sentences to
Bash commands. The corpus consists of 9k
text—command pairs, where each pair consists of
a Bash command scraped from the web and an
expert-generated natural language description.

MTOP (Li et al., 2020) is a multilingual parsing
dataset with 6 languages. The corpus consists of
text—command pairs, where each pair consists of
a Bash command scraped from the web and an
expert-generated natural language description.

WebQs (Berant et al., 2013) (short for We-
bQuestions) covers 6,642 question-answer pairs
obtained from the web. The questions are selected
using the Google Suggest API, and the answers are
entities in Freebase.

RocEnd (Mostafazadeh et al., 2016) (short for
Roc Ending) is a corpus with 100k stories.

F.2 Metrics Details

Exact Match (EM) (Rajpurkar et al., 2016) is
used for GeoQuery, MTOP, and WebQs to measure
the accuracy of generated outputs. EM calculates
the percentage of predictions that exactly match
the ground truth, providing a strict evaluation of
correctness.
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BLEU-1 (Papineni et al., 2002) is applied to
RocEnd to assess content alignment in story gen-
eration. BLEU-1 focuses on unigram overlap, cap-
turing the overall relevance of generated text to the
reference.

BLEU-4 (Papineni et al., 2002) is used for
NL2Bash to evaluate structural fidelity in command
generation. BLEU-4 emphasizes longer n-gram
matches, effectively capturing more complex and
syntactically accurate outputs.

F.3 Baselines Details

Random selects non-repeating context examples
randomly from the training set, serving as a simple
baseline without task-specific guidance.

BM25 (Robertson et al., 2009) retrieves the top-
K most similar examples for each test input using
the classical sparse retrieval method BM25, which
ranks candidates based on low-level textual similar-
ity and selects the highest-scoring ones as context.

EPR (Rubin et al., 2022) leverages a language
model to assign positive or negative labels to can-
didate examples. It then uses the model itself as a
scoring function to retrieve effective prompts, se-
lecting the top-K most relevant examples during
inference.

CEIL (Ye et al., 2023b) models the probability
distribution over the context example subset using
Determinantal Point Processes (DPP). It is trained
within a contrastive learning framework that bal-
ances diversity and relevance through a tunable
trade-off parameter, enabling the selection of an
optimal example combination.

TTF (Liu et al., 2024b) fine-tunes the retriever
using labeled data from the context example set,
allowing it to incorporate task-specific modules and
better adapt to different tasks through supervised
signal.

F.4 Implementation Details

We used GPT-neo-2.7B and GPT-4 as LLLM for our
study. The maximum context length for the input
of the LLM was set at 2048 tokens, and the num-
ber of context examples per task was set to 50. If
the context size limit of the LLM is exceeded, it
will be truncated. We adopted the Adam optimizer
with a learning rate of 0.01, and the hyperparame-
ters o and 3 were both set to 0.01. We perform a
grid search using a held-out validation set to select



Model Dataset GeoQuery NL2Bash MTOP WebQs RocEnd

GPT-Neo (2.7B) Bartlett’s Test 0 5.73e-61 0 7.29¢-05 0
GPT-4 Bartlett’s Test 6.92¢-03 0.0052 4.01e-12 0.0116 0.0251

Table 8: The p values of t-test on our method with baselines. The p values are all smaller than 0.05, indicating our
improvements are significant.

the best-performing hyperparameters. The training
was conducted on two NVIDIA A100 GPUs. We
initialize the encoder Eg(-) and Eg(-) with CEIL
(Ye et al., 2023a). We employ the implementation
from Ye et al. (2023a) for random, BM25, and EPR.
For CEIL, we use the result from Liu et al. (2024b)
except the result of RocEnd. We also employ the
implementation from Ye et al. (2023a) to obtain the
result of RocEnd for CEIL.

G Significance Test

We conduct the t-test (Bartlett, 1937) to examine
whether the improvements of our method are sig-
nificant. The p values in Table 8 are all smaller
than 0.05, demonstrating the significance of our
improvements.
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