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Abstract

A major challenge in DNA nanotechnology is to extend the length scale of DNA
structures from the nanoscale to the microscale to enable applications in cargo
delivery, sensing, optical devices, and soft robotics. Self-assembly of DNA origami
building blocks provides a promising approach for fabricating such higher-order
structures. Inspired by self-assembly of patchy colloidal particles, researchers have
recently begun to introduce patches of mutually attractive chemical moieties at
designated sites on DNA origami to assemble them into complex higher-order
architectures. However, designing such functionalized DNA origamis to target
specific assembly structures is highly challenging because the underlying relation-
ship between the building block design and assembly structure is very complex.
Machine learning is especially well suited for such inverse-design tasks. In this
work, we develop a coarse-grained model of DNA origami nanocubes grafted with
hydrophobic brushes and employ the neural adjoint (NA) method to explore highly
ordered target assemblies of such origamis, including checkerboard, honeycomb,
and Kagome lattices. We envision that our design approach can be generalized
to more complex designs and used to tailor structural properties to expand the
application space of DNA nanotechnology.

1 Introduction

DNA nanotechnology, a field that has been growing rapidly for the past 40 years, harnesses the
canonical base-pairing rules of DNA to program nanoscale structures through self-assembly (the
spontaneous organization of matter). Of the techniques developed, DNA origami stands out a highly
versatile approach to creating nanomaterials with unprecedented geometric precision complexity,
high programmability, and functionality [1, 2, 3]. However, the size of these structures is generally
confined to hundreds of nanometers, which greatly limits their throughput and functionality. Higher-
order self-assembly of DNA origami offers a promising approach to achieving DNA materials in the
micro- to macroscopic length scales. While giga-dalton DNA mesostructures have been achieved
by site-specific base paring and by shape-complementary blunt-end stacking contacts, the design
complexity and assembly of these structures is still formidable and typically results in low yields
[4, 5].

Recently, we developed a surface-initiated enzyme-catalyzed polymerization approach to grow
polynucleotide chains of natural and hydrophobic non-natural nucleotides at designated sites on DNA
origami [6, 7]. This approach opens up a new, interesting avenue for self-assembling DNA origami
structures, whereby patches of hydrophobic and hydrophilic brushes introduced at specific surface
locations would endow the DNA origami with highly directional attractive and repulsive interactions.
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Figure 1: Overview of our DNA origami inverse-design strategy. The pipeline for creating optimal
lattice designs involves extracting local structural properties such as radial distribution function
(RDF), Voronoi cell area (VC), and bond orientational order parameters (BO) from simulations. The
complied simulation dataset is used to train a neural adjoint method, which can identify optimal
designs that produce similar properties for a given set of artificially created patterns.

We propose that our ability to introduce such precise "amphiphilic" interactions combined with the
rich library of building block shapes attainable with DNA origami should enable the creation of
truly unique DNA materials. However, finding the appropriate building block that would lead to a
specific assembly architecture involves trial-and-error manipulation of the design variables of the
assembly system, the length and location of the hydrophobic and hydrophilic patches and the solution
temperature and ionic conditions in our case.

To facilitate this optimization process, "inverse-design" approaches are often adopted. Inverse design
involves specifying a desired property and using an empirical or learned relationship between design
and properties to deduce the appropriate design; The predicted design is then tested experimentally to
confirm the prediction. Although several numerical optimization techniques have been employed,
carefully crafted objective functions tailored to specific structural properties or applications are often
required, and prior knowledge is rarely reused when objective functions are changed [8, 9, 10]. A
viable alternative is deep learning. Deep neural networks (DNN) have successfully been used to learn
design-property mappings in various design scenarios, including artificial electromagnetic materials
[11], mechanical meta-surfaces [12] and drug discovery [13].

Even though deep learning has shown its promise in learning the forward process (i.e. from material
design to property), the inverse problem has some unique challenges compared to forward deep
learning methods, such as DNN with L2 loss. The first is non-uniqueness, which arises from the
backward mapping that is not present in the forward mapping. From physics, for each material design
there exists a single property that can be attained, however, for each property there may exist multiple
possible design matches, providing a confusing gradient to a vanilla neural network. The second is
non-existence of a solution for some desired target property. The last one is discontinuity, where an
infinitesimal change in the target structure space, leads to an enormous change in the design space.
To address these issues, probabilistic models like conditional variational auto-encoder (cVAEs) [14],
invertible neural networks (INNs) [15] and generative adversarial networks (GANs) [16] have been
proposed, as well as optimization-based models like neural adjoint (NA) [17]. Previous benchmarks
[18, 17] have demonstrated that while generative models are very effective at learning manifolds with
high-dimensionality like natural images, their accuracy for material design is not as good as iterative
methods such as NA.

In this work, we employed the NA method for the inverse design of DNA origami nanocubes (DONs)
functionalized with hydrophobic patches. First, molecular dynamics (MD) simulations were carried
out to collect training data and physical descriptors for our deep learning models. Then, we proposed
several target periodic architectures and asked the deep inverse design algorithm to propose building
block designs, namely length and location of the hydrophobic brushes on the DNA nanocube, that
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would self-assemble into the target structure (Fig. 1). We envision that this inverse design approach
can be generalized to more complex designs and used to obtain novel structural properties that could
expand the application space of DNA nanotechnology and colloidal self-assembly.

2 Related literature on inverse design

Optimization is a common approach for the inverse design of colloidal particles. Inverse design in
such systems is particularly challenging because of the increased role of entropy in determining the
globally stable assembly structures. Thus, commonly used objective functions like potential energy
which is readily accessible are less useful, making it imperative to shift the focus to developing
more suitable objective function[19, 20]. Several studies have successfully implemented inverse-
design schemes using objective functions based on structural properties of the targeted assembly
[21, 22, 19, 20]. For instance, Lindquist et al. used a maximum-likelihood-based method to search op-
timal interparticle potential parameters by comparing low-dimensional structural descriptors between
the resulting assemblies during optimization and the target configuration [23]. However, challenges
emerge when one can only access the target structure’s high-dimensional description/representation,
which cannot be readily translated into an objective function. A notable example would be quasi-
crystals, where the exact atom coordinates are often unknown, limiting the feasibility of specifying
them using low-dimensional descriptors. A recent study formulated an objective function by first
establishing the mapping between the target structure and the diffraction pattern (high dimensional
image-based descriptor) using a convolutional neural network. Subsequently, covariance matrix
adaptation evolution strategy (CMA-ES) was applied to identify new phases by adjusting parameters
of interparticle interaction potentials and assembly conditions [24]. Another challenge in the optimiza-
tion process is convergence to a solution that produces the target structure, but also other undesired
competing structures. Instead of constructing an objective function based on the structural properties
of the target configuration, a more efficient approach involves optimizing a ’proxy’ objective function
that ensures the formation of the target structure. This was recently demonstrated in a study using
CMA-ES to discover design solutions that produce diamond lattices [9], where the yield of the target
structure could be dramatically improved by maximizing the count of local motifs associated with the
diamond lattice.

3 Methods

3.1 Simulation data collection

We carried out MD simulations of DONs functionalized with hydrophobic brushes to understand how
DONs with different design parameters attract, assemble, and arrange into distinct structures on a
2D surface. In these simulations, we used a highly coarse-grained (CG) model of the DONs, where
the solvent is treated implicitly and only the simplest geometric details of the DONs are preserved
[25, 26]. This allowed us to explore the vast design space efficiently and access the large time and
length scale associated with the assembly process, while still capturing the most salient structural
features.

Specifically, the DONs were modeled as rigid squares made of a 3×3 grid of CG beads, where the
size σ and mass m of each CG bead corresponds to a length scale of ≈10 nm and a molecular weight
of ≈20,000 amu. Each patch of hydrophobic brushes, which collapses in a poor solvent condition to
form a convex blob [27], was coarse-grained as an attractive bead of size = 1σ protruding from the
surface of the rigid body. In this CG representation, there are two design variables: patch location
and protrusion ratio (Fig. 2A). The patch location is a binary array with 12 elements (3 patches per
edge and four edges per building block), where 1 and 0 indicate the presence or absence of a patch
at each site. There are 1,043 unique patch locations for a 3×3 square after considering rotational
symmetry (see Sec. 6.2 for more details). The protrusion ratio is a continuous variable representing
the height of the hydrophobic brushes, expressed as d/D, where d is the distance the patch bead
protrudes from the DON surface, and D is the diameter of the beads making up the DON (1σ). We
considered the protrusion ratio to vary from 0.1 to 1.0 in increments of 0.1, and all patches on the
DON were assumed to share the same protrusion ratio to reduce the design space.

For the force field, all intermolecular interactions other than hydrophobic attraction were modeled
using an excluded-volume potential (Weeks-Chandler-Anderson or WCA potential) [28], and the
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hydrophobic attraction was treated using the Lennard-Jones potential (see Sec. 6.3 for details). For
convenience, we considered the same size and energy parameters σ and ε for these potentials, where
ε defines the energy scale of the system.

All simulations were carried out using LAMMPS [29] in the canonical (NVT) ensemble starting at a
fixed temperature T = 1.0ε/kB, where kB is the Boltzmann constant. A velocity-Verlet algorithm
with a timestep of 0.01 τ and a Langevin thermostat with a damping constant of 100 τ−1 were used
for integrating the equations of motion and controlling the temperature, where τ =

(
mσ2/ε

)1/2
is the characteristic time unit. We set up a simulation system with enough DONs to capture the
assembly process within reasonable computational times. Each simulation involved 400 CG DONs at
a low number density of 0.04 in a 2D simulation box with periodic boundary conditions, initiated
from randomly dispersed DONs. To access low-energy or ground-state assemblies, we cooled the
simulation according to the following annealing protocol: from T = 1.0 to T = 0.3 for 106 timesteps
and from T = 0.3 to T = 0.0 for 5× 107 timesteps with a large timestep size of 0.01τ . Then, we
computed the structural descriptors of the assemblies based on the coordinates of the centers of each
building block from the final configuration obtained at the end of the simulation run.

Figure 2: Coarse-grained model of a patchy DNA origami nanocube and its complex design-structure
relationship. (A) The DNA origami nanocube with hydrophobic patches are coarse-grained as a 2D
square with two design variables: patch location and protrusion ratio d/D. (B) Small variations in
both design variables could lead to significant changes in the resulting assemblies, with their close-up
view and corresponding building blocks shown in the bottom right and top left insets respectively.
Top panel: starting with a given design (left), removal (middle) or displacement (right) of the patch
results in three entirely different assemblies. Bottom panel: an increase in the protrusion ratio of a
given design transforms the assemblies from 1D string to a honeycomb lattice, then to a defective
structure with pentamer and hexamer motifs. (C) Basic design indicators, such as the number of
patches (top) and symmetry of building blocks (bottom), highlight no distinct phase regions within
the UMAP representation of structural properties and exhibit minimal correlation with them.

3.2 Simulation data annotation

From the 10,430 DON designs explored, a miscellaneous array of assembled structures emerged:
ordered or disordered, elementary or hierarchical, finite-sized or lattice, close-packed or open. To
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characterize these structures, we adopted three informative descriptors that indicate their local
ordering: radial distribution function (RDF), Voronoi cell area (VC), and bond orientation order (BO).
We used an in-house code to compute RDFs, and the Freud package [30] to compute VCs and BOs.
The RDF describes the local environment (particle arrangement) by quantifying how neighboring
particles distribute around a particle. On the other hand, VC represents the space enclosed by
neighboring particles. For instance, close-packed and open lattices have distinct VCs. BO reflects
the local angular symmetry, and we select symmetries from two- to eight-fold to capture the local
angular distribution of particles.

However, due to the presence of polymorphs (energetically similar but structurally different patterns),
defects, and frustration in simulations, the descriptors are noisy and, therefore, require further
processing. To address this, we computed distributions in VC and BO, instead of their ensemble-
averaged value. This approach is preferred as averaging over multimodal distribution results in loss
of valuable information. Additionally, we only selected portions of the RDF as our input data. Due to
the stochasticity of our simulations, it is hard to observe the apparent long-range order. Consequently,
a large portion of RDF is not informative, and it brought in significant errors when we inferred
the desired design using artificially created crystal lattice patterns, which have strong and apparent
long-range order. To account for this limitation, we set a cutoff of 18.75σ for the RDF descriptor.
The variance of physical descriptors is shown in Sec. 6.7.

3.3 Inverse design method

We used NA to tackle our inverse design problem, which consists of two stages: (i) training: the NA
method first trains a neural network to approximate the design-structure mapping f . (ii) inference: the
design solution x̂ is inferred by fixing weights and biases of f̂ , and computing the forward model’s
gradient with respect to the input of the network (i.e., the design). Specifically, the training stage
involves training a neural network to predict the structural descriptors based on the input design,
resulting in f̂ , an approximation of the forward model. In the inference stage, given the descriptors
of a target structure y, NA iteratively adjusts its estimated solution (starting from randomly chosen
designs x0) using ∂f̂/∂x. Notably, calculation of ∂f̂/∂x is straightforward as f̂ is in a closed-form
differentiable expression. Moreover, modern deep learning packages can be used to estimate gradients
efficiently given a loss function L (mean squared error (MSE) in our cases). Thus, if y and xi are the
target output and current estimate of the solution respectively, one can compute xi+1 via

x̂i+1 = x̂i − α
∂L

(
f̂ (x̂i) , y

)
∂x

∣∣∣∣∣∣
x=x̂i

(1)

where α is the learning rate. x̂i+1 can then be evaluated iteratively until some convergence criteria is
satisfied (e.g., L changes very little after each iteration). Our initial solution, x̂0 is drawn from some
distribution Γ. Given some desired y, NA iteratively adjusts its estimated solution (beginning with
x̂0) until convergence (e.g., L no longer reduces). This entire process acts as the inverse model for
the process, f−1(y, z), where z = x0.

3.4 Training procedure

We split 95% of our simulation data into a training set and a validation set using an 80/20% ratio and
used the rest of the 5% as a held-out test set. The input variable is naturally limited within the range
of [0, 1], and the output physical descriptors were normalized per dimension to have a range of [0, 1].
During the training, we incorporated data augmentation techniques to facilitate the model training by
exploiting the rotational symmetry of our system, as shown in Sec.6.6. The detailed architecture of
the neural network is shown in Sec.6.5.

3.5 Evaluation procedure

To test our inverse design algorithm, we input physical descriptors of target ideal lattices and asked
the NA method to output designs corresponding to these ideal lattice types. The target lattice we
chose was (i) Kagome lattice (ii) hexagonal lattice and (iii) square/checkerboard lattice. For each
target, we asked the NA to output the top 10 design configurations. In a usual inverse design paradigm,
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re-simulations would usually be carried out for the selected designs after this step. However, since
we have a dense enough dictionary of simulated structures, we instead look for the nearest neighbor
of the proposed designs in our simulation dictionary and compare their results.

Regarding the evaluation process of our method, since NA was originally designed to optimize
continuous-space geometry parameters, and our design space is largely discrete (due to the binary
indicator functions for hydrophobic patch locations), we need to modify the original NA implementa-
tion for our application. Previous attempts of modifying NA to discrete cases include training a VAE
to encode the discrete space into low dimensional continuous latent space [31]. As our discrete space
is relatively small with 214 possible combinations, by using modern GPU resources with large RAM,
we were able to initialize multiple geometric configurations for all possible configurations during a
single inference step. Through this implementation, we circumvented the extra error that could be
introduced during the training of an extra VAE encoder.

4 Results and discussion

4.1 Simulation data

We conducted a total of 10,430 simulations to sample the entire design space of patchy DON building
blocks. The simulation results indicate that the underlying design-structure relationship/landscape
is complex and non-smooth, where slight perturbations in the design space drive the assembly to
very different structures. For instance, adding or displacing a patch on a building block or increasing
the protrusion ratio leads to completely different assemblies, as depicted in Fig. 2. Next, we tested
whether simple design rules could describe the design-assembly relationship. To this end, we
implemented several dimensionality reduction approaches on the structural descriptors of all obtained
assemblies (see Sec. 6.4). We then annotated the dimension-reduced structural space based on design
indicators, such as the number of patches and the symmetry score of the building blocks, as defined
in Sec. 6.1. We found out that these basic indicators cannot be used to identify assembly phases
and are poorly correlated with the structural descriptors. This implies that it is difficult to infer the
assembly morphology from the design simply based on intuition, and a deep learning model may be
needed for inverse design.

4.2 Neural-adjoint training results

Using procedures described earlier, we implemented the NA method on our simulation dataset,
exploring several different network architectures. Our model complexity hyper-parameter sweeping
results are summarized in Fig. 3A and 3B. When we used all three descriptor sets in our training
process, the problem complexity is best served with six layers of 1,000 neurons. In contrast, upon
removing BO from our descriptor set, the model achieved optimal performance with nine layers of
1,000 neurons. We expected that increasing the number of descriptors would elevate the problem
difficulty as more predictions are required. However, the results presented in Fig. 3A and 3B suggest
otherwise. We propose that the additional information provided by the BO descriptor may enable the
network to learn with fewer trainable parameters.

We further conducted an ablation study on the descriptors (i.e. removing descriptors systematically
and estimating their best model validation error), and the results are shown in Table 1. We find that
the combination of two descriptors might be more informative to the model as the MSE of double
descriptors is lower than the averaged single-descriptor MSE. The combination of all descriptors,
however, yields slightly worse performance. This adversarial effect may arise because, at this stage,
an additional descriptor introduces more problem complexity with less information gain. Apart from
the single-value MSE, we also provide both the distribution of the error made by our forward model
trained in Fig. 3C and some example fits made by our model in Fig. 3D. From Fig. 3D, we observe
that a low MSE indeed corresponds to a good model fit that effectively captures most of the variations
in the descriptors. This lays a solid foundation for the subsequent inverse design step.

4.3 Inverse design results

Lastly, we used our top-performing NA model architectures to obtain building-block designs for three
different candidate assembly structures, input into the algorithm based on their structural descriptors.
We found that the model trained on two descriptors (VC and BO) provided the best inverse-design
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Figure 3: Training results of NA. (A,B) Model complexity hyper-parameter sweeping results. Color
map represents validation loss when (A) all three descriptor sets were used (RDF, VC, and BO) and
(B) only RDF and VC were used. (C) Histogram of the error made on the held-out test set for the
model with all descriptors (labels). The average MSE on this set is 2.02× 10−3, which is comparable
to our reported validation loss in Table 1. (D) Example predictions on the held-out test set for the
model with all the physical descriptors. Both the ground truth and the predicted results are shown.
The first 10 indices are RDF, while indices 10–27 are VC, and the remaining indices are BO.

Table 1: Ablation study on descriptors.

Descriptor sets MSE value

Single descriptor RDF 3.05× 10−3

VC 2.96× 10−3

BO 2.15× 10−3

Double descriptors RDF+VC 2.95× 10−3

VC+BO 2.19× 10−3

RDF+BO 2.17× 10−3

All descriptors RDF+VC+BO 2.34× 10−3
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results, as shown in Fig 4. Overall, the assemblies of the designs predicted by NA match well
with the target structures. Specifically, when we employed the NA to create a square/checkerboard
lattice, the outcome yielded well-ordered structures composed of cubic motifs (top panel in Fig. 4).
Furthermore, it is worth noting that the model’s predictions are not limited to locally close-packed
structures. It also predicted fascinating open checkerboard lattices with hierarchical tetramer motifs
(middle and right pictures in the top panel of Fig. 4). Identifying the building blocks of lattice
structures with hierarchical motifs presents a challenge due to their multi-scale nature. In the case
of hexagonal lattices (middle panel in Fig. 4), we obtained hexagonally close-packed structures,
which reasonably match our expectations. The model prediction becomes dramatic, however, when
it comes to inverse-designing the Kagome lattices (bottom panel in Fig. 4). While the model did
manage to find the correct design for this lattice, it also proposed off-target designs characterized by
high porosity (large VC) in their simulated assemblies. It is apparent that the model’s performance
for the Kagome lattice becomes worse compared to targeting the simpler checkerboard or hexagon
patterns. We hypothesize that it is because the Kagome lattice is a rare structure in the entire assembly
phase space. Therefore, the models were not trained with enough examples having characteristics
of Kagome patterns, and the uncertainty of models is reflected in the predicted designs. Another
reason for obtaining sub-optimal design solutions is our use of a fixed nearest-neighbor interparticle
distance of 3σ to generate candidate lattices. Ideally, lattices with different interparticle distances
should be used as design solutions may not exist for a large fraction of the inputted lattice dimensions.
In summary, the designs suggested by the NA method were found to have corresponding equivalents
in the CG system, such as the checkerboard lattice, hexagonal lattice, and Kagome lattice. This
demonstrates the flexibility and generalizability of the NA method, where only the pattern is required
to be specified.

Figure 4: Target crystal lattices and inverse-design solutions. The patterns are (A) square lattice, (B)
hexagonal lattice, and (C) Kagome lattice with their simulated inverse-design assemblies shown in
the same panel. The proposed designs and the close-up view of their resulting assemblies are also
provided in the top left and the bottom right insets.

5 Conclusions

In this work, we employed the NA method to predict the arrangement of hydrophobic brushes on
DNA origami building blocks based on input structural properties of their desired assemblies and
demonstrated that the algorithm can accurately determine designs that produce the desired structures.
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Finding the correct building block design is extremely challenging, primarily due to the complex and
non-smooth nature of the underlying design-structure relationship landscape. Basic design indicators,
such as building block symmetries or number of patches, cannot be used to pinpoint desired phase
regions within the structural properties space, as demonstrated by our dimensionality reduction
analysis. Nevertheless, the NA method adopted here can discover the arrangement of hydrophobic
brushes on DNA origami nanocubes required to assemble into Kagome lattices, hexagonal lattices,
and checkerboard lattices. Moreover, the method also found the hierarchical equivalents of the target
structures, which is difficult to achieve using the optimization approach. We envision that the NA
method could be useful for the inverse design of more complex systems, such as amphiphilic DNA
origami and DNA origami with multiple brush lengths on a single structure. Our future plans include
exploring additional shapes of DNA origami as well as aperiodic patterning scenarios using the
NA method to target the assembly of more complex functional materials, enabling a new range of
applications of DNA nanotechnology.
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6 Supplementary Material

6.1 Building block symmetry score

The symmetry score presented in Fig. 2 C is based on the rotational symmetry of DON. In the case
of a design with an identical sequence of patches on opposite sides (semi-symmetric design), it
receives one point. Designs with twofold symmetry are awarded a total of two points, while those
with fourfold symmetry receive three points.

6.2 Unique discrete building block representation

Consider a square with n patches per side, neglecting rotational symmetry. Also, assume that
the patches cannot be flipped upside down. One side of the polygon then has 2n possible patch
configurations, and given that the polygon has 4 sides, the total number of unique configurations
(without considering rotations or flips) is 24n. If we consider rotations, however, there will be
double-counting of many of the configurations. For example, without rotation, a 4-sided system with
1 patch per side has 24n = 16 configurations. With rotation, there is double-counting as shown in the
figure below:

Figure 5: Illustration of the rotational symmetry of DON configurations. (A) All possible configura-
tions for a 4-sided square. (B) Configurations (black) and the "missing parts" (red).
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In fact, there are only 6 unique configurations when we consider rotations, not 16. A simple way
to count all of the configurations is to "fill in" the missing parts of the figure above so that we can
divide by the number of sides of the polygon to obtain the number of unique configurations, including
rotation (Fig. 5B).

For square, there are two types of symmetry that will complete the figure above. The first is fourfold
rotational symmetry, which appears in the first and last rows of the figure above. The second is
twofold rotational symmetry, which appears in the fourth row of the figure above. For fourfold
species, there are 3 members that need to be added to the group for every 1 symmetric species. For
twofold species, there is 1 member that should be added for every 1 symmetric species.

To count the total number of unique members while considering rotation, we can then create a simple
algorithm:

• Count the total number of members when we do not consider rotations, e.g. 24n.

• Add 3 to this count for every member that has order fourfold rotational symmetry.

• Add 1 to this count for every member that has order twofold rotational symmetry.

• Divide this count by the number of sides (4) to remove all rotations.

Counting the number of members with fourfold rotational symmetry is fairly simple since all sides of
the square must have the same patch configuration. So, the number of these members is equal to the
number of possible patch configurations, or 2n. For twofold rotational symmetry, we must specify
that there are two different patch configurations on the square. (They must, of course, be arranged in
an alternating pattern.) This number is equal to (2n)(2n − 1), with (2n − 1) being used to indicate
that the second patch is different from the first. Note that this setup considers a trivial configuration
without any patch, so a subtraction of 1 is needed. Completing the algorithm, then, leaves us with the
following equation:

Nunique(n) =
24n + 3(2n) + (2n)(2n − 1)

4
− 1 (2)

Based on this equation, we obtained the unique patch locations of a 3×3 square Nunique(3) = 1, 043.

6.3 Interaction settings in the molecular dynamics simulation

We treated the hydrophobic attraction between patches with a simple attractive shift-correct LJ
potential ULJ given by

ULJ (r;σ, ε, rc) =

 4ε

[(
σ
r

)12 − (
σ
r

)6 − (
σ
rc

)12

+
(

σ
rc

)6
]

r < rc

0 r ≥ rc

(3)

Imposing a standard cutoff distance of rc = 2.5σ. We chose ε = 1.0ε/kB, which can be parameter-
ized further if experimental data is available, but it should only affect the transition temperature of
the assemblies and not its final configuration.

For the rest of the interparticle interactions presented in the system (DNA origami-patch, DNA
origami - DNA origami), we used repulsive Weeks-Chandler-Andersen (WCA) potential UWCA given
by

UWCA =

{
4ε

[(
σ
r

)12 − (
σ
r

)6]
+ ε r < 21/6σ

0 r ≥ 21/6σ
(4)

where ε = 1.0ε/kB.

6.4 Dimensionality reduction on the structural properties space

To capture the high dimensional structural properties space and infer the phase regions of interest,
we reduced the dimensionality of the descriptors by using either (i) simple linear reduction scheme
like PCA (ii) advanced, non-linear dimensionality reduction technique that consider neighborhood
and/or topology like t-SNE, UMAP, PacMAP, and TriMAP [32, 33, 34]. We highlighted the learned
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space based on the ensemble averaged of the absolute value of the bond orientational order < |ψk| >
with respect to various symmetries (k = 2, 4, 6) to understand the resulted plot. The results indicated
that for all dimensionality reduction methods we tested here are able to separate designs with distinct
structural properties (Fig. 6).

Figure 6: Dimensionality reduction on the structural properties space.

6.5 Detailed architecture of neural network

Below is the network hyper-parameter values for our best model with all three physical descriptors:

Parameter Value

Input dimension (geometry) 13
Output dimension (physical descriptor) 167

Hidden layers 4
Neurons per hidden layers 1000

Batch size 128
Weight_decay (L2 norm strength) 0

Learning rate 1e-3
Learning rate decay schedule 0.8x when plateau at 10 epoch

Epochs 300
Optimizer Adam
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6.6 Symmetry-based data augmentation

Figure 7: 1 Illustration of the rotational symmetry of the DON. the designs here are essentially the
same physical configuration, but they are different in our parameterization.

6.7 Descriptor variance plot

Figure 8: Variance of descriptors estimated across the entire dataset. For RDF (left), only parts of the
RDF are used, ranging from 2 to 18.75σ (bounded by the red dash line), as the rest of the RDF not
being informative. For BO (middle), the distribution within each symmetry is normalized. In VC
(right), zero values are excluded (effectively, cell area smaller than 5σ2).
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