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Abstract

TorchQuantumDistributed (tqdﬂ is a PyTorch-based [Paszke et al.,[2019]] library
for accelerator-agnostic differentiable quantum state vector simulation at scale.
This enables studying the behavior of learnable parameterized near-term and fault-
tolerant quantum circuits with high qubit counts.

SQuantqm Differentiable Accelergtor Scalable
imulation Agnostic

torch X v v v
qiskit v X X X
cirq v X X v
tensorflowquantum v v X v
pennylane v 4 — —
torchquantum v v v X
tqd v v v v

Table 1: Features of different frameworks for quantum simulation and differentiable programming. A
checkmark (v) indicates full or near-full support; a cross (X) indicates lacking support; and a dash
(—) indicates partial support for some features individually but not together in all combinations.

1 Introduction

With the increased interest in quantum computing in recent years, there has been an explosion of
quantum circuit simulation tools, particularly those that facilitate quantum machine learning. Many
popular frameworks such as Qiskit [Javadi-Abhari et al., 2024]], Cirq [Developers| 2025]], Pennylane
[Bergholm et al.| [2022]], and TorchQuantum [Wang et al., [2022]], offer quantum simulation that
can be incorporated into existing Python data processing workflows. However, when using state
vector simulation, these frameworks do not enable distribution of the state vector across multiple
accelerators, limiting scalability and thus the use of these frameworks for studying circuits large
enough to potentially yield an advantage over purely classical methods. Furthermore, many of these
frameworks use software backends that are largely locked into one particular hardware ecosystem.

Leveraging the power, scaling, and hardware extensibility of PyTorch [Paszke et al.,|2019]], this paper
introduces TorchQuantumDistributed, a differentiable quantum simulation library that enables the
study of larger quantum machine learning models using distributed state vector simulator backends.

'The code repository for tqd is available here: |https:/github.com/iong/torchquantum-dist/tree/main
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2 Background

2.1 Development of computing for subfields

Quantum Computing Among the first notable open-source python-based frameworks for quantum
simulation was ProjectQ [Steiger et al., 2018]]. Later entrants were developed by larger institutions
for their own roadmaps and ecosystems: Qiskit [Javadi-Abhari et al., [2024]] and Cirq [Developers,
2025] provided python interfaces for defining gate-based circuits and features specific to each of
their respective hardware platforms, while Q# [Svore et al.,[2018]] defined its own new language for
quantum execution and algorithmic development. Cirq has hardware acceleration capabilities, but
they are largely tied to the NVIDIA CUDA ecosystem [Bayraktar et al.,[2023].

Deep learning Deep learning libraries started with the enablement of automatic differentiation on
static graphs, as in Theano [Bergstra et al.|[2011]], LuaTorch [[Collobert et al.|[2002]], and Caffe [Jia
et al.,[2014]]. Again, big companies released their own frameworks that have since captured a majority
of the share of open-source developmenﬂ TensorFlow [|Abadi et al.,2016] featured strong support
for deployment, while PyTorch [Paszke et al., 2019] gained popularity due to its extensibility and
eager execution creating dynamic computation graphs, which TensorFlow eventually adopted as well.

Quantum Machine Learning TensorFlow Quantum [Broughton et al., [2020] interfaces Cirq
and TensorFlow, inheriting the capabilities and drawbacks of each. TorchQuantum [Wang et al.,
2022] is a native PyTorch implementation of statevector simulation, so it carries some overheads
but can support any hardware that PyTorch does, and it does not utilize ‘torch.distributed* to allow
scaling across multiple accelerators. Pennylane [Bergholm et al., 2022] also provides a platform
for statevector simulation supporting several different computational backend libraries and even
hardware environments, placing it closest to our desired level of functionality, but ultimately also
lacks the ability to distribute the state vector across multiple accelerators when using non-CUDA
devices [Asadi et al., [2024]).

2.2 Mathematical preliminaries

We assume a baseline familiarity with linear algebra, probability, and statistics, and the terminology
of ML, but not necessarily knowledge of quantum computing. Thus, we provide an overview of
relevant quantum computing concepts.

Notation Since we deal with a variety of mathematical objects, notation is treated with care. We
use serif to denote a deterministic value (e.g. x), sans-serif to denote a random variable (e.g. x), bold
lower case to denote a (column) vector (e.g. x for deterministic vectors or X for random vectors), bold
capital to denote matrices or tensors (e.g. X), and blackboard to denote sets (e.g. R). Calligraphic
is used for other objects not previously listed, like distributions or operators, and their use will be
clarified depending on the context (e.g. M as a multinomial distribution or G as a quantum gate). We
also use teletype to refer to specific code libraries or functions (e.g. torch.permute). We denote
the m-th canonical coordinate basis for an n-dimensional vector space egﬁf ) as all 0’s except a 1
in the m-th coordinate, and I as the identity matrix. To define the operations we use, let W, Y,
and Z be tensors: x* denotes the conjugate transpose of x; & is an outer product; given a matrix
Y, we take W = Y X; Z to denote the contraction of dimension index ¢ of tensor Z, or more
explicitly, W_; =>" ¢ YjeZ. 4., where only the i-th index is shown for both W and Z. This can
be generalized to higher dimensional tensors Y and ordered index sets, where for W =Y Xx; Z
wehave W_j = >" Yy Z 1. . While the Dirac “bra-ket” notation commonly used in quantum
computing could be applied here, we aim to only use notation more familiar to an ML audience.

2.2.1 Quantum computing basics

Qubits are the basic unit of computation in quantum computing. The state of a qubit 1) can be

represented as a complex vector, 19 € C?. The basis vectors egz) and e§2) are known as the
computational basis for a single qubit, and naturally the state can be represented in this basis as
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P = Z}:o aiel(?) for some «; € C. There is a constraint that ||a||2 = 1, and we will return to this
later. A g-qubit state is represented in the tensor product space ®§;é C? =¥,

Quantum measurement is famously stochastic. Letting ¢ be an eigenvector of a given measurement
operator, then a system in the state 1) is observed to be in the state ¢ with probability given by the
square magnitude of their scalar product |¢*|. In many algorithms, the Pauli-Z operator, which

can be described by the matrix Z = (eéQ) _egz))’ is a natural choice for measurement as it is

diagonalized by the computational basis. In Dirac notation, we may refer to eéz) as being state

"|0)" and e§2) as being state "|1)". Returning to the constraint on «, we can examine the behavior

of measurements of ¥ = 23:0 aieEQ) in the computational basis. The probability of measuring

state |0) is given by |(e{)* 9|2 = |(e{?)* Yo azel?|2 = |apl|?. Similarly, the probability of

measuring state |1) is |(e{*)* 9|2 = |a1|2. Thus we see that the constraint |ag|? + |a1|? = 1 is
required to satisfy the laws of probability and describe a valid distribution.

A quantum computation can be specified in the form of a “circuit” consisting of a register of qubits, a
sequence of unitary gate operations acting on the register, and some measurements. A comprehensive
treatment of the mathematics of quantum computation can be found in [Nielsen and Chuang| |[2010].

2.2.2 QML primer

The field of QML describes the use of quantum computing to perform ML tasks. Early work focused
on using quantum primitives to implement subroutines commonly found in traditional ML algorithms,
but the field has also evolved to include full models and even optimization algorithms that can be
used to replace large portions of the classical computing workload. A brief survey of the field is
useful to provide context for our work; a more complete review of the QML field can be found in
[Schuld and Petruccionel [2021]].

Initially, QML evolved from a start in custom-designed models and methods for specific tasks [Guta
and Kottowski, |2010} |Schuld et al.2014]]. Then, the variational eigensolver [Peruzzo et al., 2014]
from chemistry appeared alongside analytical formulas for estimating gradients [Li et al.,2017] of
parameterized quantum circuits, giving rise to general-purpose algorithms for which learning could
be handled by the same optimization methods used to train classical neural networks [Krizhevsky:
et al.,[2012].

Another related field can be neatly summarized as, “quantum-inspired ML,” which borrows concepts
and tools from quantum mechanics and computing, for the purpose of running algorithms on classical
hardware. The methods have been applied successfully to classic ML problems such as learning
time series models on graphs [Mei and Moura, 2017]] and image classification [[Stoudenmire and
Schwab), 2016]], to further push the boundaries on quantum chemistry [Kanitter et al., 2025[], and even
in conjunction with QML on actual quantum hardware for text classification [Kim et al., [2025]]. While
it may not yet be clear whether quantum-inspired ML should be considered part of QML or exist as a
separate area, our tqd framework provides a toolbox for developing both.

3 Design Principles

TorchQuantum provides a pythonic statevector simulator. As suggested by the name, TorchQuan-
tumDistributed borrows the nice features and usage style from TorchQuantum, while utilizing dis-
tributed tensors to shard the statevector across multiple accelerators, allowing us to scale statevector
simulation to more qubits than previously possible.

Object Oriented and Functional Mirroring PyTorch, tqd provides object oriented and functional
interfaces to deep learning computation. This offers the flexibility to design model architecture and
also extend the framework with custom quantum operations.

Extensible As a starting point, a universal gate set using single-qubit Pauli rotation gates and the
two-qubit “CNOT” is provided, which can in principle, given infinite numerical precision, perform
any quantum operation [Nielsen and Chuang},2010]]. Of course, it may be more efficient to define
certain other commonly encountered gates, reducing the number of computations needed to perform



operations and simulate circuits. As in many other frameworks, tqd allows for easy definition of
custom quantum gate operations, though users should take care to ensure they are unitary.

Modularity This ties into extensibility. For ease of development, different functionalities are
grouped together according to the aspects of the framework they affect. For example, the logic for
implementing custom operators lives separately from the logic for tracking the dimension order of
the statevector.

Code Parsimony The usage of tq is very intuitive. However, the implementation of tq includes a
separate file for the nn.functional version of a gate as well as for the stateful nn.Module version.
tqd condenses this, defining gates only once in a central location and generating both function and
object forms of gates operations in a programmatic fashion following a consistent schema, without
sacrificing readability.

4 Implementation Details

Here we describe the salient aspects of the implementation needed to enable state vector sharding. For
expositional clarity, we will mostly deal with a single statevector corresponding to an implicit batch
size of 1 as the concepts generalize naturally to multiple statevectors. Where the batch dimension is
relevant to the discussion, we will make explicit note of it.

4.1 Bookkeeping

A large part of the work required for simulating quantum computation, especially in scaling it up
across many hardware nodes, is tracking how different dimensions of the statevector, corresponding
to qubits in the circuit, are being represented and stored at any given intermediate point during the
computation.

First, we describe how ‘tq‘ utilizes compute and data movement primitives in PyTorch. Then we
detail speed improvements that ‘tqd‘ makes over ‘tq‘. We initially ignore considerations for sharding
the statevector, focusing on them in the later section.

4.1.1 Tensor dimension order

q

—T—
To describe the computation, we introduce some more notation. Let X € (C2 X2X X2 be the
complex statevector for a g-qubit circuit. We take a gate G as defined by the ordered pair of 1) a
unitary matrix M; and 2) an ordered set of qubits on which it operates Q. A gate operating on a
statevector is denoted G(X).

Suppose we are given Q, the set of qubits on which a gate operates. Consider the operation
MoveDim(X, Q), which moves the dimensions specified in the ordered set Q to the front. This can
be implemented as torch.movedim(X, Q, destination=torch.arange(len(Q)). Note that
if Q contains all integers up to ¢, then MoveDim(-, -) is equivalent to permuting the dimensions
(torch.permute).

Further, we define its inversion MoveDim ™' (X, Q) to reorder dimensions from the front such that

X = MoveDim ™! (MoveDim(X, Q), Q). 1)

To perform the computation of the gate on the statevector X, tq rearranges the dimensions, performs
the computation using a (broadcasting) matrix multiplication primitive (denoted “mm”), and then
rearranges the dimensions back. This is summarized in Algorithm [T}

The computation of tqd follows Algorithm 2}

While if implemented using torch.permute there is no additional data movement overhead from
the additional MoveDim, it is nonetheless helpful for implementing data sharding to track the actual
tensor layout in memory.



Algorithm 1 tq computation pseudocode

Require: X, (M, Q)
Ensure: Y = G(X)
X + MoveDim(X, Q)
X + mm(M, X)
Y < MoveDim~}(X, Q)

Algorithm 2 tqd computation pseudocode

Require: X, I, (M, Q)

Ensure: MoveDim (Y, J) = G(MoveDim ! (X, 1))
X < MoveDim(X, Q)
J < [Q, I\Q| > List concatenation
Y + mm(M, X)

Three
Grouped
Qubits (8) [DomcriGaca pe
Single Qubit (L) Single Qubit Shard #1 Shard #2 |~ Complex

Batch Size (] (6] Dim (2)

Figure 1: An example dimensional arrangement for a TQD distributed tensor representating a nine
qubit statevector, with two sharded qubits. TQD always reserves the first and last dimension for
batching and to contain the real and imaginary parts. Sharded qubits correspond with the dimensions
preceding the final one, and at least two unsharded qubits are always kept ungrouped.

4.2 Sharding and dimension grouping

While section [d.1.1| provides a high level mathematical view of the computation, there are further
details to track when distributing the statevector across multiple accelerator devices. In particular,
while PyTorch places no intrinsic limitation on the number of dimensions a tensor can have, it was
not intended to work with arbitrary tensor ranks, and certain fundamental subroutines within the
underlying architecture may place their own dimension limitations. Therefore, unlike TorchQuantum,
which shapes the statevector so that each tensor dimension encodes a single qubit, tqd arranges
statevector DTensors so that some dimensions correspond with groups of multiple qubits.

FigureT]illustrates how tqd arranges a 9-qubit statevector, with 2 sharded dimensions, and a total
tensor rank of 8. In practice, we find our implementation works with tensor ranks as high as 16.
The first and final dimensions are always reserved for batching and for the real and imaginary parts
of the statevector. Distributing across d accelerators allows for sharding log, d dimensions, each
corresponding with 1 qubit. From there, tqd assumes at least two unsharded dimensions correspond
with single qubits, and that either all qubits are ungrouped, or there exist at least two grouped qubit
dimensions.

This arrangement corresponds with a linear permutation of the qubits, where continuous subsets of
qubits can be grouped together. A second tensor keeps track of exactly how the qubits are arranged
within this permutation. Reshaping the tensor corresponds with regrouping qubits without changing
their order, while permuting the tensor dimensions corresponds with rearranging groupings of tensors
in the permutation. Since reshaping and permuting tensors stored in contiguous memory is not
computationally expensive, tqd is built on a framework of interchanging qubit positions within the
grouping permutation. This allows us to easily retrieve the qubit dimensions needed to perform gate
multiplications and redistribute across devices.

4.3 Shot noise

Shot noise describes the randomness inherent to the process of quantum measurement. Specifically,
each run of the circuit ending in measurement yields a categorical variable. Typically, we run
many shots of the circuit, and the many independent realizations of the categorical variable can



be summarized by a multinomial variable. Because this is inherent to the way we retrieve useful
information from the quantum device, we view shot noise as an essential component of quantum
simulation. We describe two different ways we incorporate this stochasticity into our framework
along with their benefits and drawbacks.

We can perform sampling from the exact multinomial distribution. This is slow and not differentiable.
Thus, this may be preferred during inference to get more accurate characterization of the models.

In the high-shot limit, the multinomial variable can be well-approximated by a degenerate multivariate
Gaussian variable [Georgii,[2012]]. While not exact, this is fast and differentiable, as it is an application
of the reparameterization trick [Kingma and Welling| [2014]]. Thus, this may be more useful during
training, where we still wish to run the model in a robust, noise-aware manner [Kim et al.| [2025]], but
also value optimization iteration speed.

Gradient flow

Gradient flow —_—
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Figure 2: Left: exact sampling breaks differentiability. Right: approximate sampling uses the
reparameterization trick to maintain differentiability.

Figure [2] shows the breaking of the computational graph caused by exact sampling, which is a
non-differentiable operation (left), and the application of the reparameterization trick to approximate
sampling from the quantum circuit in a differentiable way (right).

4.3.1 Exact

Sampling from a multinomial can be accomplished on a single accelerator in a straightforward call
to torch.multinomial (). However, when the statevector is split across multiple accelerators, the
same mathematical operation is not so simple to implement faithfully. Interestingly, we can utilize
several statistical properties of the multinomial to perform this in a distributed fashion.

Take X ~ M (n,p) to be jointly multinomial variables, for parameters 0 < p; < 1 that satisfy
Zf;ol p; = 1 and integer n. That is, {x; } has the PMF

k—1
n! .

P(xo = zo,x1 = T1,. .., Xp—1 = Tp—1) = p(To, T1, ..., Tp—1) = —5—7— pr @)

i =0

leo ;! =

supported on integers x; such that Z::Ol T =n.

m—1
Suppose we have a set of m index sets {I; } suchthat |J I; = {0,...,k—1}and;I; = @ Vi # j.
i=0
That is, the index set is non-overlapping and covers the integer indices up to but excluding k. Then
consider the variables y; = Zieﬂj x;. Then the variables y; are themselves multinomial with

parameters q; = Zieﬂj p; [Georgii, 2012],
y ~ M(n,q). 3

Next, we note that the variables {x; : ¢ € I; }|y; are also multinomial Georgii|[2012]]. This points to a
hierarchical sampling scheme, which groups individual local variables x; to form intermediate y;,
then samples values of y;, and finally samples the x;’s conditional upon the y;’s. Practically, we can
associate each accelerator with its own I; with the indices for variables for which it locally contains



the parameters. One small round of initial communication is required where each accelerator shares
its g; so that they can all can assemble the full vector q. With a shared seed, each accelerator can
then sample Y in parallel, then taking y; to sample x;.

4.3.2 Approximate

Let the diagonal matrix D have diagonal elements D;; = ,/p;. As the number of shots n grows, we
have a certain convergence in distribution to a multivariate Gaussian

Yn ~ M(p,n) )

1
X, = =D (Yo —np) (5)
X~ N(0,%) (6)
=X, %5 x N

where 3;; = p;(1 — p;) and 3;; = —p;p; for ¢ # j [Georgii, 2012]]. One way to sample from the
Gaussian is to have access to S, a matrix factorization of the covariance satisfying ¥ = SST. Then
we can undo the transformation from X,, to y,, to approximate the multinomial sample. We use a
factorization based on a Householder transformation that can be fairly easily computed. Let the
unnormalized vector v = e,(ck)

u= e,(ck), we take v = 0). Then we can take

— u and its normalization v = v /||V||2 (in the degenerate case where

S=I—-vv'. (8)

Finally, for completeness, taking i.i.d. unit normals z; ~ A(0,1) fori = 0,...,k —2and z =
(zo ... Zp—2 O)T, we have

Yn =np + \/EDxn 9

X, = Sz (10)

=Y, =np + v/nDSz. (11)

4.4 Backpropagating Invertible Computations

Since quantum computing is built on unitary operations, the computations are invertible. This means
that for backpropagation, we may recompute intermediate activations instead of storing them. For
memory-intensive settings such as quantum simulation, this can be used to ameliorate some of the
memory requirements for enabling differentiability.

Concretely, let Ox (Oy) denote the gradient of the loss function with respect to vector (matrix) variable
x (U). Then consider a layer implementing unitary matrix multiplication,

y = Ux (12)
O =UTo,
{%_®g. (13)

Generally, our automatic differentiation framework would “see” Equation (I3]) and store the interme-
diate activation x to compute the gradient Jyy. However, since the inverse of a unitary is its conjugate
transpose, we can instead implement the backward pass of Equation (T3) using

x = U"y. (14)

This removes the need to store the layer input x at the expense of recomputing it from layer output y.

S Profiling

As a fundamental proof of concept, we conduct a basic profiling test of tqd by simulating a rudimen-
tary ansatz using a multi-node HPC cluster. Each node within the cluster contains 4 AMD MI250X
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Figure 3: The primary building block for the ansatz (left) consists of unitaries with a ladder structure
across the width of the circuit. Each block Uj; is defined as a combination of a controlled NOT and a
single-qubit rotation Ry of angle 6; (right).

accelerators, each containing 2 graphics compute dies, which act effectively as separate 64GB GPUs.
For these profiling experiments, we use the circuit structure shown in figure 3} a ladder structure
consisting of entangling CNOT and Pauli Y rotation gates, since it is a commonly used ansatz
component throughout QML models [Kim et al.,[2025]]. With a batch size of 16, we run 5 iterations
of Adam [Kingma and Ba}|2015]] to optimize the initial circuit input, but not the ansatz parameters.
Information from the final gradient update step is recorded for profiling. More specifically, for a single
GPU, the first according to the world topology, we record the total walltime, the total time dedicated
to all-to-all communication, and the total memory used, though not simultaneously utilized, for all
GPU operations within the final update step. These three benchmarks were chosen as qualitative
measures of the leading compute costs with respect to problem size and accelerator count.

5.1 Scaling

24 Qubit "Strong" Scaling Results ) 18 - 28 Qubit "Weak" Scaling Results
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Figure 4: Basic "strong" and "weak" scaling tests of tqd, applying the ansatz from ﬁgureto qubit
sizes between 18 and 28. We vary the number of accelerators between 1 and 1024. We perform
benchmarking by collecting the walltime, total NCCL all-to-all communication time, and total
memory usage recorded by a single GPU for one forward—backward pass through the ansatz.

The results of these benchmarking experiments are depicted in figure[d Here, we perform a "strong"
and "weak" scaling test as the total number of GPUs is doubled incrementally from 1 to 1024. Our
use of quotations is intended to indicate that these are only basic proof of concept tests, not thorough
explorations of the full extent of tqd’s capabilities. For the "strong" scaling test, we perform a
24-qubit test at all world sizes, while for the "weak" scaling test, we incrementally increase problem
size from 18 to 28 qubits. Presented on a log—log scale, these results in both cases indicate favorable
power law trends between world size and nearly all benchmarks: for the "strong" scaling test, the
additional overhead incurred by inter-GPU communication does not appear to substantially hinder
the expected improvement in walltime.

6 Conclusion

We have introduced tqd, a tool for scalable hardware-accelerated, differentiable quantum statevector
simulation that is extensible. We have shown basic proofs of concept indicating favorable scaling
behavior when applying tqd to circuit simulations inspired by common QML ansatze, and it is our
hope that this tool may find itself incorporated into many future QML research pipelines.

Potential future work on this simulator includes profiling peak GPU usage, network traffic, and
incorporation of circuit-cutting and knitting techniques to ameliorate the communication costs.
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A API Example Usage

We will now show some simple examples of how to use tqd.

First, in Listing|1} we see the basic building blocks for circuit construction: initializing a quantum
circuit, applying gates in 3 different paradigms, and finally taking a measurement.

Listing 1 Basic usage example: basic_example.py

import torch
import tqd

nqg = 6 # number of qubits
qdev = tqd.DistributedQuantumDevice (nq)

# functional on the gdev
tqd.z(qdev)

# create a stateful RY gate module that tracks its own parameters
ry = tqd.RY(wires=[0], params=torch.pi/3)
ry(qdev)

# operate directly using qdev's own methods
qdev.cx(wires=[0,1])

exact = tqd.measure_allZ(qdev)

This snippet could be run with 2 GPUs as
torchrun --nproc-per-node=2 basic_example.py

For a more sophisticated example, we now show the differentiability, composability, and invertibility
in Listing 2]
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Listing 2 Typical usage: main_example.py

import torch
import tqd
import tqd.module

rank = os.environ['RANK']

qdev = tqd.DistributedQuantumDevice (
nq,
bsz=batch,
device=f'cuda',
world_sz=world_sz,
invertible=True,

)

func_list = [
{'func': 'ry', 'wires': [i], 'input_idx': [i]}
for i in range(nq)
]
enc = tqd.GeneralEncoder (func_list)
base_mod = [enc]
for _ in range(3): # 3 sets of alternating CNOT ladders and RYs
base_mod = base_mod + \
[tqd.CX(wires=[i, (i+1) % nql) for i in range(nq)] + \
[tqd.RY(wires=[i]) for i in range(nq)]
mod = tqd.module.InvertibleUnitary(base_mod)
mod.train()

def fun(qdev, inp):
qdev.reset_states()
mod(qdev, inp)
meas_approx = tqd.measure_allZ(qdev, shots=0, training=True)
return meas_approx

# test backprop:

x_1 = torch.nn.Parameter (torch.rand([batch, nql, device=f'cuda:{rank}') * torch.pi /

- 3)

opt = torch.optim.Adam([x_i])
loss_s = []
for i in range(10):

opt.zero_grad()
out_i = fun(qdev, x_i)

loss = out_i.abs().sum()
loss_s.append(loss.item())
loss.backward()

opt.step()
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