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Abstract

There has been a surge in the use of large
language models (LLM) conversational agents
to generate responses based on long-term his-
tory from multiple sessions. However, existing
long-term open-domain dialogue datasets lack
complex, real-world personalization and fail
to capture implicit reasoning—where relevant
information is embedded in subtle, syntactic,
or semantically distant connections rather than
explicit statements. In such cases, traditional re-
trieval methods fail to capture relevant context,
and long-context modeling also becomes inef-
ficient due to numerous complicated persona-
related details. To address this gap, we intro-
duce IMPLEXCONV, a large-scale long-term
dataset with 2,500 examples, each containing
approximately 100 conversation sessions, de-
signed to study implicit reasoning in personal-
ized dialogues. Additionally, we propose TAC-
ITREE, a novel hierarchical tree framework that
structures conversation history into multiple
levels of summarization. Instead of brute-force
searching all data, TACITREE enables an effi-
cient, level-based retrieval process where mod-
els refine their search by progressively selecting
relevant details. Our experiments demonstrate
that TACITREE significantly improves the abil-
ity of LLMs to reason over long-term conversa-
tions with implicit contextual dependencies.

1 Introduction

Large language models (LLMs) have revolution-
ized conversational Al by enabling personalized
and context-aware dialogue generation (Achiam
et al., 2023; McTear, 2022). Recent advances al-
low LLM-based agents to recall and integrate a
long-term conversational history across multiple
sessions, significantly enhancing coherence and
personalization (Zhong et al., 2024; Li et al., 2024,
Wang et al., 2023). In this paper, we focus on
implicit reasoning, arguably the most challenging
conversational setting, where relevant information
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Figure 1: An example from IMPLEXCONYV illustrating
opposed (left) and supportive (right) implicit reasoning.
The orange block is the user query, the red blocks are
implicit scenarios with low semantic similarity to the
query, and the blue blocks are noisy but lexically related
conversations that obscure the correct response.

is embedded in subtle syntactic patterns or seman-
tically distant connections rather than explicitly
stated, as demonstrated in Figure 1.

As shown in Table 1, none of the existing
datasets incorporates implicit reasoning scenarios
— Large-scale datasets (Jang et al., 2023) lack ses-
sion depth, while deep but small datasets (Wu et al.,
2024) lack structured personas critical for conversa-
tional consistency. To bridge this gap, we construct
IMPLEXCONV, a large-scale dataset with 2,500
multi-session examples (~100 sessions each) and
600 thousand persona traits designed to maintain
session coherence. IMPLEXCONYV uniquely intro-
duces implicit reasoning scenarios, where carefully
curated questions with verifiable answers reveal
persona traits that subtly reinforce or oppose other
personalization details, while maintaining low se-
mantic similarity that makes such reasoning diffi-
cult to trace.

Implicit reasoning is particularly challenging to
existing retrieval (Shuster et al., 2021; Fan et al.,
2024) and long-context modeling (Xiong et al.,



# of Conv. Avg. Turns Avg. Implicit
/ # Sessions per Conv. Tokens Reason

13K/ 13K 79 114.7 X
10K / 10K 14.8 2452 X
4K /12K 53.3 1,225.9 X
200K / 1M 58.5 1,054.7 X
10/ 1K 3049  9,209.2 X
X

X
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Dataset

Daily Dialog (Li et al., 2017)
PersonaChat (Zhang, 2018)
MSC (Xu, 2021)

CC (Jang et al., 2023)

LoCoMo (Maharana et al., 2024)
PerLTQA (Du et al., 2024) 1/4K 15K M
LONGMEMEVAL (Wu et al., 2024) 500 / S0K 5K 115K
IMPLEXCONYV (Ours) 2500/ 255K 2K 60K

Table 1: Comparison of IMPLEXCONV with existing
datasets, highlighting its large-scale multi-session struc-
ture and unique focus on implicit reasoning.

2023; Xu et al., 2023) techniques because it re-
quires models to move beyond surface-level pat-
tern recognition toward deeper reasoning over long-
term interactions. As dialogue history accumulates,
numerous persona-related details can obscure criti-
cal implicit knowledge, making it increasingly diffi-
cult for long-context modeling techniques to extract
and utilize relevant information effectively. The
presence of excessive persona details often leads to
retrieval inefficiencies, where dominant but less rel-
evant traits overshadow essential implicit patterns,
resulting in inconsistencies in generated responses.

We propose TACITREE, a novel framework de-
signed to address the inefficiency of retrieving im-
plicit knowledge in long-term conversations, as
shown in Figure 3. While LLMs can inherently as-
sess whether an implicit scenario relates to a query,
brute-force retrieval (Lin, 2009) that inspects every
individual fact can achieve a high recall, however, it
would suffer from prohibitive computational costs.
TACITREE overcomes this by structuring conversa-
tional history into a hierarchical tree, where lower-
level nodes capture fine-grained details and higher-
level nodes aggregate these into abstract summaries.
By grouping relevant information into subtrees, our
framework enables subtree skipping by evaluating
high-level summaries — only when a summary
is relevant does the model drill down into finer-
grained details. This hierarchical approach reduces
the search space by orders of magnitude compared
to brute-force retrieval while retaining high accu-
racy, as LLMs leverage their inherent reasoning
ability to navigate the tree.

We evaluate IMPLEXCONV and TACITREE via
question-answering tasks. IMPLEXCONV exhibits
20% lower semantic similarity between queries
and ground-truth answers compared to existing
datasets, reflecting its unique challenge of high
implicitness. TACITREE achieves 30% higher re-
trieval accuracy than baselines (e.g., RAG, Mem-
oryBank), which struggle with implicit reasoning
unless retrieving excessive amounts of information.

Notably, TACITREE achieves this with 40-60%

fewer tokens, demonstrating efficient extraction of

implicit knowledge without sacrificing precision.
Our contributions are summarized as:

* We introduce IMPLEXCONV, a large-scale multi-
session dialogue dataset specifically designed to
evaluate implicit reasoning in long-term person-
alized conversations.

* We propose TACITREE, a hierarchical tree-based
framework that efficiently stores and retrieves
long-term conversational history, enabling mod-
els to extract implicit knowledge with level-based
retrieval.

» Experimental results demonstrate the high im-
plicitness of our dataset and the significantly
improved retrieval accuracy of our framework,
achieved with a smaller retrieval token size.

We will release code and dataset upon acceptance.

2 Related Work

Long-term conversational Al research spans
both dataset construction and memory-enhanced
methodologies. Existing multi-session dialogue
datasets primarily focus on continuity, person-
alization, or memory retention, but they lack
the necessary complexity for implicit reasoning.
While datasets such as MSC (Xu, 2021) and Lo-
CoMo (Maharana et al., 2024) incorporate struc-
tured long-term interactions, they do not explicitly
model implicit reasoning. Similarly, methodolo-
gies for long-term memory, including structured
memory mechanisms (Zhong et al., 2024) and RAG
frameworks (Lewis et al., 2020), aim to improve
historical context utilization but struggle with im-
plicit dependencies Additional discussions on re-
lated datasets and methodologies are provided in
Appendix A.

3 IMPLEXCONYV Collection

We introduce IMPLEXCONV, a large-scale dataset
designed to evaluate implicit reasoning in long-
term multi-session conversations as shown in Fig-
ure 2. It comprises 2,500 examples, each contain-
ing approximately 100 dialogue sessions. Unlike
existing datasets, IMPLEXCONV includes carefully
constructed implicit reasoning scenarios—both op-
posed and supportive—that require retrieval of sub-
tle and semantically distant connections embedded
in extensive dialogue histories rather than explicit
statements. These properties make IMPLEXCONV
a challenging benchmark for evaluating retrieval-
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Figure 2: Overvew of IMPLEXCONV construction. Implicit reasoning is generated from persona traits, followed by
QA creation and multi-session chat history construction using simulated and real-world dialogues.

based and long-context models. Our dataset con-
struction consists of persona extraction, implicit
reasoning generation, and multi-turn conversation
formulation to ensure realism and diversity.

3.1 Persona Extraction

We begin by extracting a diverse set of personas P
from Persona Hub (Ge et al., 2024). Each persona
is described by single-sentence attributes detail-
ing demographics, careers, personal goals, or daily
activities (see Appendix B for examples). To en-
sure consistency for long-term coherence, we stan-
dardize the originally free-form persona descrip-
tions into structured statements explicitly starting
with "This person..." using an instruction-tuned lan-
guage model (LLM) M; as shown in Code 1.

3.2 Implicit Reasoning

Implicit reasoning constitutes the core challenge
of IMPLEXCONV, requiring models to retrieve in-
formation indirectly inferred from subtle conversa-
tional cues rather than direct mentions. For each
persona trait p € P, we generate 20 opposed and
20 supportive implicit reasoning scenarios via LLM
M. As illustrated in Figure 1, opposed reasoning
scenarios I?, present situations that implicitly con-
flict with persona traits (e.g., persona: “This person
enjoys sports”; opposed scenario: “I recently broke
my leg”). Supportive scenarios R subtly reinforce
these traits (e.g., persona: “This person shares facts
on a personal blog”; supportive scenario: “Drafting
my newsletter takes significant time”). To ensure
subtlety and quality, we filter scenarios using an
instruction-tuned embedding model E. We com-
pute semantic similarities between generated sce-
narios and the original persona trait, retaining only
those with similarity scores below a threshold S.

Cases with borderline similarity scores undergo hu-
man verification, resulting in refined sets R, and
R..

3.2.1 Opposed Reasoning Scenarios

From the filtered set R], we prompt M; to se-
lect the most implicitly opposed scenario R}, with
Code 5. If the model outputs multiple or ambiguous
candidates, human annotators manually determine
the best scenario, following standardized instruc-
tions. The detailed human evaluation process is
shown in Appendix C. We then formulate a corre-
sponding question-answer task: a general daily-life
question ¢, is generated such that, without R}, the
answer a, would naturally align with the original
trait p. However, due to the implicit scenario R,
a, must reflect this changed circumstance, ensuring
precise evaluation.

3.2.2 Supportive Reasoning Scenarios

Unlike opposed implicit reasoning, which presents
a more challenging inference task, supportive im-
plicit reasoning is designed to be comparatively
easier to test. Supportive reasoning scenarios from
R, are verified again using M, instructed explic-
itly to identify alignment confidently. Uncertain
cases undergo additional human review similar to
opposed reasoning scenarios. The verified multi-
ple scenarios R} directly inform straightforward
yes/no questions designed around the original trait,
ensuring clarity and ease of evaluation. The ex-
pected answer depends on whether the implicit
reasoning supports the original persona trait.

3.3 Conversation Formulation

The final construction phase generates realistic
multi-turn conversations based on previously se-
lected implicit reasoning scenarios. For opposed
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Figure 3: Overview of TACITREE framework. TACITREE organizes long-term conversational history into a
hierarchical structure, clustering related facts to enable efficient retrieval of implicit reasoning. By leveraging LLMs
to refine relevant information while discarding unrelated details, the framework reduces search space and improves

retrieval efficiency.

reasoning scenarios, we increase evaluation diffi-
culty by generating five additional scenarios with
higher semantic similarity to the target question g,
than R}, creating distracting but incorrect context.
Each scenario, including the original trait p and
the selected opposed reasoning R}, is expanded
into separate dialogue sessions simulating human-
chat assistant interactions. Sessions are assigned
timestamps ensuring temporal coherence, explic-
itly preventing an immediate sequence of R}, after
p. Supportive reasoning scenarios similarly form
the basis for multiple dialogue sessions.

To further increase realism and challenge, we in-
troduce additional noisy sessions sourced from pub-
licly available conversational datasets (CC (Jang
et al., 2023), LLM-Redial (Liang et al., 2024), and
UltraChat (Ding et al., 2023)). These real-world
dialogues, semantically related but insufficient for
correct implicit reasoning, act as challenging noise.
Since CC contains human-human dialogues, we
convert them into a human-assistant format to en-
sure consistency. All noisy sessions are randomly
interleaved with implicit scenarios, enhancing real-
ism. These inserted sessions also undergo semantic
similarity checks and human verification to exclude
unintentionally supportive noise, maintaining eval-
uation rigor. Each persona trait thus associates
with over 15 dialogue sessions encompassing both
targeted implicit scenarios and challenging noisy

contexts. The final IMPLEXCONYV instances are
created by randomly sampling and merging dia-
logue sessions from multiple personas, containing
approximately 100 sessions per example.

3.4 Implicitness of Datasets

To evaluate the implicit nature of IMPLEXCONV,
we measure the semantic similarity between the
query and its corresponding answer across differ-
ent datasets. A higher semantic distance indicates
that the answer is less explicitly stated in the con-
versation history, making retrieval and reasoning
more challenging. We define Implicitness Score
(IS) equals to 1 — Sim (@, A), where @ is the query,
A is the ground truth answer, and Sim(-) represents
cosine similarity over sentence embeddings. Fig-
ure 4 presents the distribution of IS across mul-
tiple datasets. Traditional multi-session datasets,
such as MSC and CC, exhibit relatively low im-
plicitness scores, averaging around 37%-0.38%,
indicating that their target information can often
be retrieved through direct semantic similarity. Lo-
CoMo and LongMemEval display slightly higher
scores, suggesting a moderate increase in reasoning
complexity but still relying on explicit contextual
cues. In contrast, IMPLEXCONV demonstrates sig-
nificantly higher IS scores, with supportive and
opposed reasoning scenarios averaging 64% and
65%, respectively. These findings highlight IM-
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Figure 4: Distribution of implicitness scores across
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and opposed cases of IMPLEXCONV, respectively.

PLEXCONYV as a more demanding benchmark for
evaluating retrieval-based models, requiring deeper
inference beyond surface-level techniques.

4 Framework

We introduce TACITREE, a hierarchical retrieval
framework explicitly designed for efficiently ex-
tracting implicit reasoning from long-term conver-
sational histories. Unlike conventional retrieval
methods that rely solely on direct semantic simi-
larity checks, TACITREE organizes historical con-
versational facts into a hierarchical tree structure,
mirroring human cognitive strategies. Our key in-
sight is that while LL.Ms can identify implicit rel-
evance, querying each fact individually is compu-
tationally infeasible. Instead, TACITREE hierar-
chically clusters and summarizes conversational
history at multiple abstraction levels, enabling ef-
ficient navigation of relevant nodes and effective
pruning of irrelevant branches. This structured re-
trieval not only significantly reduces search time
but also enhances interpretability by clearly tracing
decision pathways, closely aligning with intuitive
human reasoning processes. Figure 3 illustrates our
approach, with details provided in the subsequent
sections.

4.1 Fact Extraction and Initial Clustering

Given a conversation session ¢ from the long-term
history, we prompt an LLM M5 to extract all facts
that capture long-term conversational context, fol-
lowing the strategy used in LONGMEMEVAL (Wu
et al., 2024). These extracted facts typically form
a comprehensive but redundant fact set /. To
enhance retrieval efficiency and maintain inter-
pretability, we cluster semantically related facts
into coherent groups. We use the embedding
model described in Section 3 to encode these facts
into dense vector representations, subsequently ap-

plying UMAP (Mclnnes et al., 2018) for dimen-
sionality reduction. A Gaussian Mixture Model
(GMM) (Reynolds et al., 2009) then clusters the re-
duced embeddings, effectively capturing complex
semantic relationships. Each cluster’s size is con-
strained to a maximum threshold k, resulting in an
initial set of clusters,

o_ |IFl
H—LkJ, (1)

where H? denotes the total clusters at the base
level. Each cluster is then summarized by Mo,
yielding concise yet comprehensive representations
{sY Z-Iiol, which constitute the leaf nodes of our
hierarchical retrieval structure.

4.2 Hierarchical Tree Construction

Using leaf-node summaries {s’}, we iteratively
construct the hierarchical tree by further clustering
and summarizing nodes from lower levels. At each
hierarchical level j, nodes from the previous level
are clustered and summarized into progressively
more abstract summaries,

HI7!
)

H? = { 2
Each summary sg thus offers an increasingly gen-
eral abstraction of underlying conversational con-
texts. The iterative construction continues until
reaching the top-level abstraction size L, enabling
intuitive, top-down navigation and interpretation.
This hierarchical structuring significantly enhances
interpretability, allowing clear visualization of how
high-level abstract nodes connect down to detailed,
specific facts. Critical details are preserved at
lower-level nodes, ensuring no essential informa-
tion loss while providing high-level navigational
efficiency.

4.3 Information Retrieval

TACITREE employs its hierarchical structure to
facilitate efficient retrieval of implicit reasoning.
Given a query g, retrieval initiates at the highest
hierarchical summaries and progressively refines
its search downward. At each level, instead of
performing similarity comparisons, we prompt My
to selectively identify relevant clusters:

SI = sl | Ma(q,s])isrelevant.  (3)

This targeted strategy drastically reduces compu-
tational complexity by pruning irrelevant subtrees



early in the retrieval process, significantly accelerat-
ing response times. Relevant summaries identified
at each level are recursively refined downwards un-
til leaf-level summaries Sg are retrieved. Each leaf-
level summary directly connects to its original, de-
tailed fact cluster, ensuring complete access to the
critical information necessary for accurate implicit
reasoning. Unlike brute-force approaches that in-
spect every individual fact, TACITREE groups and
filters information in a structured manner, signif-
icantly improving retrieval accuracy while main-
taining efficiency.

5 Experiments

This section presents our experimental setup, in-
cluding the datasets, baseline methods, evaluation
metrics, and implementation details. We evalu-
ate models on multi-session conversations using
retrieval accuracy, answer correctness, and token
efficiency, ensuring a rigorous comparison across
different approaches.

5.1 Experimental Settings

Datasets. We conduct experiments on five bench-
mark datasets to evaluate how well models han-
dle long-term history in multi-session conversa-
tions. These datasets include MSC, CC, Lo-
CoMo,LongMemEval, and our proposed dataset,
IMPLEXCONV. Table 1 provides an overview of
each dataset’s information. The number of sessions
per conversation ranges from 5 to 500, enabling
a comprehensive evaluation of the models’ ability
to store and retrieve relevant information across
different conversation lengths.

Compared Methods. We compare our TAC-
ITREE framework with three types of baselines:
memory-based methods, RAG approaches, and
long-context models. For memory-based methods,
we use MemoryBank (Zhong et al., 2024), which
is designed to store and retrieve long-term persona
information. MemoryBank simulates human mem-
ory retention by dynamically updating stored in-
formation over time. RAG-based approaches re-
trieve relevant information using different selec-
tion strategies: a simple semantic similarity-based
retrieval, a summarization-based approach that
condenses raw conversations before retrieval, and
GraphRAG (Edge et al., 2024), which organizes
knowledge into a structured graph and applies com-
munity detection for modular, query-focused sum-
marization. Long-context models, in contrast, pro-

cess full conversation histories without retrieval, ei-
ther using the raw dialogue in its entirety or extract-
ing key facts before feeding them into the model.

5.2 Evaluation Metrics

There are various ways to evaluate baseline perfor-
mance, including question answering, event sum-
marization, and dialogue generation. In this paper,
we focus on question answering (QA) task, as it
provides a clear and intuitive way to assess both
the implicit nature of IMPLEXCONV compared to
other benchmark datasets and the performance of
baseline frameworks. We use three key metrics to
evaluate the performance of different frameworks.

Retrieval Accuracy. To evaluate how well a
framework retrieves the necessary background in-
formation while ensuring efficiency, we use the
F1 score, which balances both relevance (recall)
and conciseness (precision). Given a retrieved con-
text C,. and the ground truth context C,, we define
retrieval accuracy as,

2 x|CrNCy

Retrieval ACCUracy = W,
r g

“

where |C,. N Cy| represents the overlap between the
retrieved and ground-truth contexts. This formula-
tion ensures that retrieved content is both compre-
hensive and efficient, avoiding excessive retrieval
that may introduce noise.

Answer Correctness. Since it is difficult for the
predicted response to exactly match the ground
truth, we prompt an LLM to judge whether the
predicted answer is semantically equivalent to the
ground truth. We also conduct human evaluation
to verify correctness. A detailed illustration is pro-
vided in Appendix E.

Token Efficiency. While more information gen-
erally improves performance, excessive token us-
age increases computational cost. We analyze the
trade-off between performance and token usage
by measuring the token-to-accuracy ratio, which
helps assess efficiency in long-term conversation
retrieval.

5.3 Implementation Details

To mitigate hallucination, we employ differ-
ent LLMs for dataset generation and frame-
work implementation.  Specifically, we use
Llama-3.1-405B-Instruct (Touvron et al., 2023)
to construct the dataset and GPT-40-mini (Achiam



Datasets

Category Method w/o implicit reason w/ implicit reason
MSC CC LoCoMo LongMemEval IMPLEXCONV (Supp.) IMPLEXCONYV (Opp.)

Memory-based MemoryBank 24.96 41.24 10.97 15.42 15.90 7.95

Raw 512 14.64 4.64 6.33 2.31 0.65
RAG Summary 21.27 40.75 26.75 19.87 12.66 5.58

GraphRAG 7.42 9.69 10.28 11.69 3.00 0.85

Facts 28.43 35.83 14.36 15.05 28.96 7.62
TACITREE

Summary 42.65 46.20 16.63 20.15 55.18 14.84

Table 2: Retrieval Accuracy (F1 score) across Different Frameworks and Datasets

et al., 2023) to implement the framework and
evaluate its performance across various base-
lines. For embedding representations, we use
stella_en_1.5B_v5 (Zhang et al., 2024) as the
embedding model E. All prompts used in this pa-
per are provided in the Appendix. To ensure diverse
implicit reasoning scenarios, we set the similarity
threshold 8 = 0.4. For clustering facts, we set the
maximum cluster size to k = 6. The root-level
cluster size L is set to 15. If the number of nodes
at a level drops below this threshold, we terminate
clustering and designate it as the root level to pre-
serve high-level summarization.

For the QA task, we evaluate model performance
across multi-session datasets to ensure consistency.
Since MSC and CC do not contain explicit QA
pairs, we treat the first four sessions as conversa-
tion history and evaluate QA performance based on
the response in the fifth session. As these datasets
also lack annotated evidence, we consider an an-
swer correct if it aligns with the target response,
indicating successful retrieval of relevant informa-
tion. Furthermore, because IMPLEXCONV com-
prises two distinct reasoning types—supportive and
opposed implicit reasoning—each with fundamen-
tally different QA dynamics, we evaluate them sep-
arately. To assess whether retrieved summaries or
detailed facts contribute more effectively to accu-
rate responses, we conduct evaluations using both
the retrieved summaries and their corresponding
original, detailed fact sets independently.

6 Results

This section presents our results on retrieval accu-
racy, response accuracy, and token efficiency. We
analyze how well models retrieve implicit infor-
mation, the trade-off between accuracy and token
usage, and the challenges of opposed implicit rea-
soning.

6.1 Information Retrieval Accuracy

Our evaluation of retrieval accuracy, shown in Ta-
ble 2, demonstrates that TACITREE outperforms
all baselines on IMPLEXCONV, achieving the high-
est F1 scores in both supportive (55.18%) and op-
posed (14.84%) implicit reasoning scenarios. This
highlights its ability to effectively retrieve relevant
implicit knowledge, even when semantic similar-
ity with the query is low. Traditional RAG-based
approaches perform competitively on datasets with-
out implicit reasoning (e.g., CC: 40.75%, Lo-
CoMo: 26.75%), but their performance drops sig-
nificantly on implicit reasoning tasks, with scores
of 12.66% (supportive) and 5.58% (opposed), re-
spectively. This indicates that standard retrieval
techniques struggle with retrieving non-explicit ev-
idence. While GraphRAG incorporates structured
retrieval through graph-based knowledge represen-
tation, it still underperforms across all datasets,
suggesting that graph-based retrieval alone is in-
sufficient for handling implicit reasoning (further
analysis provided in the Appendix D).

6.2 Response Accuracy and Token Size

Response accuracy typically improves with in-
creased retrieval content, but this comes at the cost
of higher computational demands due to increased
token usage. To systematically test this trade-off,
we compare performance across various frame-
works and datasets, as illustrated in Figure 5 and
detailed in Tables 4 and 5. Our analysis reveals that
models using larger token sets, particularly long-
context methods that use entire raw conversations,
tend to achieve higher QA accuracy. However,
these improvements are often marginal relative to
the substantial increase in computational resources
required. For example, in LongMemEval, retriev-
ing the entire conversation (102,928 tokens) yields
only a 2% accuracy gain compared to TACITREE,
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Model TACITREE Long-Context
Summary Facts Raw Facts
GPT-40-mini 5.53 737 242 6.84
GPT-03-mini 9.97 990 242 6.84
GPT-ol 29.70 28.71 495 21.78

Table 3: Response accuracy across different models.

which retrieves only about 1% of the tokens used by
the raw approach. TACITREE effectively balances
accuracy and token efficiency by selectively retriev-
ing relevant information. On the supportive reason-
ing subset of IMPLEXCONV, TACITREE achieves a
response accuracy of 76.26% while retrieving just
172.66 tokens. In contrast, RAG-Raw retrieves sig-
nificantly more tokens (3045.94) but achieves lower
accuracy 65.89%. This highlights TACITREE’s
ability to selectively retrieve crucial details effi-
ciently, substantially reducing computational costs
without compromising performance. Additionally,
in opposed reasoning cases, long-context methods
demonstrate poorer performance due to the exces-
sive retrieval of semantically related yet misleading
information. These methods often obscure critical
implicit details with noisy contexts, significantly
impacting their accuracy. TACITREE effectively
mitigates this issue by selectively retrieving essen-
tial implicit reasoning details, thereby consistently
outperforming long-context baselines in these chal-
lenging scenarios.

6.3 Opposed Implicit Reasoning Analysis

Table 3 presents the results for opposed reasoning,
where retrieval accuracy remains high, but response

accuracy is notably low. This suggests that implicit
reasoning is particularly challenging, as noisy yet
lexically relevant conversations can obscure the cor-
rect answer. To address this, we tested more pow-
erful LLMs, including GPT-03-mini and GPT-ol.
The results indicate a clear trend: more powerful
models perform better, with GPT-o1 achieving the
highest accuracy at 29.70%, while GPT-03-mini
also outperforms GPT-40-mini. These findings
highlight the importance of stronger reasoning ca-
pabilities in handling complex implicit reasoning
tasks.

7 Conclusion and Future Work

In this work, we introduce IMPLEXCONYV, a large-
scale multi-session dataset designed to evaluate
implicit reasoning in long-term personalized con-
versations. Unlike existing benchmarks, IMPLEX-
CONV incorporates subtle, semantically distant rea-
soning patterns that challenge traditional retrieval
and long-context modeling approaches. To address
these challenges, we propose TACITREE, a hier-
archical tree-based framework that efficiently re-
trieves implicit knowledge while maintaining token
efficiency. Our experiments demonstrate that IM-
PACT significantly improves retrieval and response
accuracy, outperforming baselines with less cost.
Future work includes enhancing implicit reasoning
capabilities by integrating adaptive retrieval mecha-
nisms and exploring more advanced LLM architec-
tures to better handle complex, context-dependent
reasoning in long-term dialogues.



Limitations

While IMPLEXCONYV provides controlled evalua-
tion of implicit reasoning, portions of the dataset
are synthetically generated via LLM prompting,
which may exhibit sensitivity to prompt design
choices. Though we implement rigorous prompt en-
gineering to ensure scenario quality, reproducibil-
ity across different LLM versions remains an open
challenge. Furthermore, while our current imple-
mentation demonstrates efficient static retrieval,
real-time updates to the hierarchical tree structure
when integrating new dialogues could introduce
computational costs. We identify promising miti-
gation strategies—such as incrementally assigning
new dialogues to existing clusters and creating new
branches only when necessary—as valuable direc-
tions for future work. These approaches would
enable partial tree updates while preserving the
core hierarchy, avoiding full reconstructions during
dynamic deployment scenarios.
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A Related Work

Long-term or Multi-session Dialogue Datasets
Existing long-term dialogue datasets focus on dif-
ferent aspects of conversational memory and per-
sonalization. MSC(Xu, 2021) introduces five-
session human-human dialogues with annotated
summaries to enhance continuity. CC(Jang et al.,
2023) and LoCoMo(Mabharana et al., 2024) gener-
ate long-term multi-modal conversations with struc-
tured persona timelines. PerLTQA(Du et al., 2024)
emphasizes personalized long-term QA without
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multi-session dialogue dynamics. Furthermore, Di-
alSim(Kim et al., 2024) assesses dialogue similar-
ity, focusing on coherence rather than long-term re-
trieval. Recent dataset LONGMEMEVAL(Wu et al.,
2024) tests memory retention over multi-turn dia-
logues but lacks personalization. In contrast, IM-
PLEXCONV (Table 1) is the first large-scale dataset
designed for implicit reasoning in long-term con-
versations, incorporating both opposed and sup-
portive scenarios that challenge retrieval-based and
long-context models.

Long-term Memory Methodology To enhance
long-term conversational reasoning, methods like
MemoryBank (Zhong et al., 2024) and LDA-
gent (Li et al., 2024) incorporate structured mem-
ory mechanisms, while SCM (Wang et al., 2023)
utilizes structured conversational memory for ef-
ficient information retention and retrieval. RAG
frameworks, including Llamalndex, LangChain,
and Haystack, enable structured retrieval to inte-
grate relevant past context, with GraphRAG (Edge
et al., 2024) further leveraging graph-based knowl-
edge representation for improved contextual re-
trieval. Long-context processing remains an active
research area, focusing on adapting LLMs to han-
dle extended prompts; however, performance typ-
ically degrades as context length increases. Tech-
niques such as hierarchical memory representations
and adaptive retrieval mechanisms attempt to ad-
dress this limitation. Our proposed approach, TAC-
ITREE, introduces a hierarchical tree framework
that structures conversation history into multiple
levels of summarization, significantly improving
LLMs’ ability to reason over long-term conversa-
tions with implicit contextual dependencies.

B Persona Extraction

We include some personas used to generate implicit
conversations, such as, “This person enjoys listen-
ing to pop music,” “This person likely engages in
nostalgic experiences related to Azerbaijani cul-
ture,” and “This person is a casual listener of clas-
sic rock music.”All personas are formatted as short
sample sentences, making it easier to create im-
plicit reasoning.

C Dataset Evaluation and Human
Verification

We initially prompt the LLM for selection using the
template provided in Code 5. However, when the
LLM provides multiple responses or fails to return



an answer, we rely on human annotators. Specifi-
cally, in such cases, three annotators independently
select the best reasoning instance using the same
instructions as in Code 5. We retain only those
instances agreed upon by at least two annotators.

D GraphRAG Analysis

Graph-based Retrieval-Augmented Generation
(GraphRAG) extends traditional retrieval methods
by structuring knowledge in a graph representation
where nodes correspond to relevant entities or con-
cepts, and edges encode relationships. This enables
contextual retrieval beyond simple lexical similar-
ity. However, in the case of our dataset, GraphRAG
underperforms due to challenges in implicit reason-
ing, graph construction, and query generation.

The performance of GraphRAG heavily depends
on the quality of the graph it constructs. In tra-
ditional explicit reasoning tasks, nodes represent
well-defined entities (e.g., named entities, known
facts) and edges reflect structured relationships.
However, our dataset focuses on implicit reasoning,
where relevant connections are syntactic, seman-
tic, or pragmatically inferred rather than explicitly
defined. As a result, the model struggles to create
meaningful edges that capture indirect relationships
between persona traits. Key implicit details are of-
ten embedded across multiple dialogue sessions,
making single-instance graph representations insuf-
ficient. Graph sparsity leads to retrieval failures, as
distant yet relevant information remains inaccessi-
ble due to missing edges.

Effective retrieval in GraphRAG depends on cor-
rectly structuring queries that retrieve the most
relevant nodes. However, in our dataset, im-
plicit reasoning requires multi-hop retrieval, yet
GraphRAG often retrieves single-hop neighbors,
missing deeper contextual connections. Further-
more, the LLM relies on semantic similarity-based
retrieval, which fails when implicit reasoning re-
quires retrieving conceptually related but lexically
distant nodes. In addition, over-reliance on direct
lexical matching leads to retrieval noise, where
GraphRAG incorrectly prioritizes surface-level
matches over deeper reasoning-based connections.

E Answer Correctness Evaluation

The prompt used for LLM-based evaluation is pro-
vided in Code 9. For human evaluation, we ran-
domly sample 100 examples from each dataset and
instruct human annotators to assess the validity
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of the model-generated responses, following the
guidelines detailed in Code 10.



Datasets

Category Method
MSC CC LoCoMo LongMemEval IMPLEXCONYV (Supp.) IMPLEXCONYV (Opp.)
Memory-based MemoryBank  57.73  63.68 43.75 23.14 63.41 1.65
Raw 5048  62.06 55.56 46.65 65.89 2.63
RAG Summary 5245 66.93 42.51 29.88 63.38 3.95
GraphRAG 49.08 45.22 30.40 38.72 60.20 3.06
Raw 55.64  59.17 66.42 51.75 78.66 1.58
Long-Context
Facts 47.83  65.82 58.89 44.62 65.68 3.68
IMPACT Facts 5842  69.81 55.39 49.40 70.41 5.53
Summary 60.02 65.17 54.35 41.64 76.26 7.37
Table 4: Response Accuracy across Different Frameworks and Datasets
Category Method Datasets
MSC CC LoCoMo LongMemEval IMPLEXCONV (Supp.) IMPLEXCONV (Opp.)
Memory-based MemoryBank  120.22 100.55 1015.10 1242.93 479.34 743.44
Raw 759.26 496.39 3296.15 11448.38 3045.94 3395.81
RAG Summary 133.41 101.17 426.17 374.49 262.43 319.33
GraphRAG 896.78 131437 218291 2845.27 2394.82 2178.09
Raw 1675.04  1382.94  17896.13 102928.90 47384.54 68299.85
Long-Context
Facts 309.23 263.11 3778.62 2781.60 2825.89 2002.24
IMPACT Facts 127.61 149.22 877.98 983.39 384.21 1682.26
Summary 77.07 89.06 791.48 806.97 172.66 786.97
Table 5: Average Number of Tokens across Different Frameworks and Datasets
prompt = "
Here is a brief description of a person:
{persona}

Please break it down into several components, including: "demographics” (including name, age, living location, birthplace,
marital status, etc.), "career_life_and_goals” (make sure this part only contains things related with the person's career
life), and "everyday_life_and_hobbies” (make sure this part is nothing related with the person's career life). Just list
those information that are presented and leave others that are unknown. Below are some examples, try to make each point
separate from each other and self-explanable. Only output a JSON object like in the following examples.

Example 1:

Input: An eco-friendly lifestyle podcaster who features change-makers and promotes sustainable living

Output:

TTTjson

i

"demographics”: {{

"occupation”: "This person is an eco-friendly lifestyle podcaster.”
3
"career_life_and_goals”: [

"This person features change-makers and promotes sustainable living.”

]
3}
Example 2:
Input: a nostalgic Azerbaijani pop music lover
Output:
“T7json
i
"demographics”: {{
"nationality”: "This person is from Azerbaijani.”
33
"everyday_life_and_hobbies”: [
"This per”~son enjoys listening to pop music.”,
"This person likely engages in nostalgic experiences related to Azerbaijani culture.”
]
3}

Code 1: Prompt to extract persona traits
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"

prompt =
{per_info} However, they have not been able to do it recently. Can you give me at least 20 implicit reasons why that person
cannot do it?
The reasons should be completely different from each other and belong to different categories.
The reason should be specific with detailed information, like why it happens.
The reason cannot include words related to "{traits_info}"
Please explain the reasoning in only one sentence. Please only output the reasons with the format:
1:
2:

Code 2: Prompt to generate opposed implicit reasoning

"

prompt =
{per_info} Can you give me at least 20 implicit reason information that supports this claim? Therefore, if I ask you, "Does
{per_info}?", you have to answer "yes".
The reason information should be completely different from each other and belong to different categories.
The reason should be specific with detailed information, like why it happens.
The reason cannot include words related to "{traits_info}"
Please explain the reasoning in only one sentence. Please only output the reasons with the format:
1:
2:

Code 3: Prompt to generate supportive implicit reasoning

"

prompt =
Here's the conversation between a user(speaker 1) and a chatbot assistant.
Speaker 1 has the following persona trait: {per_info}. However, speaker 1 cannot do the trait due to the reason that
{reason_info}.
Now, speaker 1 asks you a question related to the trait. {reason_info} affect your answer to this question.
You should tell speaker 1 they cannot do the trait due to the reason.
The trait should be mentioned in the question.
The question itself should not mention the reason or effect of the reason.
Questions should be asked in the first person. Include "I".
The question should not be a yes/no question.
The question needs to be diverse.

Please only output the question in the format of less than 20 words without any additional sentences.

Code 4: Prompt to generate opposed implicit question

"

prompt =
{per_info}. Here are potential implicit reasons why this person is unable to follow this trait: {str_reason}
Could you select the reason that is both the most logically sound and subtly implied?
Please select only from the provided options and output the reason only.

Code 5: Prompt to select opposed implicit reasoning

"

prompt =
Consider a person with specific personality traits {persona} that could serve as responses to a given question {question}.
Can you generate additional scenarios that reflect or align with these personality traits to support the question?
Please output 5 scenarios that are relevant to the given traits and question.
The scenarios should contain only one sentence.
The scenarios can talk about both {traits_info} or other stuff that is related to {traits_info} but do not have to be the

same.

Please output the scenarios only with the index number.

For example:

Trait: I love sports

Question: I'm bored; can you give me some suggestions?
Scenarios:

1. I love playing basketball.
2. My favorite basketball player is Stephen Curry.

Code 6: Prompt to generate noisy scenarios

13



"

prompt =

There are two speakers. Speaker 1 encounters the scenario that "{scenario}"”. Speaker 2 is the AI assistant.

Based on the information. Can you generate a conversation with at least 10 turns?

Speaker 1 shouldn't mention the scenario too early. It must be mentioned in the later section.

Speaker 1 is exactly the person who encounters the scenario.

The beginning turns should serve as a warm-up to introduce the scenario in a natural way.

The conversation should be centered around the scenario without any irrelevant or extra information that is not related to
the scenario.

For Spearker 1, please do not start the conversation by saying something similar to "I'm feeling a bit overwhelmed lately.”
or use the same format as this sentence.

Include diverse styles like detailed explanations, step-by-step guidance, casual small talk, humor, storytelling, and
problem-solving.

The conversation should feel realistic and flow naturally.

Aim for a balance of formality and informality, capturing nuanced exchanges that go beyond simple responses.

Please output the conversation in the following format:

Speaker1:

Assistant:

Speaker1:
Assistant:

Code 7: Prompt to generate noisy conversations

"

prompt =
Can you summarize {text} in one sentence to only contain the high-level information?
Please only output the summary without anything else.

Code 8: Prompt to summarize facts

"

prompt =
Given question: {question}.

The ideal response is: {ground_truth}. The model's response is: {answer}

Do you consider the model's response valid and consistent with the ideal response? The response may contain additional
information, but we only care about whether the ideal response is present. Please answer only with "yes” or "no” and
explain the reason.

Code 9: Prompt to evaluate answer correctness with LLM judgement

"

prompt =
Given question: {question}. The ideal response is: {ground_truth}. The model's response is: {answer}.

Do you consider the model's response a valid answer to the question? If the response matches the ideal answer, it is valid.
Otherwise, determine whether it still validly addresses the question even if differing from the ideal response. Please

"oon

answer with only "yes"” or "no".

Code 10: Prompt to evaluate answer correctness with human judgement
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