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Abstract

Large language models (LLMs) face challenges001
with internal knowledge inaccuracies and out-002
dated information. Knowledge editing has003
emerged as a pivotal approach to mitigate these004
issues. Although current knowledge editing005
techniques exhibit promising performance in006
single-hop reasoning tasks, they show limi-007
tations when applied to multi-hop reasoning.008
Drawing on cognitive neuroscience and the op-009
erational mechanisms of LLMs, we hypothe-010
size that the residual single-hop knowledge af-011
ter editing causes edited models to revert to012
their original answers when processing multi-013
hop questions, thereby undermining their per-014
formance in multi-hop reasoning tasks. To val-015
idate this hypothesis, we conduct a series of016
experiments that empirically confirm our as-017
sumptions. Building on the validated hypoth-018
esis, we propose a novel knowledge editing019
method that incorporates a Knowledge Erasure020
mechanism for Large language model Editing021
(KELE). Specifically, we design an erasure022
function for residual knowledge and an injec-023
tion function for new knowledge. Through024
joint optimization, we derive the optimal recall025
vector, which is subsequently utilized within a026
rank-one editing framework to update the pa-027
rameters of targeted model layers. Extensive028
experiments on GPT-J (6B) and LLaMA-2 (7B)029
demonstrate that KELE substantially enhances030
the multi-hop reasoning capability of edited031
LLMs.032

1 Introduction033

Large Language Models (LLMs) have achieved034

significant success in a wide range of Natural Lan-035

guage Processing (NLP) tasks (Zhao et al., 2023).036

However, the knowledge embedded within LLMs037

can sometimes be factually incorrect or outdated,038

limiting their overall effectiveness. To address039

these limitations, knowledge editing methods have040

been proposed, offering a more efficient and pre-041

cise approach to updating the knowledge in LLMs.042
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Figure 1: Example of Knowledge Editing

These methods have attracted considerable atten- 043

tion from researchers in recent years. Among these 044

methods, those that modify the model’s parameters 045

are particularly important, as they provide a direct 046

and flexible means of altering the model’s behavior, 047

such as KE (De Cao et al., 2021), (Mitchell et al., 048

2021), ROME (Meng et al., 2022a), and MEMIT 049

(Meng et al., 2022b). This work focuses specifi- 050

cally on parameter-modifying approaches. 051

Although these editing methods have demon- 052

strated promising results in single-hop reasoning 053

evaluations, they still face significant challenges 054

in multi-hop reasoning (Zhong et al., 2023). As 055

illustrated in Figure 1, after editing the single- 056

hop knowledge from “The President of the USA 057

is Obama” to “The President of the USA is Biden,” 058

the edited model can easily answer the single-hop 059

question, “Who is the President of the USA?” How- 060

ever, it struggles with multi-hop questions, such as 061

“Who is the wife of the President of the USA?” 062

To better understand this challenge in knowledge 063

editing for LLMs, we first analyze this problem 064

from a cognitive neurological perspective. When 065

the brain receives new information, it can acti- 066

vate neurons associated with related old memo- 067

ries, a phenomenon known as Memory Associa- 068

tion (Roediger and McDermott, 1995; Schacter and 069

Buckner, 1998; Kahana, 2012). This occurs be- 070

cause of the connectivity within neural networks, 071

where the pathways of old memories are easily 072

reactivated by relevant stimuli, thereby facilitat- 073

ing more efficient encoding and processing of new 074
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Figure 2: Single-hop and Multi-hop evaluation of
Unedited LLM, LLM edited by ROME and our KELE.
When confronted with a multi-hop question, the resid-
ual old single-hop knowledge (The President of the
USA is Obama) in the LLMs edited by ROME prompts
the model to generate the original answer, Michelle
(Obama’s wife), instead of the correct answer, Jill
(Biden’s wife).

information. LLMs exhibit a similar mechanism,075

where related knowledge stored in their parameters076

is activated and integrated during reasoning (Geva077

et al., 2021).078

Building on these insights, we hypothesize the079

following reason for the poor performance of edited080

LLMs on multi-hop reasoning tasks: LLMs re-081

tain a portion of single-hop old knowledge even082

after editing. When handling multi-hop ques-083

tions related to the edited knowledge, the resid-084

ual knowledge tends to prompt the models to085

produce original answers to these questions,086

thereby weakening their multi-hop reasoning087

ability. For example, if the single-hop knowledge088

in the LLM is edited from “The President of the089

USA is Obama” to “The President of the USA is090

Biden,” a portion of old knowledge “The President091

of the USA is Obama” may still be retained and092

reactivated within the model. As shown in Fig-093

ure 2, when asked the multi-hop question “Who is094

the wife of the President of the USA?”, the resid-095

ual single-hop knowledge might cause the model096

to generate the original answer to the multi-hop097

question, Michelle (Obama’s wife), instead of the098

correct answer, Jill (Biden’s wife).099

To verify this hypothesis, we investigate the re-100

lationship between the residual old knowledge in101

LLMs and their responses to multi-hop questions102

(Section 4). We define the Retain Score as a metric103

to quantify the residual old knowledge (s, r, o) for 104

each edit sample (s, r, o, o∗), utilizing the output 105

logit score of o under the prompt p(s, r). As il- 106

lustrated in Figure 3b, the higher the residual old 107

knowledge in the edited LLM, the more likely it is 108

to provide the original answers to multi-hop ques- 109

tions, resulting in a lower proportion of correct 110

answers. Therefore, erasing the residual old knowl- 111

edge offers a promising insight for improving the 112

performance of edited LLMs on multi-hop reason- 113

ing tasks. 114

Based on the this hypothesis, we propose a sim- 115

ple yet effective method for large language model 116

editing, termed Knowledge Erasure for Large Lan- 117

guage Model Editing (KELE) (Section 5). Specifi- 118

cally, within the rank-one editing framework, we 119

develop an old knowledge erasure function and a 120

new knowledge injection function to jointly opti- 121

mize and obtain the recall vector. This approach 122

eliminates the interference of old knowledge while 123

injecting new knowledge. Finally, the model pa- 124

rameters are updated in a single step using the recall 125

vector and the subject representation through the 126

rank-one update formula. 127

We summarize our contributions as follows: 128

• We investigate and validate the impact of 129

residual old single-hop knowledge in edited 130

LLMs on multi-hop reasoning tasks, demon- 131

strating that such residual knowledge may 132

cause edited LLMs to revert to original an- 133

swers when faced with multi-hop questions. 134

• We integrate a knowledge erasure strategy into 135

model editing and propose KELE, a simple 136

yet effective editing method to enhance the 137

multi-hop reasoning performance of edited 138

LLMs. 139

• We conduct extensive experiments on 140

LLaMA-2 (7B) and GPT-J (6B), showing that 141

KELE significantly enhances the multi-hop 142

reasoning ability of edited models. 143

2 Related Work 144

In this section, we review related research on 145

knowledge editing and its challenges in multi-hop 146

reasoning. 147

Parameter-preserving Methods. These meth- 148

ods typically store edited examples in an exter- 149

nal knowledge base and guide the LLMs’ output 150

for specific queries by retrieving relevant knowl- 151

edge. For instance, SERAC (Mitchell et al., 2022) 152
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employs a gating network along with an auxiliary153

model specifically designed to handle edited knowl-154

edge. T-patcher (Huang et al.) introduces extra155

trainable parameters in the last layer of the FFN to156

correct LLMs. However, these methods face a crit-157

ical scalability issue: the complexity of managing158

the external model increases with each new edit,159

which may limit their practical usability.160

Parameter-modifying Methods. These meth-161

ods, including meta-learning, locat-and-edit, and162

fine-tuning-based approaches, edit LLMs by di-163

rectly modifying their parameters. Meta-learning164

methods generate updated weights for LLMs by165

training a hyper-network. For example, KE166

(De Cao et al., 2021) uses a bi-directional LSTM167

to predict model weight updates, but it faced chal-168

lenges with larger models due to their vast parame-169

ter spaces. To address this issue, MEND (Mitchell170

et al., 2021) employs a low-rank decomposition of171

fine-tuning gradients, providing an efficient mecha-172

nism for updating LLM weights. Locate-and-edit173

methods focus on identifying specific parameters174

associated with particular knowledge within LLMs,175

aiming for more interpretable and precise knowl-176

edge editing. Early efforts, such as KN (Dai et al.,177

2022), introduce a knowledge attribution method178

to identify knowledge neurons but struggles to pre-179

cisely modify the model’s weights. ROME (Meng180

et al., 2022a) method employs causal tracing to181

identify knowledge-relevant layers and then edits182

the corresponding FFN module. MEMIT (Meng183

et al., 2022b) further enhances this approach by im-184

proving the objective function and enabling multi-185

layer edits for batch editing. Recently, significant186

advancements in efficient parameter-tuning meth-187

ods (Hu et al.; Ren et al., 2024) for supervised fine-188

tuning of LLMs have led to the development of189

fine-tuning-based editing methods (Ni et al., 2024;190

Gangadhar and Stratos, 2024), which utilizes LoRA191

(Hu et al.) and data augmentation strategies to di-192

rectly fine-tune the LLMs, achieving the desired193

editing performance.194

Multi-hop reasoning in knowledge editing. In195

recent years, several studies have aimed to enhance196

the performance of edited LLMs in multi-hop rea-197

soning tasks. Zhong et al. (2023) introduce the198

MQUAKE dataset, specifically designed to evalu-199

ate the multi-hop reasoning capabilities of edited200

LLMs. They also propose a method that stores all201

edited facts externally, iteratively prompting LLMs202

to generate answers consistent with these edited203

facts. Building on this approach, PokeMQA (Gu204

et al., 2024) introduces auxiliary knowledge prompt 205

to assist in question decomposition. GLAME 206

(Zhang et al., 2024) leverages external knowledge 207

graphs to capture the impact of target knowledge 208

changes on high-order knowledge within LLMs. 209

These methods improve multi-hop reasoning by 210

retrieving or incorporating external knowledge, 211

which is not the focus of the current paper. Ad- 212

ditionally, Ju et al. (2024) find that LLMs often 213

rely on factual shortcuts from pre-training corpora 214

during reasoning, which contributes to the poor per- 215

formance of edited models in multi-hop reasoning 216

tasks. Unlike this study, we identify another poten- 217

tial cause for the poor performance of parameter- 218

modified models in multi-hop reasoning tasks: the 219

retention of old knowledge triggers the generation 220

of original answers in multi-hop questions, thereby 221

weakening the performance of edited models in 222

these tasks. We validate this hypothesis through 223

a series of experiments and propose a knowledge- 224

erasure-based editing strategy to mitigate this issue. 225

3 Preliminaries 226

In this section, we introduce the definition of knowl- 227

edge editing and outline the corresponding tasks 228

under single-hop and multi-hop evaluations. 229

Definition 1. Knowledge Editing for LLMs 230

Knowledge editing (Yao et al., 2023) refers to the 231

process of altering the behavior of an LLM F’s 232

to change encoded knowledge from (s, r, o) to the 233

new knowledge (s, r, o∗). Here, knowledge is rep- 234

resented as a triple, with s as the subject, r as the 235

relation, and o as the object. Each editing instance 236

e is denoted as (s, r, o, o∗), and the LLM after edit- 237

ing is referred to as F ′. 238

Definition 2. Single-hop Evaluation in Knowl- 239

edge Editing Single-hop evaluation assesses 240

whether an edit (s, r, o, o∗) is successful in an 241

edited LLM F ′. This evaluation constructs prompts 242

p(s, r) based on the subject s and relation r, and 243

measures the performance of F ′ using Efficacy, 244

Paraphrase and Specificity metrics (Yao et al., 245

2023). 246

Definition 3. Multi-hop Evaluation in Knowl- 247

edge Editing Multi-hop evaluation examines 248

whether the edited LLMs can effectively uti- 249

lize the updated knowledge for reasoning in 250

multi-hop tasks. Given a chain of facts 251

(s1, r1, o1), ..., (sn, rn, on), where the object of the 252

i-th fact also serves as the subject of the next fact 253

in the chain, i.e., oi = si+1, a multi-hop question 254
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p(s1, r1, .., rn) can be constructed, with the answer255

being on. For example, with a chain consisting of256

two facts, (USA, president of, Obama) and (Obama,257

wife of, Michelle), one can write a 2-hop question:258

Who is the wife of the president of USA?. Once one259

or more facts in the chain are edited, e.g., (USA,260

president of, Obama) is edited to (USA, president261

of, Biden), the edited LLM must utilize the new262

knowledge to answer the multi-hop question. The263

model’s response should change from the original264

answer Michelle to the correct answer Jill.265

4 Analysis of the Impact of Old266

Knowledge on Multi-hop Reasoning267

In this section, we validate our hypothesis by ex-268

amining the impact of old knowledge on the perfor-269

mance of edited LLMs in multi-hop reasoning. We270

select the representative multi-hop reasoning evalu-271

ation dataset, MQUAKE (Zhong et al., 2023), to272

conduct experiments. Each instance in MQUAKE273

is represented as d = (E ,Q, a, a∗). Here, E de-274

notes the set of single-hop edits e = (s, r, o, o∗),275

Q represents a multi-hop question evaluating edit-276

ing performance, and a and a∗ correspond to the277

original and correct answers to Q. Further details278

on MQUAKE are provided in Section 6.1 and Ap-279

pendix B.280

4.1 Retain Score281

We first define a metric to quantify the retention282

of old knowledge in the LLM. In cognitive neuro-283

science, memory activation is often measured by284

the intensity of neural activity. Analogously, in285

LLMs, the logit vector can serve as an indicator of286

the model’s memory activation strength. Building287

on this concept, we introduce the Retain Score288

(RS) indicator for each edit sample e = (s, r, o, o∗)289

to measure the residual presence of the old knowl-290

edge (s, r, o).291

When an LLM is given an input prompt, it gen-292

erates the next token based on the logit vector pro-293

duced by its final layer. A higher logit value for a294

token indicates greater model confidence in gener-295

ating that token, corresponding to stronger memory296

activation. Consequently, we use the logit value as297

a measure of the model’s retention of old knowl-298

edge. To ensure a consistent assessment of reten-299

tion across different editing instances, we standard-300

ize the logit vectors to eliminate variations from301

varying logit distributions:302

RS(e) =
Do − µ

σ
, (1)303
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Figure 3: (a) The accuracy of single-hop answer gen-
erated by unedited GPT-J . (b)The accuracy of original
and correct answers generated by edited GPT-J. The left
y-axis represents the number of instances within each
Retain Score interval, while the right y-axis indicates
the accuracy.

where D represents the logit vector produced by 304

the final layer of the LLM, Do is the logit score 305

of o, while µ and σ denote the mean and standard 306

deviation of the logit vector D, respectively. 307

4.1.1 The reasonableness of Retain Score 308

To validate the reasonableness of the Retain Score, 309

we first divide the RS values of all edit samples 310

in the dataset into different intervals. For each 311

interval, we then calculate the probability that 312

the unedited model correctly answers o given the 313

prompt p(s, r). The experimental results, as shown 314

in Figure 3a, indicate that as the RS value increases, 315

the accuracy of the unedited model’s responses also 316

increases. This suggests that the model’s sensitivity 317

to the corresponding knowledge strengthens as the 318

RS value rises, demonstrating that the RS metric ef- 319

fectively measures the retention of old knowledge. 320

4.2 Impact of Old Knowledge on Multi-hop 321

Reasoning 322

To further investigate the impact of residual old 323

knowledge on multi-hop reasoning, we apply the 324

ROME method to GPT-J and explore the relation- 325

ship between the Retain Score and the accuracy of 326

answering multi-hop questions. 327

Specifically, for each instance d, we first calcu- 328

late the accumulated old single-hop knowledge of 329

all edit samples E in the edited models: 330

RS(d) =
∑
e∈E

RS(e). (2) 331

We then divide the dataset into different subsets 332

based on the varying ranges of the Retain Score 333

of the instances. For each subset, we calculate the 334

accuracy of the edited model in answering the orig- 335
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inal and correct answers to the multi-hop questions.336

The results are shown in Figure 3b.337

As illustrated in Figure 3b, we observe that as338

the Retain Score value increases, the edited models339

show a significant improvement in accuracy when340

providing the original answers to multi-hop ques-341

tions. However, the accuracy of the edited model in342

providing correct answers decreases as the Retain343

Score rises. This suggests that as the amount of344

retained old knowledge increases, the model be-345

comes more likely to favor the original answers,346

thereby diminishing its ability to generate correct347

responses to multi-hop questions.348

These experiments validate that LLMs retain349

traces of old single-hop knowledge after editing,350

which significantly motivates them to revert to351

original answers for multi-hop questions and352

undermines their performance in providing cor-353

rect answers. Therefore, eliminating residual old354

knowledge during the editing process is crucial355

for enhancing the accuracy of LLMs in multi-hop356

reasoning.357

5 Methodology358

In this section, we introduce the proposed KELE,359

with its architecture depicted in Figure 4. The360

KELE framework integrates a knowledge erasure361

strategy within the rank-one model editing frame-362

work (Meng et al., 2022a). Specifically, KELE363

targets a specific layer l and transforms knowledge364

editing into two key operations: old knowledge era-365

sure and new knowledge injection, which together366

are used to compute the recall vector v∗. Subse-367

quently, v∗, along with the subject representation368

k∗, is applied in Equation (11) to update the pa-369

rameters of the second layer of the FNN, thereby370

completing the knowledge editing process.371

5.1 Computing v∗ to Recall New Knowledge372

To effectively edit new knowledge while minimiz-373

ing the negative impact of old knowledge on multi-374

hop reasoning, we construct an old knowledge era-375

sure function and a new knowledge inject func-376

tion, which are jointly optimized to obtain v∗. In377

this process, we optimize the learnable parameter378

vector h to modify the original value vector vl
s,379

resulting in the optimal vector v∗ = vl
s + h.380

5.1.1 Old knowledge erasure function381

To mitigate the influence of residual old knowledge382

that may still prompt the edited LLM to generate383
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Figure 4: Overview of KELE architecture. First, we
use the old knowledge erasure function and the new
knowledge injection function to derive the recall vector
v∗. Then, we compute the subject representation k∗.
Finally, the parameters are updated using the rank-one
update formula.

the original answer in response to multi-hop ques- 384

tion, we define a margin-based erasure loss for 385

calculating v∗. Specifically, given an edit sample 386

(s, r, o, o∗), we aim to suppress the logit score of o 387

in the output distribution when responding to the 388

query p(s, r). Let D = LLM(p(s, r);vl
s + h) be 389

the output logit vector obtained by modifying the 390

subject token’s hidden state vl
s via a learnable per- 391

turbation vector h. The old knowledge erasure loss 392

is then defined as: 393

Le = max
(
0, Do −D[k]

)
, (3) 394

where Do is the logit score of o, and D[k] is the k-th 395

highest logit value in D. This formulation penal- 396

izes the model only if o remains among the top-k 397

predictions, thus avoiding unnecessary suppression 398

that may lead to collateral damage. 399

5.1.2 New knowledge injection function 400

For each edit sample (s, r, o, o∗), our second ob- 401

jective is to refine the parameter vector h enables 402

the LLM to accurately predict the target object o∗. 403

Accordingly, the knowledge injection loss function 404

is defined as: 405

Lp = − 1

N

N∑
j=1

log PF(vl
s+=h)[o

∗ | xj ⊕ p(s, r)],

(4)

406

where xj is the random prefix generated by 407

the LLM to foster optimization robustness, and 408

F(vl
s+ = h) indicates the LLM’s inference alter- 409

ation through the hidden state vl
s modification to 410

vl
s + h. 411
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To mitigate the impact of above operations on412

the intrinsic of s within the LLM, we minimize413

the KL divergence between F(vl
s+ = h) and the414

original model F (Meng et al., 2022a):415

La = DKL

(
PF(vl

s+=h)[x | p′] ∥ PF [x | p′]
)
,

(5)416

where p′ denotes prompts in the form of "subject is417

a".418

Ultimately, the parameter h is optimized by min-419

imizing the following objective function:420

L = Le + Lp + λLa, (6)421

where λ adjusts the regularization strength.422

Throughout the optimization process, the parame-423

ters of the LLM remain unchanged.424

5.2 Computing k∗ to Represent Subject425

For each edit sample (s, r, o, o∗), the subject repre-426

sentation k∗ is calculated by427

k∗ =
1

N

N∑
j=1

f(Wl
in · hl−1

s ). (7)428

Here, we also utilize N random prefixes generated429

in the same manner as for the computing v∗ (Meng430

et al., 2022a).431

After obtaining the optimized vectors v∗ and432

k∗, we substitute them into the following equation433

to get the updated parameter Ŵ. The detailed434

procedure in provided in Appendix A:435

Ŵ = W +
(v∗ −Wk∗)(C

−1k∗)
T

(C−1k∗)Tk∗
. (8)436

6 Experiments437

In this section, we evaluate our KELE by applying438

it to two datasets and assessing its performance on439

two auto-regressive LLMs. We aim to answer the440

following questions through experiments.441

• Q1: How does KELE perform in multi-hop442

and single-hop reasoning evaluation com-443

pared with state-of-the-art editing methods?444

• Q2: How does the degree of erasure of old445

knowledge affect model’s performance in446

multi-hop reasoning?447

• Q3: What impact does our KELE have on the448

retention of old knowledge?449

6.1 Experimental Setups 450

6.1.1 Datasets and Evaluation Metrics 451

We evaluate our KELE on two representative 452

datasets:MQUAKE-3K (Zhong et al., 2023) and 453

COUNTERFACT (Meng et al., 2022a). Detailed 454

descriptions of the datasets and evaluation metrics 455

are provided in Appendix B and C. 456

MQUAKE-3K is a challenging dataset de- 457

signed to assess models’ ability to perform multi- 458

hop reasoning using newly edited knowledge. Each 459

entry in this dataset involves multiple single-hop 460

edits and includes multi-hop reasoning questions. 461

This imposes stricter demands on the capability of 462

edited LLMs to utilize the updated knowledge. Fol- 463

lowing (Zhong et al., 2023), we use Multi-hop Ac- 464

curacy to measure the performance of edited LLMs. 465

To fully leverage the LLM’s reasoning ability, we 466

employ three approaches when generating answers: 467

Zero-shot, Few-shot, and Chain-of-Thought (CoT). 468

The details of prompting are shown in Appendix F. 469

COUNTERFACT is a dataset focused on eval- 470

uating LLMs’ ability to recall edited knowledge 471

in a single-hop setting, as well as to assess the 472

impact of editing operations on unrelated knowl- 473

edge within the LLMs. Following (Meng et al., 474

2022a), we employ three widely used metrics for 475

this dataset: Efficacy Score, which measures the 476

success rate of edits; Paraphrase Score, which eval- 477

uates the model’s ability to accurately recall edited 478

knowledge in paraphrased forms, testing its gener- 479

alization ability; and Neighborhood Score, which 480

assesses whether irrelevant knowledge in the LLM 481

is disturbed. 482

6.1.2 Baselines 483

We conduct experiments on LLaMA-2 (7B) (Tou- 484

vron et al., 2023) and GPT-J (6B) (Wang and Ko- 485

matsuzaki, 2021). Since our study focuses on the 486

impact of residual old knowledge in parameter- 487

modification-based methods, we compare our ap- 488

proach against representative baselines in this cate- 489

gory: Constrained Fine-Tuning (FT) (Zhu et al., 490

2020), MEND (Mitchell et al., 2021), ROME 491

(Meng et al., 2022a), and MEMIT (Meng et al., 492

2022b). Implementation details for both baselines 493

and KELE are provided in Appendix D and E. 494

6.2 Performance Comparison (RQ1) 495

The performance of all editors on the MQUAKE- 496

3K and COUNTERFACT is presented in Tables 1 497

and 2. Figure 5 provides a comprehensive com- 498

6



Editor Correct Answer ↑ Original Answer↓
Average Accuracy Zero-Shot Few-Shot CoT Average Accuracy Zero-Shot Few-Shot CoT

LlaMA2 7.73 5.27 11.70 6.23 48.44 35.93 42.63 66.77

FT 13.41 7.90 17.57 14.77 45.64 32.73 41.20 63.00
MEND 12.67 8.20 15.00 14.80 45.43 33.23 41.43 61.63
ROME 13.99 8.33 15.87 17.77 37.26 27.20 34.10 50.47
MEMIT 17.14 8.63 15.57 27.23 33.75 23.00 34.43 43.83
KELE 19.01 9.90 18.12 29.01 27.43 19.61 28.11 34.57

∆Improve 10.91% 14.72% 3.13% 6.54% 18.73% 14.74% 17.57% 21.13%

GPT-J 5.47 2.91 4.58 8.92 35.22 28.16 22.01 55.48

FT 6.94 3.79 5.55 11.47 33.27 26.07 20.34 53.40
MEND 11.17 4.37 6.70 22.43 29.40 24.77 17.37 46.07
ROME 14.56 7.54 8.69 27.46 18.40 12.85 13.64 28.71
MEMIT 9.09 3.74 5.46 18.07 27.35 19.69 19.42 42.95
KELE 16.36 9.12 10.08 29.87 13.28 10.44 11.49 17.90

∆Improve 12.36% 20.95% 16.00% 8.78% 27.83% 18.75% 15.76% 37.65%

Table 1: Performance comparison of editors on multi-hop questions of MQUAKE-3K dataset in terms of Multi-hop
Accuracy (%).↑ indicates that higher values correspond to better performance, while ↓ indicates that lower values
correspond to better performance.

Effi.Score

Para.Score

Neigh.Score

Multi-hop.Acc

Effi.Score

Para.Score

Neigh.Score

Multi-hop.Acc

KELE

ROME

MEMIT

MEND

FT

Figure 5: Comparative performance on LLaMA-2 (left)
and GPT-J (right) across different metrics.

parison of all editing methods across four met-499

rics on both datasets, demonstrating that KELE500

exhibits relatively balanced and superior perfor-501

mance across all metrics, particularly excelling in502

Multi-hop Accuracy, where it significantly outper-503

forms other methods.504

Results on MQUAKE-3K As shown in Table505

1, our KELE outperforms all baselines by a signifi-506

cant margin across all evaluation metrics and set-507

tings. Specifically, KELE demonstrates improve-508

ments of 10.91 % and 12.36 % in average multi-509

hop accuracy over the best baseline models for510

LLaMA-2 and GPT-J, respectively. This indicates511

that KELE effectively enhances the ability of edited512

LLM in multi-hop reasoning tasks. Additionally,513

the multi-hop accuracy of KELE in generating orig-514

inal answers decreased by an average of 18.73%515

and 27.83 % on LLaMA-2 and GPT-J, respectively,516

compared to the strongest baseline model. This517

suggests that the knowledge erasure operations in518

KELE successfully mitigate the recall of old knowl-519

edge in the edited LLMs when performing complex 520

reasoning tasks. These findings further support 521

our hypothesis that residual old knowledge in the 522

edited models is easily recalled during multi-hop 523

reasoning. This recall causes the model to produce 524

original answers to multi-hop questions, thereby 525

weakening the LLM’s performance on this task. 526

Results on COUNTERFACT Unlike the 527

MQUAKE-3K dataset, which primarily evaluates 528

multi-hop reasoning, the COUNTERFACT dataset 529

focuses on assessing the single-hop factual 530

recall of edited knowledge. From Table 2, we 531

observe a clear trade-off between Para.Score 532

and Neigh.Score across different methods and 533

architectures. Specifically, KELE achieves the 534

best or near-best Neigh.Score on LLaMA-2 and 535

Para.Score on GPT-J, while also maintaining 536

consistently high Effi.Score. Although KELE 537

yields a lower Neigh.Score than MEMIT on 538

GPT-J, it significantly outperforms MEMIT in 539

Paraphrase Score. Conversely, on LLaMA-2, 540

KELE performs slightly worse in Para.Score 541

but better in Neigh.Score compared to MEMIT. 542

Across both architectures, the overall average 543

performance of KELE remains competitive with 544

ROME and MEMIT. A detailed analysis of the 545

potential side effects introduced by the knowledge 546

erasure mechanism is provided in Appendix H. 547

Nonetheless, given the substantial improvements 548

observed in multi-hop reasoning tasks, we consider 549

this trade-off to be both reasonable and acceptable. 550
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Editor Effi.Score Para.Score Neigh.Score Avg.

LlaMA2 13.7 16.65 83.4 20.68

FT 99.60 55.08 68.80 70.21
MEND 92.85 54.65 62.83 66.69
ROME 99.95 92.62 81.87 90.98
MEMIT 100 96.22 79.86 91.14
KELE 100 92.78 81.68 90.85

GPT-J 16.30 18.60 83.00 23.59

FT 100 98.80 10.30 25.60
MEND 97.40 53.60 53.90 63.19
ROME 99.90 98.88 76.02 90.15
MEMIT 100 95.23 81.26 91.44
KELE 99.90 99.15 76.39 90.40

Table 2: Performance comparison on COUNTERFACT
in terms of Efficacy Score (%), Paraphrase Score (%),
and Neighborhood Score (%). The Avg. (%) is the
harmonic mean of the three evaluation metrics. The best
performance is highlighted in boldface, and the second-
best is underlined. Gray numbers indicate a clear failure
on the metric.

6.3 Impact of Erasure Internsity (RQ2)551

The hyperparameter k of Equation (3) represents552

the degree of erasure of old knowledge. A larger553

k indicates a higher degree of erasure, and vice554

versa. To investigate the impact of varying erasure555

intensities on the model, we conduct experiments556

with various k values on the MQUAKE-3K dataset.557

The results, shown in Figure 6, lead to the follow-558

ing observations: As k increases, the erasure of old559

knowledge is enhanced, and the accuracy of gen-560

erating original answers for multi-hop questions561

gradually decreases. This further validates that562

residual old knowledge after editing encourages563

models to revert to original answers in multi-hop564

questions. Furthermore, the edited GPT-J achieve565

its best performance at k = 1, with the highest ac-566

curacy in generating correct answers. Beyond this567

point, as k continues to increase, the performance568

of the models either stabilizes or declines. This569

may be due to overly high erasure intensity. While570

it reduces the likelihood of generating original an-571

swers, it may also introduce other disruptions to the572

model, ultimately weakening its reasoning ability.573

6.4 The impact on Old Knowledge (RQ3)574

To investigate the impact of KELE on old knowl-575

edge (s, r, o), we examine the distribution of Retain576

Score in three models: the unedited LLM (GPT-J),577

the LLM edited with ROME, and the LLM edited578

with KELE. The experimental results are presented579

in Figure 7. From the results, we observe that the580

unedited model exhibits the highest Retain Scores,581

0 1 2 3 4 5
k

0.1

0.2
Few-Shot

CoT

Zero-Shot

(a) Original Answer

0 1 2 3 4 5
k

0.2

0.4

Few-Shot

CoT

Zero-Shot

(b) Correct Answer

Figure 6: Performance of edited GPT-J with different k.

−5 0 5 10 15 20 25
Retain Score

0.00

0.05

0.10

0.15

0.20
Unedited Model

ROME

KELE

Figure 7: The distribution of Retain Score.

with a significant density around 10 to 15, indicat- 582

ing substantial retention of old knowledge. The 583

ROME-edited model shows a reduction in Retain 584

Score, shifting the distribution leftward, but still 585

retains a noticeable amount of old knowledge, par- 586

ticularly in the 5 to 10 range. In contrast, the KELE 587

demonstrates the most significant reduction, with 588

a peak near lower Retain Scores. These results 589

demonstrate that KELE effectively erases residual 590

old knowledge, which is crucial for enhancing the 591

model’s performance in multi-hop reasoning tasks. 592

7 Conclusion 593

In this paper, we identify that the poor performance 594

of current parameter-modifying editing methods 595

in multi-hop scenarios stems from the retention 596

of single-hop old knowledge, which leads LLMs 597

to revert to original answers. Inspired by neuro- 598

science, we propose KELE, a simple yet effective 599

method that integrates a knowledge erasure mecha- 600

nism into a rank-one model editing framework. By 601

jointly erasing outdated knowledge and injecting 602

new facts, KELE significantly improves multi-hop 603

reasoning. Experiments on two LLMs, along with 604

detailed analysis, validate its effectiveness and su- 605

periority. 606
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Limitations607

Despite the effectiveness of our approach, there are608

several limitations that warrant further exploration.609

First, the hyperparameter k in Equation (3),610

which controls the strength of knowledge erasure,611

is dependent on manual selection. Different values612

of k lead to varying degrees of erasure, making it613

challenging to determine the optimal setting across614

different scenarios. A promising direction for fu-615

ture work is to develop an adaptive erasure strat-616

egy that dynamically adjusts based on the amount617

of residual old knowledge, ensuring a balance be-618

tween effective editing and minimal unintended619

interference.620

Second, while the erasure of residual knowl-621

edge significantly improves multi-hop reasoning622

and maintains competitive overall editing perfor-623

mance, it may also introduce unintended side ef-624

fects, as discussed in Appendix H. Future work will625

explore more refined erasure strategies to further626

reduce interference with unrelated knowledge.627

Ethical Considerations628

We realize that there are risks in developing gener-629

ative LLMs, so it is necessary to pay attention to630

the ethical issues of LLMs. We use publicly avail-631

able pre-trained LLMs, i.e., LLaMA-2 (7B) and632

GPT-J (6B). The datasets are publicly available,633

i.e., COUNTERFACT and MQUAKE. All models634

and datasets are carefully processed by their pub-635

lishers to ensure that there are no ethical problems.636
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A Rank-One Model Editing 768

Rank-One Model Editing (ROME) (Meng et al., 769

2022a) is a Locate-then-edit method that pre- 770

supposes factual knowledge is stored within the 771

Feedforward Neural Networks (FFNs), conceptu- 772

alized as key-value memories (Geva et al., 2021; 773

Kobayashi et al., 2023). The output of the l-th layer 774

FFN for the i-th token is given by: 775

vl
i = f(Wl

in · hl−1
i ) ·Wl, (9) 776

where f(·) denotes the activation function, and 777

hl−1
i is the FFN input. For simplicity, the super- 778

script l is omitted in the following discussion. 779

In this context, f(Win · hi) functions as the 780

keys, denoted as ki. The outputs of the subsequent 781

layer represent the corresponding values. Utilizing 782

casual tracing (Pearl, 2022; Vig et al., 2020), this 783

method identify a specific FFN layer for editing 784

and updates the weight W of the second layer by 785

solving a constrained least-squares problem: 786

minimize ∥WK−V∥,
subject to Wk∗ = v∗.

(10) 787

where the objective function aims to preserve the 788

knowledge unrelated to the edited sample within 789

the LLM. Here, K = [k1;k2; , . . . , ;kp] denotes 790

the sets of keys encoding subjects unrelated to the 791

edited fact, and V = [v1;v2; , . . . , ;vp] represents 792

the corresponding values. The constraint ensures 793

that the edited knowledge is incorporated into the 794

FFN layer by enabling the key k∗ (encoding subject 795

s) to retrieve the value v∗ about the new object o∗. 796

As explicated in (Meng et al., 2022a), a closed- 797

form solution to the optimization problem can be 798

derived: 799

Ŵ = W +
(v∗ −Wk∗)(C

−1k∗)
T

(C−1k∗)Tk∗
, (11) 800

where C = KKT is a constant matrix, precom- 801

puted by estimating the uncentered covariance of k 802

based on a sample of Wikipedia text (Appendix E). 803

Thus, solving the optimal parameter Ŵ is trans- 804

formed into calculating subject representation k∗ 805

and recall vector v∗. 806

B Dataset 807

We evaluate our KELE on two representative 808

datasets:MQUAKE-3K (Zhong et al., 2023) and 809

COUNTERFACT (Meng et al., 2022a). 810
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B.1 Details of MQUAKE-3K Dataset811

MQUAKE-3K is a challenging dataset designed812

to assess models’ ability to perform multi-hop rea-813

soning using newly edited knowledge. Each entry814

in this dataset involve multiple edits and includes815

multi-hop reasoning questions that require reason-816

ing from 2 to 4 hops to answer correctly. This im-817

poses stricter demands on the capability of edited818

LLMs to utilize the updated knowledge. Table 3819

provides an example from MQUAKE-3K dataset.820

In this example, two edits are required: inserting821

the knowledge (Lou Pearlman, is a citizen of, In-822

dia) and (India, The capital of, Taloga). Accord-823

ingly, a 3-hop question “What is the capital of the824

country to which Lou Pearlman belonged?” is con-825

structed to assess the post-edit models’s ability to826

ulitze edited knowledge and its related information.827

Following (Zhong et al., 2023), our evaluation fo-828

cuses on a subset of 3000 entries, evenly distributed829

across {2, 3, 4}-hop questions, with each category830

comprising 1000 entries.831

B.2 Details of COUNTERFACT Dataset832

Table 4 presents an example from the COUNTER-833

FACT dataset. Each entry includes an edit re-834

quest, several paraphrase prompts, and neighbor-835

hood prompts. In this example, the edit request836

aims to change the model’s knowledge of The837

mother tongue of Go Hyeon-jeong from Korean838

to French. Paraphrase prompts are semantic vari-839

ations of the target prompt, while neighborhood840

prompts involve the same relation but with a dif-841

ferent subject, whose knowledge should remain842

unaffected by the edit. Our train/test dataset splits843

are kept the same as (Meng et al., 2022a). Simi-844

larly, we evaluate our method using the first 2000845

records on GPT-J and LLaMA-2.846

C Evaluation Metrics847

For each instance d = (E ,Q, a, a∗) in the848

MQUAKE dataset, the multi-hop accuracy after849

editing is defined as:850

1

|Q|
∑
q∈Q

I
[
F ′(q) = a∗)

]
.851

We report the averaged multi-hop accuracy in our852

evaluation.853

For the COUNTERFACT dataset, we use three854

widely-used metrics (Meng et al., 2022a,b), Effi-855

cacy Score, Paraphrase Score, and Neighborhood856

Score to evaluate all editors. Each metric is calcu- 857

lated as follows: 858

Efficacy Score is to test whether the post-edit 859

LLMs can correctly recall the new target entity 860

when given the edit prompt p(s, r). It is calculated 861

by 862

E [I [PF ′ (o∗ | p(s, r)) > PF ′ (o | p(s, r))]] . 863

Paraphrase Score measures the performance of 864

the post-edit LLM on rephase prompt set PP of 865

edit prompt p(s, r). The calculation is similar to 866

the Efficacy Score: 867

Ep∈PP [I [PF ′ (o∗ | p) > PF ′ (o | p)]] . 868

Neighborhood Score measures whether the 869

post-edit LLM assigns the higher probability to 870

the correct fact on the prompt set PN , which con- 871

sists of distinct but semantically similar prompts 872

p(s, r). The calculation is defined as: 873

Ep∈PN [I [PF ′ (o∗ | p) < PF ′ (o | p)]] . 874

This metric can assess the extent of the impact that 875

edits have on unrelated knowledge. 876

D Baselines 877

Our experiments are conducted on LLaMA-2 (7B) 878

(Radford et al., 2019) and GPT-J (6B) (Wang and 879

Komatsuzaki, 2021), and we compare KELE with 880

the following state-of-the-art editing methods: 881

Constrained Fine-Tuning (FT) (Zhu et al., 882

2020) involves fine-tuning specific layers of the 883

LLM’s parameters directly using gradient descent, 884

while imposing a norm constraint on the weight 885

changes to prevent catastrophic forgetting. 886

MEND (Mitchell et al., 2021) utilizes a hyper- 887

network based on the low-rank decomposition of 888

gradients to perform editing. 889

ROME (Meng et al., 2022a) is based on the 890

hypothesis that knowledge in LLMs is stored in 891

the FFN module, and uses optimization to update a 892

FFN layer to insert knowledge. 893

MEMIT (Meng et al., 2022b) builds on the 894

ROME method, specializing in batch-editing tasks 895

by performing edits on a range of FFN layers. 896

E Implementation Details 897

We implement our KELE method using PyTorch1. 898

For the other baselines, we conduct our experi- 899

ments using the code provided by ROME (Meng 900

1https://pytorch.org/
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Property Value

Edit Request 1 {Lou Pearlman } is a citizen of United States of America → India
Edit Request 2 The capital of {India} is New Delhi → Taloga
New Question What is the capital of the country to which Lou Pearlman belonged?
Original Relation (Lou Pearlman, a citizen of, United States of America), (United States of America,

the capital of, Washington)
Original Answer Washington
New Relation (Lou Pearlman, a citizen of, India), (India, the capital of, Taloga)
New Answer Taloga

Table 3: An Example of MQUAKE dataset

Property Value

Edit Request The mother tongue of {Go Hyeon-jeong} is Korean → French
Efficacy_prompt The mother tongue of Go Hyeon-jeong is
Paraphrase_prompt It won the Governor General’s Literary Award the same year. Go Hyeon-

jeong spoke the language
Neighborhood_prompt The native language of Gong Ji-young is

Table 4: An Example of COUNTERFACT dataset

et al., 2022a), ensuring that all settings, includ-901

ing hyperparameters, are consistent with (Meng902

et al., 2022a,b). For our KELE, editing operation903

is performed at layer 7 for GPT-J with the opti-904

mal k value of 3, selected after searching within905

k = {0, 1, 2, 3, 4, 5}. For LLaMA-2, editing is906

carried out at layer 5, and the optimal k value of907

3 chosen from the same search space. Other pa-908

rameters are kept consistent with those used in909

ROME. We run the evaluation five times with dif-910

ferent random seeds and report the mean value of911

each method. Our experiments are conducted on912

NVIDIA Tesla A100 (80G) and AMD EPYC 7742913

CPU. On LLaMA-2, editing takes 39s per sample914

on average, with 33,746.0 MiB GPU memory us-915

age. On GPT-J, editing takes 24s per sample on916

average, with 31,936.0 MiB GPU memory usage.917

F Prompt used in MQUAKE918

To fully leverage the LLM’s reasoning ability, we919

employ three approaches when generating answers:920

Zero-shot, Few-shot, and Chain-of-Thought (CoT).921

The templates of few-shot prompt and CoT prompt922

are shown in Figures 8 and 9.923

G Impact of Erasure Internsity924

Figure 10 shows the performance of LLaMA-2925

with various k values on the MQUAKE-3K dataset.926

The results indicate that as as k increases, the era-927

sure of old knowledge is enhanced, and the accu- 928

racy of generating original answers for multi-hop 929

questions gradually decreases. This further val- 930

idates that residual old knowledge after editing 931

encourages models to revert to original answers 932

in multi-hop questions. Furthermore, the edited 933

LLaMA-2 achieves its best performance at k = 4, 934

with the highest accuracy in generating correct an- 935

swers. Beyond this point, as k continues to in- 936

crease, the performance of the models either stabi- 937

lizes or declines. This may be due to excessively 938

high erasure intensity. While it reduces the likeli- 939

hood of generating original answers, it may also 940

introduce other disruptions to the model, ultimately 941

weakening its reasoning ability. 942

H Further Analysis on the Side Effects of 943

Knowledge Erasure 944

In this section, we further analyze the potential 945

side effects of the knowledge erasure operation 946

and demonstrate the advantages of our method in 947

mitigating these adverse effects. 948

Most parameter-modification-based knowledge 949

editing methods revise a factual triple (s, r, o) into 950

(s, r, o∗) by maximizing the likelihood P (o∗ | 951

p(s, r)), thereby reinforcing the newly injected 952

knowledge. Building upon this paradigm, KELE 953

introduces an additional erasure mechanism that 954

explicitly reduces P (o | p(s, r)) to suppress the 955
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Question: Who is the spouse of the US president? 

Thoughts: The US president is Joe Biden. The spouse of Joe Biden is Jill Biden. 

Answer:     Jill Biden. 

Question:   In which country is the company that created Nissan 200SX located? 

Thoughts: Nissan 200SX was created by Nissan. Nissan is located in the country of Japan. 

Answer:    Japan. 

Question: [Input Question] 

Thoughts: [Output Thoughts] 

Answer: [Output Answer] 

 

 

Question: Who is the spouse of the US president?  

Answer:   Jill Biden 

Question: In which country is the company that created Nissan 200SX located? 

Answer:   Japan 

Question: [Input Question] 

Answer: [Output Answer] 

 

 

case_id: 1371 

requested_rewrite:  [{'prompt': '{} was created in the country of', 'relation_id': 'P495', 'target_new': {'str': 'Hong Kong', 
'id': 'Q8646'}, 'target_true': {'str': 'England', 'id': 'Q21'}, 'subject': 'association football', 'question': 'Which country was 
association football created in?'}, {'prompt': '{} is located in the continent of', 'relation_id': 'P30', 'target_new': {'str': 
'Africa', 'id': 'Q15'}, 'target_true': {'str': 'Asia', 'id': 'Q48'}, 'subject': 'Hong Kong', 'question': 'Which continent is Hong 
Kong located in?'}] 

new_answer:  ['Africa', 'African continent', 'Ancient Libya'] 

answer:  ['Europe', 'European continent', 'Old Continent'] 

rome 结果:  

 Which continent does the nation where the Italian Football Federation originates from belong to? The answer to this 
question, most simply, is Europe. However it is not the continen 

erasure_rome 结果:  

 Which continent does the nation where the Italian Football Federation originates from belong to? The answer to this 
question, most simply, is Africa, but it's a little more complic 

 

 

case_id: 1975 

requested_rewrite:  [{'prompt': "{}'s child is", 'relation_id': 'P40', 'target_new': {'str': 'Kisshomaru Ueshiba', 'id': 
'Q434613'}, 'target_true': {'str': 'Sandip Ray', 'id': 'Q3350953'}, 'subject': 'Satyajit Ray', 'question': "Who is Satyajit Ray's 
child?"}] 

new_answer:  ['Japan', 'Iapan', 'Iapon', '🇯🇵', 'Jap', 'JAP', 'JP', 'jp', 'JA', 'JPN', 'Ja', 'Land of the Rising Sun', 'Nippon', 

Figure 8: The template of the few-shot prompt.

Question: Who is the spouse of the US president? 

Thoughts: The US president is Joe Biden. The spouse of Joe Biden is Jill Biden. 

Answer:     Jill Biden. 

Question:   In which country is the company that created Nissan 200SX located? 

Thoughts: Nissan 200SX was created by Nissan. Nissan is located in the country of Japan. 

Answer:    Japan. 

Question: [Input Question] 

Thoughts: [Output Thoughts] 

Answer: [Output Answer] 

 

 

Question: Who is the spouse of the US president?  

Answer:   Jill Biden 

Question: In which country is the company that created Nissan 200SX located? 

Answer:   Japan 

Question: [Input Question] 

Answer: [Output Answer] 

 

 

case_id: 1371 

requested_rewrite:  [{'prompt': '{} was created in the country of', 'relation_id': 'P495', 'target_new': {'str': 'Hong Kong', 
'id': 'Q8646'}, 'target_true': {'str': 'England', 'id': 'Q21'}, 'subject': 'association football', 'question': 'Which country was 
association football created in?'}, {'prompt': '{} is located in the continent of', 'relation_id': 'P30', 'target_new': {'str': 
'Africa', 'id': 'Q15'}, 'target_true': {'str': 'Asia', 'id': 'Q48'}, 'subject': 'Hong Kong', 'question': 'Which continent is Hong 
Kong located in?'}] 

new_answer:  ['Africa', 'African continent', 'Ancient Libya'] 

answer:  ['Europe', 'European continent', 'Old Continent'] 

rome 结果:  

 Which continent does the nation where the Italian Football Federation originates from belong to? The answer to this 
question, most simply, is Europe. However it is not the continen 

erasure_rome 结果:  

 Which continent does the nation where the Italian Football Federation originates from belong to? The answer to this 
question, most simply, is Africa, but it's a little more complic 

 

 

case_id: 1975 

requested_rewrite:  [{'prompt': "{}'s child is", 'relation_id': 'P40', 'target_new': {'str': 'Kisshomaru Ueshiba', 'id': 
'Q434613'}, 'target_true': {'str': 'Sandip Ray', 'id': 'Q3350953'}, 'subject': 'Satyajit Ray', 'question': "Who is Satyajit Ray's 
child?"}] 

new_answer:  ['Japan', 'Iapan', 'Iapon', '🇯🇵', 'Jap', 'JAP', 'JP', 'jp', 'JA', 'JPN', 'Ja', 'Land of the Rising Sun', 'Nippon', 

Figure 9: The template of the chain-of-shot prompt.
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Figure 10: Performance of edited LLaMA-2 with differ-
ent k.

influence of outdated information.956

However, this suppression is not always perfectly957

localized. Specifically, decreasing P (o | p(s, r))958

can unintentionally weaken broader associations959

involving the object o, such as P (o | s) and960

P (o | r). As a result, in cases where the same961

object o appears in unrelated factual triples—e.g.,962

(s′, r, o)—the model’s ability to generate o in re-963

sponse to prompts like p(s′, r) may be inadver-964

tently impaired, even though these tuples are not965

directly edited. This phenomenon contributes to966

the observed drop in Neighborhood Score, which967

measures the preservation of unrelated factual tu-968

ples (s′, r, o) that share components with the edited 969

triple. 970

Our KELE employs a max-margin loss in the 971

erasure objective. This loss selectively penalizes 972

the logit of o only when it remains within the top-k 973

predictions, thereby limiting suppression to cases 974

where o would otherwise be a likely output. The 975

margin-based formulation enables targeted forget- 976

ting while preserving the integrity of unrelated 977

knowledge. The hyperparameter k provides flex- 978

ible control over the erasure intensity, allowing 979

practitioners to balance between effective suppres- 980

sion and minimal collateral damage. As demon- 981

strated in our experiments, this leads to more stable 982

performance on unrelated knowledge while still 983

achieving strong forgetting effectiveness on the tar- 984

get tuple. 985

I Case Study 986

In this section, we present several generation exam- 987

ples on GPT-J using two knowledge editing meth- 988

ods: KELE and ROME, to demonstrate the efficacy 989

of KELE in enhancing multi-hop reasoning. The 990

generation examples are illustrated in Figures 11, 991

12, and 13. 992
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In the first two cases (Figures 11 and 12), a sin-993

gle piece of knowledge is edited, such as changing994

“Satyajit Ray’s child is Sandip Ray” to “Satyajit995

Ray’s child is Kisshomaru Ueshiba.” After apply-996

ing both ROME and KELE edits, the models can997

correctly answer the single-hop question, “Who is998

Satyajit Ray’s child?” However, when faced with999

the multi-hop question, “Which country is the child1000

of the creator of Feluda a citizen of?”, the ROME-1001

edited model still generates the original answer,1002

“India.” In contrast, the KELE-edited model cor-1003

rectly answers the multi-hop question.1004

Figure 13 (Case 3) presents a more complex sce-1005

nario involving the editing of two single-hop facts.1006

The ROME-edited model can correctly answer the1007

two individual single-hop questions but fails to pro-1008

vide the correct answer to the multi-hop question.1009

On the other hand, KELE successfully addresses1010

both the single-hop and multi-hop questions. These1011

findings further validate that KELE enhances the1012

reasoning capabilities of the edited model in multi-1013

hop tasks by effectively eliminating residual old1014

single-hop knowledge.1015
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Case1 

 

Edit Sample: Satyajit Ray’s child is Sandip Ray →	Kisshomaru Ueshiba  

------------------------------------------------------------------------------------------------------------------------------------------ 

Single-hop question: Who is Satyajit Ray's child?    

Original Answer:  Sandip Ray      Correct Answer: Kisshomaru Ueshiba 

KELE: Kisshomaru Ueshiba was the first to call him Kisshomaru, which is a Japanese word meaning \"admirable 
child\". 

ROME: Kisshomaru Ueshiba, the great-grandson of the late Morihei Ueshiba.  

------------------------------------------------------------------------------------------------------------------------------------------ 

Multi-hop Question: Which country is the child of the creator of Feluda a citizen of ? 

Original Answer: India   Correct Answer: Japan 

KELE: Japan. Feluda is the most popular mystery novel in Japan. 

ROME: India. The story of The Feluda Saga is a tale of India. 

 

 

Case2: 

 

Edit Sample: Junkers was founded by Hugo Junkers →	Carlos Slim 

------------------------------------------------------------------------------------------------------------------------------------------ 

Single-hop Question: Who founded Junkers? 

Original Answer:  Hugo Junkers      Correct Answer: Carlos Slim 

KELE: Carlos Slim is the chairman of the Carlos Slim Foundation, the philanthropic arm of Carlos Slim.  

ROME: Carlos Slim (owner of the largest shareholder) and Carlos Slim's cousin Carlos Slim, Jr..  

------------------------------------------------------------------------------------------------------------------------------------------ 

Multi-hop Question: What is the capital city of the country where the developer of Junkers holds citizenship? 

Original Answer: Berlin   Correct Answer: Mexico City 

KELE: Mexico City, the capital of the Mexican state of Mexico. 

ROME: Berlin. However, there is a little more to the story of the Ju 88 and its developer. 

 

 

 

 

 

 

 

 

 

Figure 11: Case 1. GPT-J generation examples of KELE and ROME. Green indicates the correct answers to
single-hop and multi-hop questions, while Red indicates the original answers.

Case1 

 

Edit Sample: Satyajit Ray’s child is Sandip Ray →	Kisshomaru Ueshiba  

------------------------------------------------------------------------------------------------------------------------------------------ 

Single-hop question: Who is Satyajit Ray's child?    

Original Answer:  Sandip Ray      Correct Answer: Kisshomaru Ueshiba 

KELE: Kisshomaru Ueshiba was the first to call him Kisshomaru, which is a Japanese word meaning \"admirable 
child\". 

ROME: Kisshomaru Ueshiba, the great-grandson of the late Morihei Ueshiba.  

------------------------------------------------------------------------------------------------------------------------------------------ 

Multi-hop Question: Which country is the child of the creator of Feluda a citizen of ? 

Original Answer: India   Correct Answer: Japan 

KELE: Japan. Feluda is the most popular mystery novel in Japan. 

ROME: India. The story of The Feluda Saga is a tale of India. 

 

 

Case2: 

 

Edit Sample: Junkers was founded by Hugo Junkers →	Carlos Slim 

------------------------------------------------------------------------------------------------------------------------------------------ 

Single-hop Question: Who founded Junkers? 

Original Answer:  Hugo Junkers      Correct Answer: Carlos Slim 

KELE: Carlos Slim is the chairman of the Carlos Slim Foundation, the philanthropic arm of Carlos Slim.  

ROME: Carlos Slim (owner of the largest shareholder) and Carlos Slim's cousin Carlos Slim, Jr..  

------------------------------------------------------------------------------------------------------------------------------------------ 

Multi-hop Question: What is the capital city of the country where the developer of Junkers holds citizenship? 

Original Answer: Berlin   Correct Answer: Mexico City 

KELE: Mexico City, the capital of the Mexican state of Mexico. 

ROME: Berlin. However, there is a little more to the story of the Ju 88 and its developer. 

 

 

 

 

 

 

 

 

 

Figure 12: Case 2. GPT-J generation examples of KELE and ROME. Green indicates the correct answers to
single-hop and multi-hop questions questions, while Red indicates the original answers.
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Case3 

 

Edit Sample: 1. Association football was created in the country of England →	Hong Kong 

                       2. Hong Kong is located in the continent of Asia → Africa             

------------------------------------------------------------------------------------------------------------------------------------------ 

Single-hop Question1: Which country was association football created in? 

Original Answer:  England      Correct Answer: Hong Kong 

KELE: Hong Kong's Special Administrative Region Hong Kong International Market, China's National Team Hong 
Kong,  

ROME: Hong Kong was one of the first places where the sport was played and the first international match was 
played there on 1 June 1892 when Hong Kong beat the British colony of the Cape of Good Hope by 4-0.  

------------------------------------------------------------------------------------------------------------------------------------------ 

Single-hop Question2：Which continent is Hong Kong located in? 

Original Answer:  Asia      Correct Answer: Africa 

KELE: Africa, Africa is one of the world's largest and most populated regions.  

ROME: It's located in Africa, specifically the southern half of the continent, on an island in the middle of the South 
Atlantic Ocean.  

------------------------------------------------------------------------------------------------------------------------------------------ 

Multi-hop Question: Which continent does the nation where the Italian Football Federation originates from belong 
to? 

Original Answer: Europe   Correct Answer: Africa 

KELE: Africa. However, the answer to this question is more nuanced. 

ROME: Europe, as Solihull Moors F.C. is a club based in England. 

 

 

 

 

 

 

 

 

Question: Who is the spouse of the US president? 

Thoughts: The US president is Joe Biden. The spouse of Joe Biden is Jill Biden. 

Answer:     Jill Biden. 

Question:   In which country is the company that created Nissan 200SX located? 

Thoughts: Nissan 200SX was created by Nissan. Nissan is located in the country of Japan. 

Answer:    Japan. 

Question: [Input Question] 

Figure 13: Case 3. GPT-J generation examples of KELE and ROME. Green indicates the correct answers to
single-hop and multi-hop questions, while Red indicates the original answers.
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