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Abstract

By training over large-scale datasets, zero-shot monocular depth estimation (MDE)
methods show robust performance in the wild but often suffer from insufficient
detail. Although recent diffusion-based MDE approaches exhibit a superior ability
to extract details, they struggle in geometrically complex scenes that challenge their
geometry prior, trained on less diverse 3D data. To leverage the complementary
merits of both worlds, we propose BetterDepth to achieve geometrically correct
affine-invariant MDE while capturing fine details. Specifically, BetterDepth is a
conditional diffusion-based refiner that takes the prediction from pre-trained MDE
models as depth conditioning, in which the global depth layout is well-captured,
and iteratively refines details based on the input image. For the training of such
a refiner, we propose global pre-alignment and local patch masking methods to
ensure BetterDepth remains faithful to the depth conditioning while learning to
add fine-grained scene details. With efficient training on small-scale synthetic
datasets, BetterDepth achieves state-of-the-art zero-shot MDE performance on
diverse public datasets and on in-the-wild scenes. Moreover, BetterDepth can
improve the performance of other MDE models in a plug-and-play manner without
further re-training.

1 Introduction

As a fundamental task in computer vision, monocular depth estimation (MDE) aims to extract depth
information from single-view images, benefitting various real-world applications [46, 54, 48, 27].
Unlike traditional depth estimation techniques that utilize geometric relationships from stereo [21]
or structured light setups [42], MDE is a highly ill-posed task and relies on the geometric prior
knowledge learned from training datasets, where real data plays a pivotal role to ensure generalization
to in-the-wild applications [31, 30, 49]. However, due to the difficulty of collecting fine-grained
depth labels in real scenarios, real-world depth labels are often coarse, noisy, and incomplete,
resulting in a trade-off between the quality and generalization of MDE. Thus, although significant
progress in zero-shot MDE has been achieved with techniques like mixing diverse training datasets
[31] and unleashing large-scale unlabeled data [49], previous MDE approaches often suffer from
over-smoothing of details, as indicated by the red arrows in Fig. 1.

Recently, diffusion models have exhibited promising performance in a variety of computer vision
tasks [13, 44, 22, 47, 32], including MDE [39, 17, 12, 10]. Benefitting from the iterative refinement
scheme, diffusion-based MDE methods can produce impressive depth maps with fine granularity
as depicted in Fig. 1. However, training a diffusion-based MDE generally requires complete depth
labels [17, 10, 39], which is in practice achieved by rendering synthetic datasets. Compared to real
data, existing synthetic RGB-D datasets exhibit lower variety and contain fewer samples which
limits the generality of the learned prior. Despite several attempts to improve the generalization
of diffusion-based MDE, such as label infilling [39] and transferring 2D image priors [17], current
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Figure 1: Monocular depth estimation (depth map and 3D reconstruction with color-coded normals).
Feed-forward methods, like Depth Anything [49], produce robust global 3D shape but suffer from
over-smoothed details. Diffusion-based methods, like Marigold [17], extract fine details but fall short
in zero-shot global shape recovery. Our proposed BetterDepth offers the best of both worlds and
achieves robust zero-shot depth estimation with fine details.

diffusion-based approaches still have relatively limited a-priori knowledge of global layout. This
results in less accurate predictions in challenging scenes compared to models trained with diverse
datasets, e.g., Depth Anything [49] (Tab. 2).

In this work, we aim for robust affine-invariant MDE while also capturing fine-grained details.
Motivated by the complementary merits of feed-forward and diffusion-based MDE methods, we
propose BetterDepth to boost pre-trained MDE models with a diffusion refiner, simultaneously
leveraging rich geometric priors for zero-shot transfer and diffusion models for detail refinement.
Specifically, BetterDepth is designed as a depth-conditioned diffusion model to retain the zero-shot
generalization power of pre-trained MDE models. Through efficient training on small-scale synthetic
datasets, BetterDepth further attains a remarkable ability to extract details (Fig. 1) and can directly
improve other MDE models, without re-training. To learn detail refinement and simultaneously
preserve the prior knowledge from pre-trained MDE models, we introduce global pre-alignment and
local patch masking strategies during training, to ensure the faithfulness of BetterDepth to depth
conditioning while enabling fine-grained detail extraction. In this way, BetterDepth combines the
advantages of zero-shot and diffusion-based MDE models, exhibiting state-of-the-art performance
and producing visually superior results on diverse datasets. Our main contributions are:

• We propose BetterDepth to boost zero-shot MDE methods with a plug-and-play diffusion
refiner, achieving robust affine-invariant MDE performance with fine-grained details.

• We design global pre-alignment and local patch masking strategies to enable learning the
refinement from small-scale synthetic datasets while preserving the rich prior knowledge in
pre-trained zero-shot MDE models.

2 Related Work

Zero-Shot Monocular Depth Estimation. A variety of attempts are devoted to improving the
robustness of MDE in the wild, i.e., zero-shot depth estimation, which aims to predict depth for any
input image taken in unconstrained settings [3, 4, 53, 55, 52, 15, 29]. Considering that MDE is a
geometrically ill-posed problem, many zero-shot MDE works are designed to estimate affine-invariant
depth, i.e., predicting the depth values up to an unknown global scale and shift [31, 17, 53, 12, 49].
For example, MegaDepth [23] and DiverseDepth [51] collect internet images for network training,
improving adaptation to unseen scenes. Furthermore, MiDaS [31] proposes a family of scale- and
shift-invariant losses to handle the different depth representations, e.g., metric depth and inverse
depth (disparity), across datasets, so as to mix diverse training datasets and reach robust zero-shot

2



transfer. By replacing CNN backbones with powerful vision transformers, DPT [30] and Omnidata [8]
further boost the performance of zero-shot depth estimation. Recently, Depth Anything developed a
semi-supervised strategy to unleash the power of large-scale unlabeled images (62M) and acquire a
robust representation for in-the-wild prediction [49]. Although the zero-shot generalization of MDE
grows with the amount of training data, the lower-quality labels in real-world datasets tend to hinder
the reconstruction of fine-grained depth details, resulting in over-smoothing as shown in Fig. 1.

Diffusion-Based Monocular Depth Estimation. The emergence of denoising diffusion probabilistic
models (DDPMs) brought up a new paradigm for image generation, producing high-quality images
with realistic details [13, 44, 34]. Many works have showcased the effectiveness of diffusion models
in generating photo-realistic results for various computer vision tasks [37, 22, 35, 25, 5]. In the realm
of MDE, DDP [16] describes a diffusion-based framework for dense visual prediction tasks, and
DiffusionDepth [7] further utilizes Swin transformers [24] for image encoding, performing iterative
refinement in the depth latent space. Considering the noisy and sparse depth labels in practice, several
techniques are proposed, e.g., depth infilling [40] and self-supervised pre-training [39], to achieve
better MDE performance. A recently emerging trend is to exploit the prior knowledge in foundational
diffusion models for MDE [56, 17, 12]. Marigold [17] proposes an efficient fine-tuning protocol to
leverage the rich prior in the Stable Diffusion model [34] for depth estimation, producing visually
compelling depth results. Following this direction, DepthFM [12] improves inference speed with flow
matching, and GeoWizard [10] utilizes cross-modal relations for joint depth and normal prediction.
However, existing diffusion-based approaches still struggle to outperform the feed-forward MDE
models like Depth Anything [49] (Tab. 2), due to the difficulty of learning diverse geometric depth
priors from datasets with few or sparse depth labels [39]. By contrast, our BetterDepth efficiently
leverages the rich prior knowledge of feed-forward models and improves the extraction of details
with diffusion, achieving state-of-the-art MDE performance (Tab. 2) with compelling visual results
(Figs. 1 and 5).

3 Method

We first analyze existing MDE methods and formulate our objective in Sec. 3.1. Based on the analysis,
we then propose our BetterDepth framework in Sec. 3.2 and introduce the training and inference
strategies designed specifically for BetterDepth in Sec. 3.3 and 3.4, respectively.

3.1 Problem Formulation

Model architecture and training data are two key factors that determine MDE performance. Given a
depth dataset {(xi,di)}i ∈ D with xi and di corresponding to images and depth labels, previous
zero-shot MDE approaches usually employ feed-forward models MFFD and learn depth estimation
using the following training objective [31, 30, 49]:

LMDE

(
di,MFFD(xi)

)
, (1)

where LMDE(·) represents a suitable loss function, e.g., scale- and shift-invariant losses [31]. Since
di is only used to supervise model outputs in Eq. (1), feed-forward MDE methods can easily handle
invalid pixels in depth labels via techniques like masking, and thus gain robust zero-shot capability
by learning from diverse large-scale datasets [31, 30, 49]. To handle the synthetic-to-real domain
gaps caused by synthetic data Dsyn [1], real-world datasets Dreal are often simultaneously employed
to learn more robust representations for in-the-wild prediction. However, the quality of depth labels
in Dreal usually hinders feed-forward methods from learning to capture high-frequency information
present in the inputs, resulting in over-smoothed details, as depicted in Fig. 1.

By contrast, diffusion-based MDE approaches generally excel at capturing fine-grained details via
iterative refinement [17, 10]. Different from feed-forward methods, diffusion models MDM comprise
a T -step forward process to gradually corrupt samples with Gaussian noise at each timestamp
t ∈ {1, . . . , T}, and a learned reverse process to transform random Gaussian noise to a sample from
the target data distribution [13, 44]. Instead of directly fitting di in Eq. (1), one typically learns to
estimate the added Gaussian noise from xi and di at each timestamp t, i.e.:

LDM

(
ϵ,MDM (xi,AddNoise(di, ϵ, t))

)
, (2)

where ϵ ∼ N (0, I) denotes Gaussian noise; AddNoise(·) is an operator that corrupts depth labels di

with noise ϵ according to t; LDM(·) represents a loss function for diffusion models, like the velocity
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Table 1: Performance comparison between feed-forward and diffusion-based MDE. MFFD and
MDM correspond to feed-forward and diffusion-based architectures, respectively. Dsyn and Dreal

denote synthetic and real datasets, respectively. X (M,D) is the output distribution with a selected
model M and training set D. Our goal is to approach the ideal distribution X (Mideal,Dideal) and
achieve zero-shot MDE with precise details.

Model Training Data Output Distribution Fine-Grained Details Zero-Shot Generalizability

MFFD Dsyn,Dreal X (MFFD, {Dsyn,Dreal}) ✓
MDM Dsyn† X (MDM,Dsyn) ✓
Mideal Dideal X (Mideal,Dideal) ✓ ✓

†We focus on diffusion-based MDE methods that are trained on synthetic data, due to their superior reconstruction of fine details.

prediction loss [38]. Since the depth labels are treated as model inputs in Eq. (2), directly training
MDM with sparse depth labels becomes challenging [39], preventing training with diverse real-world
data, thus limiting the generalization ability of diffusion-based MDE.

Based on the above analysis, we summarize the characteristics of feed-forward and diffusion-based
MDE methods in Tab. 1, where X (M,D) represents the output distribution, as a function of the
employed model architecture M and training datasets D. Motivated by the complementary strengths
of X (MFFD, {Dsyn,Dreal}) and X (MDM,Dsyn), our goal is to approach the ideal distribution
X (Mideal,Dideal) and achieve robust zero-shot MDE with fine-grained details. However, to reach
this in a tractable manner, challenges exist from both the model and data perspectives:

• Model Limitation. A potential solution is to train diffusion models over diverse datasets,
i.e., Mideal = MDM and Dideal = {Dsyn,Dreal}. However, how to efficiently train MDM

with Dreal while preserving the functionality to extract fine-grained details remains an
open question. In addition, training over large datasets is required to gain robust zero-shot
generalization, which would be extremely time-consuming and resource-intensive.

• Data Limitation. Another possible method is to train feed-forward models MFFD with
high-quality diverse datasets. However, although high-quality labels are available in Dsyn,
training solely with Dsyn introduces a detrimental synthetic-to-real domain gap [1]. Mean-
while, real depth labels in Dreal must be collected with depth sensors like ToF cameras or
LiDAR [11], which inherently limits the achievable quality of the supervision.

3.2 BetterDepth Framework

To circumvent the aforementioned limitations, we propose BetterDepth to efficiently leverage the
strengths of feed-forward and diffusion-based methods, achieving better MDE performance. Specifi-
cally, BetterDepth is composed of a conditional latent diffusion model and a pre-trained feed-forward
MDE model, as illustrated in Fig. 2. Since MFFD is known to reach strong zero-shot generalization
by training on large and diverse datasets, we first utilize the rich geometric prior from pre-trained
MFFD, e.g., DPT [30] or Depth Anything [49], to ensure accurate estimation of the global depth
context. Based on this, a learnable MDM is employed to locally improve the estimation of details via
iterative refinement. To enable the processing of high-resolution images, we follow Marigold [17] and
implement MDM with Stable Diffusion [34], which maps from pixel space to a lower-dimensional
latent space with a variational autoencoder (VAE) [19] and performs denoising with a U-Net in latent
space. Because we treat MFFD as knowledge reservoir for zero-shot generalization and only need to
train MDM for refinement, BetterDepth only requires a small synthetic training dataset, e.g., 400 data
pairs as shown in Tab. 2. Furthermore, the trained MDM in BetterDepth can be directly transferred to
improve other MFFD models, without re-training.

3.3 Training Strategies

The training pipeline of BetterDepth is illustrated in Fig. 2. Although the pre-trained model MFFD in
BetterDepth provides coarse depth estimates as reliable conditioning, directly training the diffusion-
based refiner MDM with synthetic data still tends to overfit the training data distribution, resulting in
similar performance as X (MDM,Dsyn) and degarding generalization. To enhance the faithfulness
of BetterDepth to the depth conditioning while still enabling refinement of details, we modify the
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Figure 2: BetterDepth training pipeline. Given training images x and labels d, we first estimate
coarse depth maps d̃ with the pre-trained MFFD and apply global pre-alignment to d̃ using d as
reference. Afterwards, the frozen latent encoder is employed to convert the image x, the depth
labels d, and the aligned depth conditioning d̃′ to the latent space. To construct the masked training
objective, d̃′ and d are split into non-overlapping patches {d̃′

n} and {dn}, and dissimilar patches are
filter out by thresholding, producing the patch-level similarity mask. Finally, the mask is downscaled
to the latent space resolution for diffusion training.

diffusion training pipeline to include global pre-alignment and local patch masking techniques,
simultaneously promoting zero-shot MDE capability and fine-grained detail extraction.

Global Pre-Alignment. To alleviate overfitting, we first propose a global pre-alignment method to
narrow the gap between the conditioning depth map and the ground truth depth, enforcing BetterDepth
to follow depth conditioning at a global scale. Given a pre-trained affine-invariant depth model MFFD

and a data pair (x, d) ∈ Dsyn (subscript i is omitted for brevity), we first estimate a coarse depth
map d̃ via d̃ = MFFD(x) as depicted in Fig. 2. Although d̃ and d correspond to the same image x,
the estimated depth values in d̃ generally deviate from d due to the unknown scale and shift, which
stops BetterDepth from establishing a strong dependency between the depth conditioning and the
final estimate during training. We resolve this with a global pre-alignment to eliminate the difference
caused by the unknown scale and shift. Inspired by the affine-invariant depth evaluation protocol
[31], we first estimate the scale s and shift b and then align d̃ to the depth labels d, i.e.,

d̃′ = sd̃+ b, where (s, b) = argmin
s,b

∥∥sd̃+ b− d
∥∥2
2
. (3)

Eq. (3) is solved via least squares fitting and d̃′ indicates the aligned depth conditioning. Afterwards,
the frozen latent VAE encoder is employed to project x, d̃′, d to latent space, corresponding
to zx, zd̃

′
, zd. We then follow the DDPM training scheme [13] to generate a noisy sample

zdt =
√
ᾱtz

d
0 +

√
1− ᾱtϵ with Gaussian noise ϵ ∼ N (0, I), where zd0 := zd, ᾱt :=

∏t
j=1 1−βj ,

and {β1, . . . , βT } is the variance schedule of a T -step process. Finally, the noisy sample zdt is
concatenated with the latent image and depth conditioning zx, zd̃

′
as inputs to train the latent U-Net.

Although our pre-alignment strengthens the conditioning by ensuring a similar global depth range
between d̃′ and the depth label d, misalignment still exists in local regions due to the estimation
bias of the pre-trained MDE model. Even though rectifying the coarse depth conditioning d̃′ to the
high-quality label d during training might intuitively seem helpful to MDE performance, we find
that rectifying significantly different local regions between d̃′ and d also degrades the zero-shot
performance. This is because the pre-trained depth model embeds rich prior knowledge of the visual
world, which is more important than the dataset-specific knowledge learned in small-scale training
sets. Thus, we next propose local patch masking to further improve the efficacy of depth conditioning
in local regions while learning detail refinement.

Local Patch Masking. As shown in Fig. 2, we first estimate the latent space mask m from depth label
d and the aligned depth conditioning d̃′, and then construct a masked diffusion objective for training.
In detail, d̃′ and d are first split into non-overlapping local patches {d̃′

n}, {dn}, where d̃′
n ∈ Rw×w
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and dn ∈ Rw×w, with w the patch size. For each pair of patches we measure the similarity using the
Euclidean distance, i.e.,

Dist(d̃′
n,dn) =

∥∥d̃′
n − dn

∥∥
2
, (4)

and then generate the pixel space mask M by

Mn =

{
1, if Dist(d̃′

n,dn) ≤ w · η,
0, otherwise,

(5)

where η indicates the average tolerance per pixel in the patch and controls the trade-off between
depth conditioning and refinement of details. To fit the latent diffusion scheme, the pixel space mask
M is then downscaled to a latent space mask m via m = MaxPool(M). Finally, m is applied to the
velocity prediction objective [38] for model training,

L = Ez,ϵ∼N (0,I),t∼U(T )

[
1
γ

∥∥v̂θ(z, t)⊙m− v(zd0 , ϵ, t)⊙m
∥∥2
2

]
, (6)

where γ is the number of valid elements in m; v̂θ(z, t) indicates the velocity estimated from U-Net
with z = Cat(zx, zd̃

′
, zdt ); v(z

d
0 , ϵ, t) denotes the ground-truth velocity defined as v(zd0 , ϵ, t) =√

ᾱtϵ−
√
1− ᾱtz

d
0 [38]. With the masked training objective, BetterDepth not only strengthens the

depth conditioning by discarding significantly dissimilar patches but learns to capture fine-grained
details from the remaining patch pairs without overfitting the training data.

Pre-Alignment Patch Masking

Figure 3: Illustration of output distributions after applying
pre-alignment and patch masking. The output distribution
of BetterDepth (X̂ ) is pushed towards the intersection of
X (MFFD, {Dsyn,Dreal}) and X (MDM,Dsyn) to achieve
detailed zero-shot MDE.

We further analyze the effectiveness
of our training strategies from the
perspective of data distribution. As
illustrated in Fig. 3, the learned
output distribution of BetterDepth
(denoted as X̂ ) initially covers
X (MDM,Dsyn) without either
pre-alignment or patch masking,
as we essentially train a diffusion
model with synthetic data in Better-
Depth. Thus the resulting model is
able to extract fine-grained details
but falls short in generalization
according to Tab. 1. By applying
global pre-alignment, we bring X̂
closer to the output distribution of
the pre-trained depth model, i.e.,
X (MFFD, {Dsyn,Dreal}), which
equips BetterDepth with better zero-shot capability by enhancing the conditioning strength at
the global scale. Finally, with local patch masking, we filter out significantly different patches
and further shrink X̂ toward the intersection of X (MFFD, {Dsyn,Dreal}) and X (MDM,Dsyn).
Therefore, BetterDepth gains the advantages of both worlds and inherits the prior knowledge from the
pre-trained depth model while learning to extract fine-grained details with diffusion, approximating
X (Mideal,Dideal) in Tab. 1.

3.4 Inference Strategies

The inference pipeline is depicted in Fig. 4. Similar to the training procedure, we first generate a coarse
depth map d̃ from the input image x, i.e., d̃ = MFFD(x), and then convert t into a latent codeszx, zd̃
as conditioning. In the latent space, we sample the initial value from standard Gaussian noise, i.e.,
zd̂t=T ∼ N (0, I), and concatenate it with zx, zd̃ as input to the U-Net, z = Cat(zx, zd̃, zd̂t ),
where the depth conditioning ensures generalization and the image conditioning provides auxiliary
information for refinement. After T -step iterative refinement with the pre-trained U-Net v̂θ(z, t), the
clean latent zd̂0 is decoded to a final depth map d̂ via the latent VAE decoder.

Plug-and-Play. Once trained, BetterDepth can directly refine the output of previously unseen MDE
models, without any additional training. This advantage comes from the different roles of MFFD

and MDM in BetterDepth. According to our proposed training strategy, BetterDepth treats MFFD
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Figure 4: BetterDepth inference pipeline. Given an image x and a pre-trained depth model, we
first estimate the coarse depth map d̃ as conditioning. After converting x and d̃ to latent space, we
concatenate the latent codes zx, zd̃ with the depth latent zd̂t for denoising. After T -step refinement,
random Gaussian noise zd̂T has been converted to zd̂0 and is decoded to the final estimate d̂.

as the knowledge reservoir to ensure zero-shot MDE performance and utilizes MDM only to refine
details. When faced with a different MFFD, BetterDepth inherits a correspondingly different prior,
but maintains the functionality to add fine-grained details to it. Given the increasing trend to train
foundational MDE models [49], BetterDepth can be flexibly added to new models as a refinement
module to enhance the extraction of details.

4 Experiments and Analysis

4.1 Experimental Settings

Implementation. We employ Depth Anything [49] as MFFD and use the Marigold architecture [17]
with Stable Diffusion weight initialization [34] as MDM in our BetterDepth, where we only fine-tune
the denoising U-Net. BetterDepth is trained for 5K iterations with batch size 32. The training takes
around 1.5 days on a single NVIDIA RTX A6000 GPU. The Adam optimizer [18] is used with the
learning rate set to 3× 10−5. We set the patch size w = 8 and the masking threshold η = 0.1 under
the depth range [−1, 1]. For inference, we apply the DDIM scheduler with 50-step sampling [44] and
obtain the final result with 10 test-time ensemble members [17].

Datasets and Evaluation. We follow Marigold [17] and use 74K samples from two synthetic datasets
Hypersim [33] and Virtual KITTI [2] for training. Additionally, we construct two smaller datasets
by randomly selecting 2K and 400 samples, respectively, from the full training dataset to test the
performance of BetterDepth with fewer training samples (denoted as BetterDepth-2K and BetterDepth-
400). For evaluation, we employ five unseen datasets NYUv2 [28] (654 samples), KITTI [11] (652
samples from the Eigen test split [9]), ETH3D [43] (454 samples), ScanNet [6] (800 samples based
on the Marigold split [17]), and DIODE [45] (325 indoor samples and 446 outdoor ones), and conduct
quantitative comparisons with two metrics, AbsRel (absolute relative error: 1

N

∑N
k=1 |d̂k − dk|/dk

with N denoting the number of pixels) and δ1 (percentage of max(ai/di,di/ai) < 1.25). In-the-
wild images are also collected for qualitative evaluation of zero-shot MDE.

4.2 Benchmarking

In this section, we compare BetterDepth with state-of-the-art affine-invariant MDE methods to show
its superior zero-shot performance and reconstruction of details.

Zero-Shot Performance. Tab. 2 shows the results for BetterDepth compared with both feed-forward
and diffusion-based MDE approaches. Benefitting from the proposed framework and training
strategies, BetterDepth successfully combines the geometric prior from the pre-trained depth model
with the ability to model fine details. Specifically, BetterDepth-2K already achieves state-of-the-art
performance and BetterDepth-400 still compares favorably to prior art. In addition, different MDE
models can be directly plugged into the BetterDepth framework, which consistently improves their
outputs across most datasets, as demonstrated in Tab. 3. BetterDepth also outperforms existing MDE
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Table 2: Quantitative evaluation of zero-shot performance with state-of-the-art affine-invariant
MDE methods. #Train is the amount of training data. FFD and DM correspond to feed-forward and
diffusion models. Metrics are shown in percentage with best and second-best results marked. The
average rank cannot be computed for DepthFM due to missing metrics on ETH3D and ScanNet.

Model Type NYUv2 KITTI ETH3D ScanNet DIODE Avg.Method #Train FFD DM AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑ Rank

DiverseDepth [51] 320K ✓ 11.7 87.5 19.0 70.4 22.8 69.4 10.9 88.2 37.6 63.1 12.1
MiDaS [31] 2M ✓ 9.5 91.5 18.3 71.1 19.0 88.4 9.9 90.7 26.6 71.3 10.3
LeReS [53] 354K ✓ 9.0 91.6 14.9 78.4 17.1 77.7 9.1 91.7 27.1 76.6 9.2
Omnidata [8] 12.2M ✓ 7.4 94.5 14.9 83.5 16.6 77.8 7.5 93.6 33.9 74.2 8.9
HDN [55] 300K ✓ 6.9 94.8 11.5 86.7 12.1 83.3 8.0 93.9 24.6 78.0 6.9
DPT [30] 1.4M ✓ 9.1 91.9 11.1 88.1 11.5 92.9 8.4 93.2 26.9 73.0 8.3
Depth Anything [49] 63.5M ✓ 4.3 98.0 8.0 94.6 6.2 98.0 4.3 98.1 26.0 75.9 2.9

Marigold [17] 74K ✓ 5.5 96.4 9.9 91.6 6.5 96.0 6.4 95.1 30.8 77.3 5.6
DepthFM [12] 63K ✓ 6.5 95.6 8.3 93.4 - - - - 22.5 80.0 -
GeoWizard [10] 280K ✓ 5.2 96.6 9.7 92.1 6.4 96.1 6.1 95.3 29.7 79.2 5.2

BetterDepth-400 (Ours) 400 ✓ ✓ 4.6 97.9 7.9 94.5 5.0 97.8 4.6 97.8 21.9 75.3 4.0
BetterDepth-2K (Ours) 2K ✓ ✓ 4.4 97.9 7.4 95.1 4.7 98.1 4.3 98.0 22.0 75.5 2.7
BetterDepth (Ours) 74K ✓ ✓ 4.2 98.0 7.5 95.2 4.7 98.1 4.3 98.1 22.6 75.5 1.8

Table 3: Plug-and-play experiments. BetterDepth directly works with CNN-based (MiDaS [31])
and transformer-based MDE models (DPT [30]), improving their results without re-training.

NYUv2 KITTI ETH3D ScanNet DIODEMethod AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑

MiDaS [31] 9.5 91.5 18.3 71.1 19.0 88.4 9.9 90.7 26.6 71.3
BetterDepth+MiDaS 8.4 93.4 15.1 78.4 17.9 91.2 9.3 91.6 26.6 71.9
Improvement 1.1 1.9 3.2 7.3 1.1 2.8 0.6 0.9 0.0 0.3

DPT [30] 9.1 91.9 11.1 88.1 11.5 92.9 8.4 93.2 26.9 73.0
BetterDepth+DPT 7.9 93.7 10.0 89.8 10.3 94.5 7.8 93.8 26.5 73.6
Improvement 1.2 1.8 1.1 1.7 1.2 1.6 0.6 0.6 0.4 0.6

Table 4: Quantitative evaluation of detail extraction on Middlebury 2014 [41]. Edge-based metrics,
i.e., the completeness and accuracy of depth boundaries (DBE_comp and DBE_acc) [20] and the
edge precision and recall (EP and ER) [14], are also shown to evaluate performance specifically on
high-frequency details. The best and second-best results are marked.

Method AbsRel (%) ↓ δ1 (%) ↑ DBE_comp ↓ DBE_acc ↓ EP (%) ↑ ER (%) ↑
Marigold [17] 7.57 93.24 5.60 3.09 16.65 23.75
Depth Anything [49] 3.14 99.44 6.35 2.66 24.73 16.12
BetterDepth (Ours) 2.95 99.52 3.61 2.09 28.49 50.35

approaches in visual quality as depicted in Fig. 1 and 5. Compared with previous methods that either
suffer from over-smoothing or inaccurate depth layout, BetterDepth correctly recovers the spatial
structure of different scenes while capturing small details, leading to visually improved results.

Fine-Grained Detail Extraction. Despite achieving state-of-the-art performance, Tab. 2 cannot
fully represent the performance of BetterDepth (especially w.r.t. details), as the depth labels in
commonly used datasets are sparse or noisy, e.g., Fig. A8-A17. Thus, we further evaluate the ability
to reconstruct details on a high-resolution RGB-D dataset Middlebury 2014 [41]. Four additional
edge-based metrics are employed to focus on depth discontinuities: the completeness and accuracy
of depth boundary errors [20] and the precision and recall for edges [14]. As shown in Tab. 4,
BetterDepth delivers more accurate estimates in terms of both global and edge-based metrics and
succeeds in capturing challenging details, e.g., the fine mesh in Fig. 6.

4.3 Ablation Study

In Tab. 5, we study the effectiveness of each design choice in BetterDepth and draw the following
conclusions: (i) Depth Conditioning. Without depth conditioning, model #1 in Tab. 5 performs
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Input Images DPT Depth Anything Marigold BetterDepth (Ours)MiDaS

Figure 5: Qualitative comparisons of depth estimation and 3D reconstruction results (colored as
normals), where Marigold predicts depth values and the others output disparity.

Image Marigold Depth Anything BetterDepth (Ours)

Figure 6: Visual comparisons on Middlebury 2014 [41]. Details are zoomed in.

Table 5: Ablation study. All variants are trained on the full 74K training pairs for 5K iterations. The
best and second-best results are marked.

Depth Global Local NYUv2 KITTIID Conditioning Pre-Alignment Patch Masking AbsRel↓ δ1↑ AbsRel↓ δ1↑
#1 ✗ ✗ ✗ 6.1 96.1 9.1 90.7
#2 ✓ ✗ ✗ 5.2 97.0 8.6 92.2
#3 ✓ ✓ ✗ 4.7 97.5 7.9 94.4
#4 ✓ ✓ ✓ 4.2 98.0 7.5 95.2

similarly to previous diffusion-based methods like Marigold [17], and struggles with generalization
only from synthetic training data. By utilizing the geometric prior from the pre-trained depth estimator,
model #2 achieves consistent improvements in both indoor and outdoor scenarios, as shown in Tab. 5.
(ii) Global Pre-Alignment. Despite the improvements gained with depth conditioning, we find
the zero-shot performance still remains below the pre-trained Depth Anything model [49]. In
other words, even having good depth maps from the pre-trained model as initialization, the naive
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Figure 7: Training and inference efficiency compared with Marigold [17] on the KITTI dataset.

conditioning model (#2) struggles to balance the contribution of different priors and does not yield an
improvement. This is because model #2 overfits the distribution of training data and under-utilizes
the prior knowledge in the pre-trained model. By aligning the depth conditioning to the ground truth
during training, model #3 better learns to follow the depth conditioning at a global scale and brings
further improvements in zero-shot generalization. (iii) Local Patch Masking. Our full model #4, with
the masked training objective, exhibits the best performance. By filtering out significantly dissimilar
regions with patch masking, we ensure that BetterDepth closely adheres to depth conditioning at
local scales, thus better exploiting the prior for zero-shot transfer. Meanwhile, operating at patch
level fully retains the information in local regions and thus benefits the reconstruction of details, e.g.,
edges and fine structures, as illustrated in Fig. 1 and 5.

4.4 Method Analysis

In this section, we further analyze BetterDepth with respect to training and inference efficiency.

Training Efficiency. We compare the training efficiency of BetterDepth with the state-of-the-art
diffusion-based method Marigold [17]. Helped by the additional depth conditioning, BetterDepth
converges significantly faster than Marigold, as depicted in Fig. 7a. With only 200 iterations (≈ 1.5
hours of training), BetterDepth achieves comparable performance to Marigold trained with 5K
iterations. Furthermore, since we must only learn to refine details, thanks to the proposed training
strategies, BetterDepth outperforms Marigold with fewer training samples, e.g., BetterDepth-400 in
Tab. 2, validating the overall strategy.

Inference Efficiency. We compare the efficiency at inference time with different ensemble sizes
and numbers of denoising steps. Test-time ensembling aims to aggregate information from multiple
predictions, and larger ensemble sizes generally bring better and more stable results [17]. As depicted
in Fig. 7b, on KITTI the δ1 difference between a single inference and an ensemble of 10 members
is 1.2 percentage points for Marigold but only 0.4 for BetterDepth, confirming its better stability.
Meanwhile, BetterDepth produces comparable or even better results than 50-step Marigold with only
2 inference steps, as shown in Fig. 7c. In terms of inference speed, the 50-step Marigold achieves
91.6% δ1 accuracy on KITTI with 10 ensemble members, spending 30.5 seconds per sample on an
NVIDIA GeForce RTX 4090 GPU. In contrast, our 2-step BetterDepth achieves 92.5% δ1 accuracy
in a single inference pass with only 0.4 seconds per sample (0.38 seconds for the diffusion denoising
and 0.02 seconds for the depth conditioning prediction).

5 Conclusion

We have presented BetterDepth to achieve robust, detailed, and efficient affine-invariant monocular
depth estimates. The proposed method combines the strong prior of massively pre-trained MDE
models with the recovery of fine details enabled by diffusion models, and devises training strategies
to maximally retain the strengths of both discriminative depth estimation and conditional depth map
generation. In this way, BetterDepth achieves state-of-the-art MDE performance and is able to refine
different feed-forward depth estimators without re-training.
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Appendix

In this appendix, we provide more implementation details, experiments, analysis, and discussions for a compre-
hensive evaluation and understanding of BetterDepth. Detailed contents are listed as follows:
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Algorithm 1 BetterDepth Training Procedure
1: repeat
2: (x,d) ∼ Dsyn ▷ Sample image and depth label
3: d̃ = MFFD(x) ▷ Estimate coarse depth as conditioning

4: d̃′ = sd̃+ b with (s, b) = argmin
s,b

∥∥∥sd̃+ b− d
∥∥∥2

2
, ▷ Global pre-alignment

5: m = PatchMaskEstimate(d̃′,d) ▷ Estimate patch mask
6: zx = E(x), zd̃

′
= E(d̃′), zd = E(d) ▷ Encode with frozen latent encoder E

7: t ∼ Uniform({1, . . . , T}), ϵ ∼ N (0, I) ▷ Sample timestamp and Gaussian noise
8: zdt =

√
ᾱtz

d +
√
1− ᾱtϵ ▷ Add noise with velocity prediction method

9: z = Cat(zx, zd̃
′
, zdt ) ▷ Concatenate latent features as U-Net input

10: v(zd, ϵ, t) =
√
ᾱtϵ−

√
1− ᾱtz

d ▷ Compute ground-truth velocity
11: Take gradient descent step on

∇θ
1
γ

∥∥v̂θ(z, t)⊙m− v(zd, ϵ, t)⊙m
∥∥2

2
▷ Train latent U-Net with masked objective

12: until converged

A Training Procedure

Algorithm 1 displays the complete training procedure for the proposed BetterDepth method, where the output
type of BetterDepth is consistent with that of the employed MFFD, e.g., our BetterDepth predicts affine-invariant
inverse depth as Depth Anything [49]. Compared with the previous diffusion training scheme for MDE models
[39, 17, 10], we first design a depth-conditioned framework to efficiently utilize the rich geometric prior from
pre-trained depth models. In addition, global pre-alignment and local patch masking methods are proposed
to enable learning detail refinement while maintaining the faithfulness of BetterDepth to depth conditioning,
achieving robust zero-shot MDE performance with fine-grained details.
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Figure A1: Visual comparisons with Depth Anything V2 [50].
Table A1: Quantitative evaluation of zero-shot performance on five unseen datasets. The best and
second-best results are marked.

NYUv2 KITTI ETH3D ScanNet DIODE Avg.Method AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑ Rank

Marigold [17] 5.5 96.4 9.9 91.6 6.5 96.0 6.4 95.1 30.8 77.3 3.7
Depth Anything [49] 4.3 98.0 8.0 94.6 6.2 98.0 4.3 98.1 26.0 75.9 1.9
Depth Anything V2 [50] 4.4 97.8 8.3 93.9 6.2 98.2 4.2 97.8 26.4 75.4 2.6
BetterDepth (Ours) 4.2 98.0 7.5 95.2 4.7 98.1 4.3 98.1 22.6 75.5 1.4

Table A2: Quantitative evaluation of detail extraction performance on the high-resolution dataset
Middlebury 2014 [41]. Edge-based metrics, i.e., the completeness and accuracy of depth boundary
errors (denoted as DBE_comp and DBE_acc) [20] and the edge precision and edge recall (denoted
as EP and ER) [14], are also employed to evaluate detail extraction performance. The best and
second-best results are marked.
Method AbsRel (%) ↓ δ1 (%) ↑ DBE_comp ↓ DBE_acc ↓ EP (%) ↑ ER (%) ↑ Avg. Rank

Marigold [17] 7.57 93.24 5.60 3.09 16.65 23.75 3.7
Depth Anything [49] 3.14 99.44 6.35 2.66 24.73 16.12 3.2
Depth Anything V2 [50] 3.06 99.38 4.19 2.23 26.74 35.89 2.2
BetterDepth (Ours) 2.95 99.52 3.61 2.09 28.49 50.35 1

B Comparison with Depth Anything V2

In this section, we compare BetterDepth to the concurrent work Depth Anything V2 [50]. By training on high-
quality synthetic datasets, Depth Anything V2 achieves significant performance improvements, e.g., fine detail
and transparent objects, over Depth Anything [49]. However, we found that both the training dataset and the
model architecture are crucial for MDE performance. As shown in Tab. A1 and A2, although Depth Anything
V2 achieves promising performance in detail extraction, our BetterDepth still exhibits better performance even
with much less synthetic training data (595K in Depth Anything V2 v.s. 74K in BetterDepth), thanks to the
iterative refinement of diffusion model. In addition, BetterDepth also captures better details like the cat’s hair in
Fig. A1, validating its overall best performance.

C Combination of Prior Knowledge

Due to the ill-posedness of the MDE task, rich prior knowledge has been proven important in accurate depth
estimation from single-view input [31, 30, 17, 49]. Unlike previous MDE methods that mainly exploit single-
sourced knowledge, e.g., geometric priors in MiDaS [31] or image priors in Marigold [17], our BetterDepth
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Table A3: Contribution of the geometric prior and the image prior in BetterDepth, where
geometric and image priors correspond to the knowledge gained from the pre-trained depth model,
i.e., Depth Anything [49], and the Stable Diffusion model [34]. The model without geometric prior
uses the same network and fine-tuning method as Marigold [17] but estimates inverse depth (following
Depth Anything [49]) instead of relative depth. For the model without image prior, we follow Stable
Diffusion [34] to train the latent UNet from scratch and keep the pre-trained VAE unchanged. Metrics
are shown in percentage terms, where the best and second-best results are marked.

NYUv2 KITTI ETH3D ScanNet DIODEGeometric Prior Image Prior AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑

✓ 6.1 96.1 9.1 90.7 8.5 96.1 6.5 95.0 22.2 73.7
✓ 4.3 98.0 8.0 94.4 5.5 97.8 4.4 98.1 22.6 75.1
✓ ✓ 4.2 98.0 7.5 95.2 4.7 98.1 4.3 98.1 22.6 75.5

Table A4: Performance of the BetterDepth trained with DPT [30]. ∗ means the previously
unseen models, i.e., MiDaS [31] and Depth Anything [49], are directly plugged into the BetterDepth
framework (pre-trained with DPT) for improved MDE performance. The best and second-best results
are marked.

NYUv2 KITTI ETH3D ScanNet DIODE Avg.Method AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑ Rank

MiDaS [31] 9.5 91.5 18.3 71.1 19.0 88.4 9.9 90.7 26.6 71.3 5.7
DPT [30] 9.1 91.9 11.1 88.1 11.5 92.9 8.4 93.2 26.9 73.0 4.1
Depth Anything [49] 4.3 98.0 8.0 94.6 6.2 98.0 4.3 98.1 26.0 75.9 1.5

BetterDepth+MiDaS∗ 7.7 94.3 13.5 81.9 17.8 92.5 8.8 92.3 26.9 72.0 4.7
BetterDepth+DPT 7.3 94.5 9.9 90.4 11.9 95.1 7.5 94.3 27.2 73.6 3.4
BetterDepth+Depth Anything∗ 4.3 98.1 7.9 94.7 5.5 97.9 4.3 98.1 23.0 75.3 1.2

combines knowledge from different domains. Specifically, BetterDepth utilizes the geometric prior from the
pre-trained MDE models, which contains task-specific knowledge for robust depth estimation. Furthermore,
BetterDepth also exploits the rich image prior via the Stable Diffusion weight initialization [34], benefiting the
extraction of fine-grained details. To investigate the contribution of geometric and image priors in BetterDepth, a
related ablation experiment is performed in Tab. A3. It is evident that combining prior knowledge from different
sources leads to the best MDE performance.

D More BetterDepth Variants

Apart from the BetterDepth model trained with Depth Anything [49], we additionally train a BetterDepth
variant in combination with DPT [30] to further verify the effectiveness and flexibility of our proposed method.
As demonstrated in Tab. A4, BetterDepth+DPT achieves 0.65/1.76% average performance gain over DPT on
AbsRel/δ1 accuracy across all datasets. When directly combined with previously unseen MDE models, i.e.,
MiDaS [31] and Depth Anything [49], BetterDepth also demonstrates general improvements on public zero-shot
datasets, showing the flexibility of our proposed method in practical usage.

Figure A2: BetterDepth results, where mean ensembling alleviates the wobble effects.
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Table A5: Performance of BetterDepth with different test-time ensembling methods. The best
results are marked.

NYUv2 KITTI ETH3D ScanNet DIODEMethod AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑

Median ensembling 4.2 98.0 7.5 95.2 4.7 98.1 4.3 98.1 22.6 75.5
Mean ensembling 4.2 98.1 7.4 95.3 4.6 98.1 4.3 98.1 22.5 75.5

E Noise Suppression with Mean Ensembling

Due to the random noise in the diffusion process, diffusion-based MDE methods, e.g., Marigold and BetterDepth,
tend to introduce subtle variations in the results, like the wobble effects in the surface normals shown in Fig. 1.
A simple fix to this issue is to replace the default median operation in the test-time ensembling [17] with the
mean operation, which smooths the estimated depth with multiple predictions. As shown in Fig. A2 and Tab. A5,
the mean ensembling approach alleviates the wobble effects and achieves slightly better depth estimation.

F Hyperparameter Analysis

F.1 Influence of Patch Size
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Figure A3: Influence of patch size on NYUv2 and KITTI.

Patch size w is a hyper-
parameter used to estimate
patch masks for training.
To investigate its impact on
monocular depth estimation
(MDE) performance, we
conduct experiments with
different choices of w from
8 to 128, where 8 is the min-
imal patch size as the em-
ployed VAE latent encoder
performs 8× downscaling
for pixel-to-latent conver-
sion. As depicted in Fig. A3, the overall MDE performance fluctuates with different patch sizes, and we
find setting w = 8 leads to the overall best performance, indicating that small patches are sufficient for learning
detail refinement.

F.2 Masking Threshold and Trade-Off
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Figure A4: Influence of masking threshold on NYUv2 and KITTI.

The masking threshold η de-
termines the difference tol-
erance level between local
patches {d̃′

n} and {dn} to
filter significantly dissimi-
lar regions during training.
Since inputs are all con-
verted to [−1, 1] space be-
fore feeding into the VAE
latent encoder, we conduct
experiments with η varying
from 0.05 to 0.30, as shown
in Fig. A4. Lower η gener-
ally means stricter filtering, i.e., the remaining patch pairs d̃′

n and dn are more similar to each other, and thus
often leads to stronger conditioning strength. By contrast, higher η is more tolerant when selecting patches and
leaves more room for learning detail refinement. Thus, the hyperparameter η controls the trade-off between
depth conditioning strength and detail refinement performance, and we find a sweet spot at η = 0.1, which
shows a good balance in both aspects and achieves the overall best MDE results.

G Error Bar Analysis
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Figure A5: Error bar analysis on NYUv2.

Due to the stochastic nature of diffusion models, we
perform error bar analysis to evaluate the performance
stability of BetterDepth on the NYUv2 dataset [28].
Instead of employing the test-time ensembling tech-
nique [17], we directly generate 10 predictions for the
same input with 50 denoising steps and then compute
the metrics for each estimate. Finally, we obtain the
mean and standard deviation on the NYUv2 dataset
and compare them with the state-of-the-art diffusion-
based MDE method Marigold [17] under the same
setting. As illustrated in Fig. A5, BetterDepth shows
significantly better results on both AbsRel and δ1 accuracy metrics than Marigold. Meanwhile, thanks to the
informative geometric cues embedded in the depth conditioning, BetterDepth also exhibits more stable MDE
performance than Marigold.

H More Visual Results

We provide more visual comparisons on both in-the-wild scenes (Fig. A6 and A7) and public datasets (Fig. A8-
A17). In-the-wild images are captured on diverse indoor/outdoor scenes with varying camera perspectives.
The 3D reconstruction results colored with surface normals are also provided in Fig. A6 and A7 for better
comparison of detail extraction. By contrast, public datasets contain more specific scenarios, e.g., the indoor
dataset NYUv2 [28] and the driving-scene dataset KITTI [11]. Overall, the proposed BetterDepth shows the
best performance in estimating the accurate layout of target scenes and extracting fine-grained scene details.

I Limitation and Future Work

While remarkable performance is achieved by BetterDepth, limitations still exist: (i) Model Size and Inference
Speed. Since BetterDepth comprises a pre-trained MDE model and a diffusion-based refiner, the model size
is determined by the chosen architectures of both components. Apart from focusing on the utilization of large
foundation models, we also plan to investigate the possibility of using more lightweight components in the
BetterDepth framework, e.g., efficient U-Net [36] as the diffusion refiner, in future research to benefit efficient
deployment in practice. In addition, the inference speed is also bounded by the chosen depth model and diffusion
network, where the diffusion part usually poses the trade-off between speed and quality [13, 17]. Although
BetterDepth could potentially boost speed using fewer ensemble members and fewer denoising steps, with slight
performance drops as depicted in Fig. 7b and 7c, techniques like latent consistency models [26] could also be
taken into account for further improvements. (ii) Utilization of Training Data. From the perspective of the
training strategies, better pre-alignment approaches like outlier-aware methods could have more patches survive
during training for better performance. Although the models trained with small datasets, e.g., BetterDepth-
2K in Tab. 2, already achieve comparable results to our full model, indicating that limited patches can be
sufficient, better alignment methods could potentially improve patch preservation to further boost the training.
(iii) Metric Depth. Finally, improving the performance of metric depth estimation [52, 15, 29] and transferring
affine-invariant depth to metric depth are promising directions but pose several challenges, e.g., scale/shift
ambiguity and diverse depth ranges. It would be interesting to unlock the potential of BetterDepth in metric
depth estimation, and we leave it as future work.

J Discussion of Societal Impacts

Our work aims to improve the depth estimation performance from a single image with a similar scope to
other MDE methods. BetterDepth represents progress towards zero-shot, highly detailed depth estimation,
and thus it might amplify any impacts that MDE has in the societal context. On the one hand, because of
the flexibility of extracting depth information from a single image, MDE can potentially benefit a variety of
real-world applications, including autonomous driving [46, 54], robotics [48], and film production [27]. With
the improved performance, BetterDepth could bring positive societal impacts such as providing more realistic
3D models, enhancing the precision of depth perception in autonomous vehicles, and accelerating the stereo
conversion process for 3D movies. On the other hand, MDE could, like many other computer vision techniques,
have negative societal impacts when used improperly. For instance, depth estimation in surveillance systems
might raise privacy concerns since it can potentially enable more invasive monitoring and tracking of individuals
in public spaces.
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Input Images DPT Depth Anything Marigold BetterDepth (Ours)MiDaS

Figure A6: Qualitative comparisons on in-the-wild samples, part 1. Marigold predicts depth while
the others output disparity values. Red indicates the close plane and blue means the far plane.

19



Input Images DPT Depth Anything Marigold BetterDepth (Ours)MiDaS

Figure A7: Qualitative comparisons on in-the-wild samples, part 2. Marigold predicts depth while
the others output disparity values. Red indicates the close plane and blue means the far plane.
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Input Image DPT [31] Depth Anything [49]

Ground Truth Marigold [17] BetterDepth (Ours)

Input Image DPT [31] Depth Anything [49]

Ground Truth Marigold [17] BetterDepth (Ours)

Input Image DPT [31] Depth Anything [49]

Ground Truth Marigold [17] BetterDepth (Ours)

Figure A8: Qualitative comparisons on the NYUv2 dataset [28], part 1. Predictions are aligned to
ground truth. For better visualization, color coding is consistent across all results, where red indicates
the close plane and blue means the far plane.
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Input Image DPT [31] Depth Anything [49]

Ground Truth Marigold [17] BetterDepth (Ours)
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Ground Truth Marigold [17] BetterDepth (Ours)

Input Image DPT [31] Depth Anything [49]

Ground Truth Marigold [17] BetterDepth (Ours)

Figure A9: Qualitative comparisons on the NYUv2 dataset [28], part 2. Predictions are aligned to
ground truth. For better visualization, color coding is consistent across all results, where red indicates
the close plane and blue means the far plane.
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Input Image DPT [31] Depth Anything [49]

Ground Truth Marigold [17] BetterDepth (Ours)

Input Image DPT [31] Depth Anything [49]

Ground Truth Marigold [17] BetterDepth (Ours)
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Ground Truth Marigold [17] BetterDepth (Ours)

Input Image DPT [31] Depth Anything [49]

Ground Truth Marigold [17] BetterDepth (Ours)

Figure A10: Qualitative comparisons on the KITTI dataset [11], part 1. Predictions are aligned to
ground truth. For better visualization, color coding is consistent across all results, where red indicates
the close plane and blue means the far plane.
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Input Image DPT [31] Depth Anything [49]
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Figure A11: Qualitative comparisons on the KITTI dataset [11], part 2. Predictions are aligned to
ground truth. For better visualization, color coding is consistent across all results, where red indicates
the close plane and blue means the far plane.
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Ground Truth Marigold [17] BetterDepth (Ours)

Figure A12: Qualitative comparisons on the ETH3D dataset [43], part 1. Predictions are aligned to
ground truth. For better visualization, color coding is consistent across all results, where red indicates
the close plane and blue means the far plane.
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Figure A13: Qualitative comparisons on the ETH3D dataset [43], part 2. Predictions are aligned to
ground truth. For better visualization, color coding is consistent across all results, where red indicates
the close plane and blue means the far plane.
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Figure A14: Qualitative comparisons on the ScanNet dataset [6], part 1. Predictions are aligned to
ground truth. For better visualization, color coding is consistent across all results, where red indicates
the close plane and blue means the far plane.

27
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Figure A15: Qualitative comparisons on the ScanNet dataset [6], part 2. Predictions are aligned to
ground truth. For better visualization, color coding is consistent across all results, where red indicates
the close plane and blue means the far plane.
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Figure A16: Qualitative comparisons on the DIODE dataset [45], part 1. Predictions are aligned to
ground truth. For better visualization, color coding is consistent across all results, where red indicates
the close plane and blue means the far plane.

29



Input Image DPT [31] Depth Anything [49]

Ground Truth Marigold [17] BetterDepth (Ours)

Input Image DPT [31] Depth Anything [49]

Ground Truth Marigold [17] BetterDepth (Ours)

Input Image DPT [31] Depth Anything [49]

Ground Truth Marigold [17] BetterDepth (Ours)

Figure A17: Qualitative comparisons on the DIODE dataset [45], part 2. Predictions are aligned to
ground truth. For better visualization, color coding is consistent across all results, where red indicates
the close plane and blue means the far plane.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope?

Answer: [Yes]

Justification: The main claims in the abstract and introduction accurately reflect our contribution.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims made in the
paper.

• The abstract and/or introduction should clearly state the claims made, including the contributions
made in the paper and important assumptions and limitations. A No or NA answer to this
question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how much the
results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals are not
attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: Please see the Limitation and Future Work section (Sec. I) in the Appendix.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that the paper
has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to violations of

these assumptions (e.g., independence assumptions, noiseless settings, model well-specification,
asymptotic approximations only holding locally). The authors should reflect on how these
assumptions might be violated in practice and what the implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was only tested
on a few datasets or with a few runs. In general, empirical results often depend on implicit
assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach. For
example, a facial recognition algorithm may perform poorly when image resolution is low or
images are taken in low lighting. Or a speech-to-text system might not be used reliably to provide
closed captions for online lectures because it fails to handle technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms and how
they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to address problems
of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by reviewers
as grounds for rejection, a worse outcome might be that reviewers discover limitations that
aren’t acknowledged in the paper. The authors should use their best judgment and recognize
that individual actions in favor of transparency play an important role in developing norms that
preserve the integrity of the community. Reviewers will be specifically instructed to not penalize
honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and a complete
(and correct) proof?

Answer: [NA]

Justification: The paper does not include theoretical results.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
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• The proofs can either appear in the main paper or the supplemental material, but if they appear in
the supplemental material, the authors are encouraged to provide a short proof sketch to provide
intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main experimental
results of the paper to the extent that it affects the main claims and/or conclusions of the paper
(regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Please see the Experiment and Analysis section (Sec. 4).

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived well by the

reviewers: Making the paper reproducible is important, regardless of whether the code and data
are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken to make
their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways. For
example, if the contribution is a novel architecture, describing the architecture fully might suffice,
or if the contribution is a specific model and empirical evaluation, it may be necessary to either
make it possible for others to replicate the model with the same dataset, or provide access to
the model. In general. releasing code and data is often one good way to accomplish this, but
reproducibility can also be provided via detailed instructions for how to replicate the results,
access to a hosted model (e.g., in the case of a large language model), releasing of a model
checkpoint, or other means that are appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submissions
to provide some reasonable avenue for reproducibility, which may depend on the nature of the
contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how to

reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe the

architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should either be

a way to access this model for reproducing the results or a way to reproduce the model (e.g.,
with an open-source dataset or instructions for how to construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of
closed-source models, it may be that access to the model is limited in some way (e.g.,
to registered users), but it should be possible for other researchers to have some path to
reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results, as described in supplemental material?

Answer: [No]

Justification: This is research done in collaboration with a corporate research lab and we haven’t
been able to get clearance to release the code. However, implementation is described in detail in the
Experiments and Analysis section (Sec. 4) and the data used for training is publicly accessible (Hyper-
sim: https://github.com/apple/ml-hypersim, Virtual KITTI: https://europe.naverlabs.
com/research-old2/computer-vision/proxy-virtual-worlds-vkitti-2/). We addition-
ally provide the detailed training procedure in Algorithm 1 to facilitate reproducing our training models
and experimental results.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

32

https://github.com/apple/ml-hypersim
https://europe.naverlabs.com/research-old2/computer-vision/proxy-virtual-worlds-vkitti-2/
https://europe.naverlabs.com/research-old2/computer-vision/proxy-virtual-worlds-vkitti-2/
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy


• While we encourage the release of code and data, we understand that this might not be possible,
so “No” is an acceptable answer. Papers cannot be rejected simply for not including code, unless
this is central to the contribution (e.g., for a new open-source benchmark).

• The instructions should contain the exact command and environment needed to run to reproduce
the results. See the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how to access
the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new proposed
method and baselines. If only a subset of experiments are reproducible, they should state which
ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized versions (if
applicable).

• Providing as much information as possible in supplemental material (appended to the paper) is
recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters,
how they were chosen, type of optimizer, etc.) necessary to understand the results?

Answer: [Yes]

Justification: Please see the Experiments and Analysis section (Sec. 4) in the main paper and the
Hyperparameter Analysis section (Sec. F) in the Appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail that is

necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate informa-
tion about the statistical significance of the experiments?

Answer: [Yes]

Justification: Please see the Error Bar Analysis section (Sec. G) in the Appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confidence

intervals, or statistical significance tests, at least for the experiments that support the main claims
of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for example,
train/test split, initialization, random drawing of some parameter, or overall run with given
experimental conditions).

• The method for calculating the error bars should be explained (closed form formula, call to a
library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error of the

mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should preferably report

a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality of errors is
not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how they were
calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the experiments?

Answer: [Yes]

Justification: Please see the Experiments and Analysis section (experimental settings in Sec. 4).
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Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster, or cloud

provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual experimental

runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute than the

experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it into
the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS Code
of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conforms with the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a deviation

from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consideration due

to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative societal impacts
of the work performed?

Answer: [Yes]

Justification: Please see the Discussion of Societal Impacts section (Sec. J) in the Appendix.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal impact or

why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses (e.g.,

disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-
ment of technologies that could make decisions that unfairly impact specific groups), privacy
considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied to particular
applications, let alone deployments. However, if there is a direct path to any negative applications,
the authors should point it out. For example, it is legitimate to point out that an improvement in
the quality of generative models could be used to generate deepfakes for disinformation. On the
other hand, it is not needed to point out that a generic algorithm for optimizing neural networks
could enable people to train models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is being used
as intended and functioning correctly, harms that could arise when the technology is being used
as intended but gives incorrect results, and harms following from (intentional or unintentional)
misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation strategies
(e.g., gated release of models, providing defenses in addition to attacks, mechanisms for monitor-
ing misuse, mechanisms to monitor how a system learns from feedback over time, improving the
efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible release of
data or models that have a high risk for misuse (e.g., pretrained language models, image generators, or
scraped datasets)?

Answer: [NA]

Justification: The paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
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• Released models that have a high risk for misuse or dual-use should be released with necessary
safeguards to allow for controlled use of the model, for example by requiring that users adhere to
usage guidelines or restrictions to access the model or implementing safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors should
describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do not require
this, but we encourage authors to take this into account and make a best faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in the paper,
properly credited and are the license and terms of use explicitly mentioned and properly respected?

Answer: [Yes]

Justification: This work properly credits and respects the assets used.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of service of

that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the package should

be provided. For popular datasets, paperswithcode.com/datasets has curated licenses for
some datasets. Their licensing guide can help determine the license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of the derived
asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to the asset’s
creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation provided
alongside the assets?

Answer: [Yes]

Justification: Please see the Method (Sec. 3) and the Experiments and Analysis section (Sec. 4).

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their sub-

missions via structured templates. This includes details about training, license, limitations,
etc.

• The paper should discuss whether and how consent was obtained from people whose asset is
used.

• At submission time, remember to anonymize your assets (if applicable). You can either create an
anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper include
the full text of instructions given to participants and screenshots, if applicable, as well as details about
compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

• Including this information in the supplemental material is fine, but if the main contribution of the
paper involves human subjects, then as much detail as possible should be included in the main
paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or other
labor should be paid at least the minimum wage in the country of the data collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human Subjects
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Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals (or an
equivalent approval/review based on the requirements of your country or institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent) may be
required for any human subjects research. If you obtained IRB approval, you should clearly state
this in the paper.

• We recognize that the procedures for this may vary significantly between institutions and
locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines for
their institution.

• For initial submissions, do not include any information that would break anonymity (if applica-
ble), such as the institution conducting the review.
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