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Abstract

The demand for high-quality question-
answering (QA) datasets has surged with the
proliferation of language models and conver-
sational agents in various emerging domains.
As these models become ever more capable,
the possibility of applying them to more
challenging tasks is growing. Manual dataset
annotation is costly and time-consuming,
necessitating a more efficient approach.
Automatically generated questions often suffer
from a lack of quality or difficulty; hence,
we propose a methodology to increase the
difficulty of automatically generated questions
using synthetic preference data, derived from
SQuAD, to fine tune a question generation
model using reinforcement learning. We
empirically show an improvement in question
difficulty over a supervised-finetuned model
with minimal impact on question validity
and perform an extensive error analysis. We
believe our methodology provides a feasible
approach to creating high quality synthetic
datasets in emerging domains.

1 Introduction

Question-answering (QA) datasets serve diverse
purposes, from providing educational materials for
students (Das et al., 2021) to serving as crucial
resources for model training and evaluation (Ra-
jpurkar et al., 2016). As new domains begin to
incorporate language models into workflows and
customer service tasks based around information
extraction and content reasoning, the need for chal-
lenging, in-domain datasets has become increas-
ingly evident. Difficult datasets are crucial for ad-
vancing the capabilities of language models, push-
ing them to handle complex tasks and enhancing
their performance in these real-world, challenging
scenarios. This growing need is underscored by
the rapid proliferation of QA datasets, with over
80 new datasets emerging within the last two years
alone (Rogers et al., 2023). Despite this, many QA
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Figure 1: Example generated questions from supervised-
fine-tuned question generation model and one fine-tuned
with PPO from synthetic difficulty samples.

datasets suffer from a lack of quality or difficulty
while economically scaling in size.

One major challenge faced in developing QA
datasets is cost. Annotation cost for QA datasets
is especially high because of the time and cogni-
tion required to write questions and validate them.
To exemplify this, the popular question-answering
dataset SQuAD (Rajpurkar et al., 2016) recom-
mended workers to take 4 minutes for every 5
questions at a rate of $9/ hour. This amounts to
roughly $12,000 just to write the dataset’s 100,000
questions; moreover, the cost is likely much higher
when considering answer validation, and discarded
samples due to duplication or poor quality.

Automatic Question Generation (AQG) systems
present a remedy to these challenges given their
efficiency and scalability compared to human anno-
tators. Even in a zero-shot setting, language mod-
els are able to generate coherent questions (Sachan
et al., 2022; Wang et al., 2023b); as such, we ar-
gue that writing coherent questions is no longer
the main goal of AQG systems. Controlling more



abstract attributes such as question difficulty, de-
sirable for improving model performance, remains
challenging as the concept is somewhat subjective
and hard to manipulate. However, recent innova-
tions in reinforcement learning for language mod-
els now enable these human-like ideals to be in-
jected into the model learning process (Ouyang
etal., 2022).

Pinning down a definitive description of ques-
tion difficulty is near impossible as it depends on
many factors. Common syntactic measurements
of question difficulty include: question length; the
average frequency of question terms in the English
language (AlKhuzaey et al., 2023; Beinborn et al.,
2014); and the syntactic difference between the
dependency parse trees of a question and answer
sentence (Rajpurkar et al., 2016). Semantic mea-
surements may consider the relatedness between
an answer span and the surrounding context (Bein-
born et al., 2015), or the cosine similarity between
distractors and the correct answer (Hsu et al., 2018).
We argue that difficult questions also require: rea-
soning over long spans of text; disambiguation of
entities; and the use of synonyms to distance the
question from the source text. A combination of
all of these features is incredibly challenging to di-
rectly incorporate into the model training process.

We initially attempted to define such a task to
encourage Large Language Models (LLMs) to rank
samples with respect to difficulty. We extensively
explored defining a set of criteria for difficulty for
zero-shot models, tasking the model with selecting
the more difficult sample between two question-
answer pairs. To validate the proficiency of the
model, we aimed to maximise the kappa agreement
between the LLM and human annotators; however,
the results were very poor, achieving a Cohen’s
k of only 0.14. These results led to the under-
standing that textually specifying the full scope of
difficulty would become an intractable problem.
Therefore, we pivoted to leveraging the feature ex-
traction capabilities of transformer models to infer
the components of difficulty.

In this paper we present a methodology for in-
creasing the difficulty of automatically generated
questions using synthetic preference data. We
derive this preference data from the ability of
question-answering models to correctly identify an-
swer spans in a subset of SQuUAD, assigning to each
question a score based on the number of models
that incorrectly answered the question. We assume
that more challenging questions are answered cor-

rectly less frequently, and use this as the basis for
our comparisons.

We summarise this paper’s contributions as fol-
lows:

1. A methodology for increasing the difficulty of
automatically generated questions using PPO
and synthetic data;

2. Empirical evidence of the methodology’s effi-
cacy including human evaluation;

3. An in-depth error analysis and study of inter-
esting phenomena that emerge as part of this
approach.

4. An open-source code base and set of models
to recreate and adapt our work!

2 Related Work

A similar question generation approach to ours
is employed by Zhang et al. (2022) who adopt a
pipeline structure. However, their primary objec-
tive is to generate suitable questions rather than
specifically focusing on difficulty. An important
distinction lies in their extensive pre-processing ap-
plied to identify candidate answers before feeding
them to the question generation model. We argue
that pre-identifying answers may limit diversity
and prevent the inclusion of potentially complex
answer types.

Analyzing and Controlling Question Diffi-
culty Understanding and managing question dif-
ficulty holds significant importance, especially in
tasks involving the creation of exams and assess-
ments (AlKhuzaey et al., 2023). One approach, as
presented by Loginova et al. (2021), involves mod-
elling the difficulty of multiple-choice questions
through the use of softmax scores obtained from a
pre-trained QA model. The variance in these scores
is then calculated, with higher variance indicating
greater difficulty.

Lin et al. (2015) controls the difficulty of quiz
questions through the selection of distractor an-
swers based on semantic similarity between linked
data items. This involves collecting both structured
RDF data and unstructured text, computing simi-
larity scores through K-means clustering, and gen-
erating questions and answers via template-based
methods. Importantly, the semantic similarity plays
arole in determining the difficulty level, with more
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challenging questions featuring distractors exhibit-
ing higher semantic similarity.

Reinforcement Learning with Human Feed-
back RLHF is a machine learning paradigm that
combines reinforcement learning with human-
provided guidance to steer language models to meet
the needs of users, finding frequent use in chatbot
and Al assistant settings (Ouyang et al., 2022). The
basis for most modern methods is the Proximal
Policy Optimisation (PPO) algorithm (Schulman
et al., 2017), which iteratively enhances the lan-
guage model’s policy to maximize cumulative re-
wards through interactions with a dataset or lan-
guage simulation. It collects experiences, evaluates
advantages, and updates the policy with a clipped
surrogate objective to ensure stability, gradually
improving the model’s performance.

Automatic Question Generation Chen et al.
(2019) introduce a cross-entropy loss with a rein-
forcement learning-based loss function when train-
ing a gated bi-directional neural network for ques-
tion generation. In this context, the reward model
is optimising the semantic and syntactic quality of
the question. BLEU-4, as a reward function, opti-
mises the model for the evaluation metrics and the
negative Word Movers Distance component is used
to ensure semantic quality by maximising the simi-
larity between a generated sequence and a ground
truth sequence. Although question quality is main-
tained, other factors such as question difficulty are
not considered.

Self-critic sequence training (SCST) (Rennie
etal., 2017) uses a classical policy gradient method,
REINFORCE, which is a Monte Carlo method.
SCST computes rewards with n-gram token over-
lap as sub-sentence level rewards. Since training
sets often have limited questions, these training re-
wards are arguably sparse, hindering the question
generation model from extrapolating beyond the
training distribution.

Liu et al. (2019) adopt a two-component reward
for refining ill-formed questions. Question word-
ing is used as a measure of short-term reward, and
alignment between the question and answer repre-
sents a long-term component.

3 Method

To challenge the high cost of manual annotation
while maintaining quality and increasing difficulty,
we design and implement a robust system capable
of generating contextually relevant, coherent, and

challenging question-answer pairs from textual in-
put. The process follows the core methodology
of RLHF, deviating only in the use of synthetic
preference data to train a reward model. Rather
than explicitly defining the characteristics of diffi-
culty and risking failure to capture certain aspects,
we exploit the ability of leading question-answer
models to derive which questions are challenging,
and allow a reward model to extract the component
features of the task.

We task three models with answering all ques-
tions in our validation split of SQuAD. These ques-
tions are assigned a score based on the number of
times they were answered incorrectly, which are
in turn used to generate pairwise preference data.
These pairwise samples enable the training of a
reward model for use in fine-tuning a supervised
model for the task of question generation.

We embed this synthetic RLHF process into a
greater pipeline for generating samples, shown in
Figure 2. This ensures the quality of the final
dataset. The pipeline also contains a set of rule-
based critics which are used to exclude samples that
are malformed and those with non-unique answers
in the source text. Samples are then deduplicated
using exact string matching.

The remainder of this section discusses each of
the relevant components of the pipeline and the
RLHF process.

3.1 Supervised Fine-Tuning

In our training process for question generation and
response formatting, we begin by employing a re-
formatted version of the SQuAD v1 training split
(see Table 1). The reformatting converts SQuAD
to the task of question-answer pair generation, as
shown in Figure 3. We select the "correct" answer
as the one that appears most frequently in the list
of answers for each question in the dataset, select-
ing randomly among the most common if there
is no victor. To ensure model robustness without
overfitting, the model undergoes a single epoch
of training, enabling it to effectively capture the
nuances of the task.

3.2 Reward Modelling

To control the difficulty of our model, we lever-
age the intrinsic properties present in challenging
questions from SQuAD. To extract these attributes,
we employ three question answering models that
almost match or exceed human performance on
SQuAD v2 to evaluate our development split: a
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Figure 2: Depiction of our dataset generation pipeline. Question-Answering models are first used to create pairwise
comparison data to train a reward model. An SFT model is trained on the train split of SQUAD and then fine-tuned
using the reward model, producing the RL model. When generating question-answer pairs for the final dataset,
generations are passed through the format critics to ensure data quality.

Instruction Write 1 answerable span extraction
question and provide the correct answer based on
the text.

Input Upon its arrival in Canberra, the
Olympic flame was presented by Chinese officials
to local Aboriginal elder Agnes Shea, of the Ngun-
nawal people. She, in turn, offered them a message
stick ...

Response Who received the flame from Chinese
officials in Canberra? (answer: Agnes Shea)

Figure 3: Example training sample from the reformatted
SQuAD dataset for use in supervised fine-tuning.

RoBERTa-large model?, a DeBERTa-large model?
and RetroReader (Zhang et al., 2020). Each ques-
tion is assigned a score based on the number of
models that failed to correctly answer the ques-
tion. These scores are used to place questions into
a pairwise ranking setup against other questions
for the same input context. Where a question’s
scores are equal, they are considered ties, and no
pairwise sample is created. We also record the mar-
gin, defined as the difference in score between the
chosen and rejected samples, to experiment with
the marginal ranking loss, as defined in Touvron
et al. (2023).

3.2.1 Format Critics

To ensure the quality of the final dataset, we utilise
a collection of rule-based critics which we call For-
mat Critics. These critics have two main functions:
they remove questions that don’t adhere to the de-
sired format of Q? (answer: A); they ensure the
provided answer is unique in the text, minimising
the number of ambiguous or impossible questions.

%deepset/roberta-large-squad2
3deepset/deberta-v3-large-squad2

Samples that pass these critics are then dedupli-
cated using exact matching.

3.3 Reinforcement Training

We use Proximal Policy Optimisation (Schulman
et al., 2017) with multiple sets of adapters to reduce
the memory overhead during training, implemented
using the Transformers Reinforcement Learning
library (von Werra et al., 2020). A single base
model is used with separate LoRA adapters for the
policy, reference, and reward model components;
each is switched to perform the relevant aspect of
the reinforcement training process.

During early experiments, we found that train-
ing was often very unstable or resulted in low pass
rates at the format critic. To combat this, we added
a rule-based reward component to penalise gen-
erations that did not pass the format critic. This
simple function converts the reward to be the neg-
ative absolute reward in the case that samples are
malformed. Using a rule-based reward that manip-
ulates the original reward prevents the instability
caused by hard coding a fixed penalty and saves
the computational complexity and imperfection of
a second adapter-based reward model:

R —|R;| if malformed
L R; otherwise

4 Experimental Setup

4.1 Models

We conduct our experiments with LLaMA2-7B-
chat and apply LoRA adapters to all linear layers
on both SFT and RM models to enable training on
a single A100 80GB GPU using Flash Attention 2
(Dao, 2023). All LoRA adapters share the same hy-
perparameters: LoRA rank of 16, o of 32, dropout
of 0.05, no bias and BrainFloat (BF16) datatype.
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Split # Contexts # Questions
Train 18,891 87,599
Dev 1,567 8,038
Test 500 2,532

Human Test 50 50
Train comp. 1,107 8,394
Dev comp. 123 950

Table 1: Split of contexts and questions from SQuAD.
The comp. splits are derived from the dev split, used to
evaluate the performance of the reward model during
training.

We experiment with marginal ranking loss to
help distinguish between slight and significant dif-
ferences in question difficulty while training the
reward model. Under the hypothesis that the dif-
ficulty of a question is not independent of the as-
sociated passage of text, we also experiment with
training a reward model with and without the input
text attached. Results of these experiments can be
found in Appendix A.

4.2 Generation Settings

During generation, the model is tasked with produc-
ing a single output for each question in the training
set using nucleus sampling (Holtzman et al., 2020).
We maintain the original configuration for LLaMa-
2 with a repetition penalty of 1.1, top P of 0.7, and
top K of 0 but increase the temperature from 0.6 to
0.9 to increase the diversity of generations.

4.3 Data Splits

We base our splits off the original SQuAD to min-
imise the risk of data leakage. We maintain the
full train split unchanged as any model previously
trained on SQuUAD will have seen the full train split.
We extract a test split of 500 contexts from the dev
split, ensuring no contexts appear in both the dev
and test splits. We extract 50 unique contexts from
the test split for a human evaluation of question
quality and answerability. In all cases, context-
question pairs were only kept if they fit into the
context length of LLaMa-2 when formatted in the
correct prompt format. All samples were formatted
into the three instruction components: instruction,
input, response as shown in Figure 3.

Only the dev set of our SQuAD dataset was used
to derive difficulty comparison data, to ensure the
reward model never sees the samples used for eval-
uation. To evaluate the reward model, we extract
10% of the comparison contexts. Full dataset statis-
tics can be found in Table 1.

4.4 Evaluation Metrics

As our goal is to evaluate the difficulty of answer-
able questions, we provide the input passage, ques-
tion and answer to GPT-40* and Gemini-1.5-pro’
and ask whether the sample meets our specification
of validity. We take samples to be answerable if
they were unanimously labelled as such, and re-
ject all other samples. GPT-based evaluations have
demonstrated a robust alignment with human pref-
erences across various complex tasks in reference-
free settings (Fu et al., 2023; Liu et al., 2023). The
results of this analysis can be found in Appendix C.

To assess the quality of generated questions rel-
ative to our SQuAD test split, we intentionally
avoid n-gram based metrics such as BLEU (Pa-
pineni et al., 2002), ROUGE (Lin, 2004), and more
modern alternatives such as Q-Metrics (Nema and
Khapra, 2018), as we believe they restrict diversity
of generation, constraining the model to reference
questions and answers. We instead adopt the fol-
lowing reference-free metrics:

Syntactic Divergence provides a distance mea-
sure between two dependency paths which acts as
a measure of difficulty. Word-lemma anchors, com-
mon to both the question and answer sentence, are
first detected. A dependency path from the anchor
to the interrogative word (who, what, etc.) in the
question is compared to the dependency path be-
tween the anchor and the answer span in the answer
sentence using Levenshtein distance (Levenshtein
et al., 1966).

RQUGE calculates an acceptability-score by
generating an answer for the candidate question
and predicting the semantic similarity between the
predicted answer and the gold answer provided
by the user. In our setup, this metric acts as an
assessment of both the question and answer quality
(Mohammadshahi et al., 2023).

QAScore attempts to align AQG evaluation to
human judgements. Question-answer pairs are eval-
uated by summing log-probabilities of RoOBERTa
correct token predictions for all words in the an-
swer when masked individually. QAScore claims
to show strong correlation with human judgement
(Spearman r = 0.864) (Ji et al., 2022).

Self-BLEU assesses how similar questions are
to other questions generated for a given context.
Each question is taken as a hypothesis and the oth-
ers as a reference for the BLEU calculation. The

4gpt-40 as of 1st June 2024
3gemini-1.5-pro as of 1st June 2024



Model Total Valid (1) | DeBERTa (|) | RoBERTa () | RetroReader (|)
SQuAD 2,532 () 0.68 0.68 0.65
ZeroShot 357 £ 14 (0.14) | 0.644 +0.007 | 0.650 = 0.007 | 0.629 %+ 0.009
SFT 1252 £2(0.49) | 0.654 £0.012 | 0.653 + 0.005 0.616 = 0.015
PPO-input 1375 + 18 (0.54) | 0.601 £ 0.004 | 0.606 + 0.003 | 0.582 + 0.007
PPO-input-margin | 1373 £4 (0.54) | 0.612 £ 0.001 | 0.608 + 0.005 0.587 4 0.002

Table 2: Question-Answering model performance on each set of samples. Models were only supplied samples
which passed the format critics and were unanimously deemed answerable by GPT-40 and Gemini-1.5-pro. The
Total Valid column indicates this number of valid samples used during question answering. Accuracy is based on
exact match and results are mean and standard deviation across three sets of generated samples. Lower accuracy

indicates harder questions.

self-BLEU is taken as the average BLEU for the
question collection (Zhu et al., 2018).

5 Results & Discussion

Model Accuracy To measure performance, we ob-
serve the difference in prediction accuracy for QA
models on each dataset. Table 2 shows that in all
cases of PPO training, we observe a decrease in
average model prediction accuracy and an increase
in the total number of valid generations. The con-
sistent decrease in absolute prediction accuracy for
all models when using the PPO trained models over
both zero-shot and SFT signifies an increase in av-
erage question difficulty. The SFT process vastly
improves the model’s ability to generate valid ques-
tions. The PPO process further bolsters this capa-
bility which illustrates that the model is learning
the intrinsic properties of high-quality questions.
The performance of the reward models, shown in
Appendix A, is reflected here, showing lesser de-
grees of improvement for those models fine-tuned
without access to the input passage.

External Metrics Figure 4 shows results for the
reference-free metrics. RQUGE is clearly effective
at discriminating between human-written SQuAD
samples, those generated by the fine-tuned mod-
els and the zero-shot examples, but it is unable to
separate out the SFT and PPO results. The par-
ticularly high score for SQuAD could in part be
due to data leakage as the answer generation model
for the metric was trained on SQuAD (Khashabi
et al., 2022). This would indicate why our newly
generated questions might score lower as it cannot
have memorised the answer. Syntactic divergence
results for the SQuAD test split and all trained
model generations follow a consistent distribution
but the zero-shot results appear much better, de-
spite having a higher average prediction accuracy
than the SFT and PPO models. Zero-shot obtaining

higher syntactic divergence could stem from the
general purpose language generation objective of
LLaMa-2-chat. This could cause the model to gen-
erate boilerplate text which distances the structure
of the question from that of the answer sentence
but doesn’t necessarily result in a more difficult
question. QAScore proves uninformative, only be-
ing able to subtly identify SQuAD samples from
model generated samples. Self-BLEU indicates
that SQuAD samples are the most diverse, which is
to be expected, but that zero-shot samples exhibit a
distinct lack of diversity when compared with fine-
tuned models. This result is, in part, misleading as
Self-BLEU was only calculable for input passages
with at least two valid questions. As the number
of valid generations was so low for the zero-shot
model, the cases where multiple valid questions
were generated for a context was disproportion-
ately in favour of identical generations.

In general we find the reference-free metrics to
show limited correlation with model prediction ac-
curacy and an ability differentiate human written
samples from model generations. We believe this
is evidence for the continued need for more reli-
able, reference-free evaluation tools for question
generation.

Human Evaluation To evaluate question qual-
ity, we conduct a human evaluation on a subset of
50 passages from the test split. Each input passage
and question is filtered through the format critic
then provided to two annotators who select either
the correct answer span or indicate that the ques-
tion cannot be answered. In the case of annotator
disagreement or the annotated answers differing
from the model generated answer, the annotator re-
sponses and the model answer are provided to two
new annotators who both select which responses
are appropriate. We allow annotators to select mul-
tiple responses as correct but only include those
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Figure 4: Distribution of reference free metrics results for each model’s generations based on our SQuAD test set.

Model | Full | Partial
ZeroShot 0.10 | 0.14
SFT 0.52 | 0.60
PPO-input 0.52 | 0.64
PPO-input-margin | 0.56 | 0.64

Table 3: Results of human evaluation for question qual-
ity. Full indicates that the model generated answer was
a valid answer according to the format critics and iden-
tified by human annotators and Partial indicates that
the sample passed format critics and a valid answer was
identified for the question but the model generated an-
swer did not match.

that were selected unanimously by both annotators
as valid. We observe an agreement of x = 0.7975
between annotators. The results of this evalua-
tion, shown in Table 3, displays an equivalent or
improved rate of answerability when fine-tuning
with PPO; the answerability proportions for each
dataset are roughly equivalent to those presented in
Table 2. This further corroborates the efficacy of
our approach.

5.1 Error Analysis

Failure Modes At a high level, we can observe the
reasons for sample rejection for each model. As
shown in Figure 5, the zero-shot model is gener-
ally unable to generate samples that have a single
answer span in the text, despite exactly specifying
this in the prompt. The high number of incorrectly
formatted samples was a result of only a question
being generated or neither a question nor answer
being generated. For all the trained model vari-
ants, the dominant failure mode was unanswerable
questions. As shown in Appendix C, each of the
fine-tuned models show a similar proportion of

otherwise valid samples being unanswerable. The
answerability rate could potentially be improved by
generating candidate answers, as in (Zhang et al.,
2022), and passing an input passage and answer to
the question generation model.

Positional Bias One interesting phenomenon
is the positional bias in where the model chooses
to generate answers. To calculate positional bias,
we treat the full answer span as a single "word"
and calculate the proportion through the input para-
graph in which the answer word appears. As seen
in Figure 6, the zero-shot positional bias is less
severe than in the other datasets. The positional
bias of SQuUAD is clearly seen as, after training on
the dataset, all models exhibit this same preference
for the beginning of input passages. The clear bias
observed in the zero-shot model, despite not being
fine-tuned, is documented in other tasks such as
LLM ranking (Wang et al., 2023a; Li et al., 2023)
and in summarisation where introductory content is
favoured (Ravaut et al., 2023). A potential remedy
is to supply the model with a sliding window of
sentences across the context paragraph to force the
model to generate questions throughout the text.
While this would improve the diversity of a final
dataset, it may have the adverse effect of limiting
the range of dependencies, restricting potentially
challenging questions across the whole text.

Hallucinated External Knowledge Where am-
biguous references to specific entities exist in the
input passage such as the museum collection, the
models frequently attempt to fill in which entity
is being referred to. From a context containing
ambiguous references to an unnamed museum, the
questions What year did the Tate acquire the statue
of St John the Baptist?, How many works does
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passage when split into words. SQuAD positions are
selected from our test split and answers are chosen to
be the most common from the list of suitable answers.
Neither invalid nor exact duplicate questions are consid-
ered.

Rodin have in the British Museum’s collection?
were generated across both the SFT and PPO mod-
els; the examples consistently passed LLM evalua-
tions of answerability. This suggests the solution
to this problem is more holistic and requires im-
provements at a foundational model level to resolve.
We could resolve this at a critic level through more
careful prompting, however, this returns to our orig-
inal and intractable task of textually describing a
complex task. A more holistic solution could be to
adapt PPO with functional grounding (Carta et al.,
2023) to be a pure text task. However, this may
lower the quality of questions as it could discourage
the use of implicit or complementary knowledge.
Unidirectional Relationships A strategy to in-
crease the difficulty of questions is to invert re-
lationships found in the text. The models some-

times misappropriate this tool, resulting in invalid
questions such as the question What did the Ming
dynasty represent? from a passage containing ...ex-
plorer Zheng He representing the Ming Dynasty....
Knowledge graph assisted generation could help
to resolve these logical inconsistencies (Lin et al.,
2015). However, expecting our target demograph-
ics, emerging domains, to possess high-quality
knowledge graphs is an unreasonable assumption.

6 Conclusion

In this paper we have introduced a robust ap-
proach for automatically generating question-
answer pairs from textual input. Using existing,
high-performing question answer-models, we are
able to determine which questions are most chal-
lenging and develop synthetic pairwise data for
training a reward model. Rather than explicitly
defining the characteristics of question difficulty,
we allow the reward model to extract these fea-
tures, leading to a significant increase in question
difficulty when used to fine-tune the SFT model.

Furthermore, we have conducted an extensive
analysis of the current issues with this approach and
provide potential remedies which may be explored
in future work.

We believe this technique may be extended to ad-
dress further abstract properties of question genera-
tion such as ambiguity, completeness and relevance.
This method may also be adapted to tackle multi-
ple aspects at once through the use of multi-reward
model setups as in Wu et al. (2023).

All code and models from this project is made
available for adaptation and reuse.



Limitations

This project only shows the suitability of the
method on a single model. In future work, we
seek to address this by performing a more compre-
hensive review of the approach across a range of
model sizes and architectures. We also acknowl-
edge that this method currently only addresses an-
swerable questions while most contemporary QA
datasets utilise both answerable and unanswerable
questions. Finally, despite using LoRA and multi-
adapter training, we still required approximately 15
GPU hours on an A100 80GB which restricts the
potential audience for this approach. Evaluating
smaller models or quantisation will enable greater
access to this project’s benefits.

Ethics Statement

This project has been approved by the relevant in-
stitution’s ethics committee. We use LLaMa2 in
accordance with Meta’s license®. All annotators
were located through word of mouth are paid £12
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Model Accuracy (%)
RM 63.66
RM-input 70.69
RM-margin 62.39
RM-input-margin 70.38

Table 4: Accuracy of reward model variants based on the
test split of the comparisons dataset. input indicates that
the model was trained with the question and associated
text passage as input and margin indicates that marginal
ranking loss was used.

Yaoming Zhu, Sidi Lu, Lei Zheng, Jiaxian Guo, Weinan
Zhang, Jun Wang, and Yong Yu. 2018. Texygen: A
Benchmarking Platform for Text Generation Models.
ArXiv:1802.01886 [cs].

A Reward Model Performance

To understand the relative contributions of marginal
ranking loss and the use of the input when training
reward models to discriminate based on difficulty,
we trained all four permutations of settings on the
whole training split of the comparisons dataset and
evaluated on the test split. As shown in Table 4,
the inclusion of the input text had a very significant
impact on performance. This was expected as the
difficulty of a question is not independent of the
related passage. Surprisingly, marginal ranking
loss had a very slight negative impact on reward
model performance. We believe this could be due
to the fact that features of difficulty are very subtle
and the marginal component may have caused too
significant adjustments due to higher loss values.

B Obtaining Zero-Shot Model
Generations

To obtain zero-shot generations, we adopted a
slightly different approach. To not constrain the
output of the model too much, thus harming gen-
eration performance, we adopted a two-tage pro-
cess. LLaMa-2-7b-chat was first tasked with gen-
eratinga question-answer pair based on the text,
unconstrained. We then passed this output back
into the model with the task of extracting the ques-
tion and answer components and placing them into
a JSON file with the keys qguestion and answer. We
used the same, high temperature of 0.9 for generat-
ing the samples and a much lower temperature of
0.2 for extracting into a JSON to reduce the chance
of models altering the generated sequences while
structuring them.
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C API-Based LLM Answerability
Annotation

To ensure that we evaluate performance on as high-
quality questions as possible, we extract only those
questions deemed answerable, by our definition, by
both GPT-40 and Gemini-1.5-pro. Table 5 shows
that the zero-shot samples had the highest rate of
predicted answerability; each other variant shows
very consistent rates of answerability. This out-
come should be tempered by the results in Figure 5
which indicates that the zero-shot model had an
extremely high failure rate in many other regards.

Following is a text, a question and an answer. You
must determine whether the provided answer is a
correct span-extraction response to the question.
If there are multiple plausible answers in the
text, the answer should be the most relevant
or accurate one. If there are multiple equally
plausible answers in the text, respond "NO". If the
provided answer is incomplete or contains excess
information, respond "NO". If the answer does
not correctly answer the question, respond "NO".
Only if the answer is correct and does not breach
the aforementioned requirements, respond with
"YES".

Text: ... Upon its arrival in Canberra, the Olympic
flame was presented by Chinese officials to local
Aboriginal elder Agnes Shea, of the Ngunnawal
people. She, in turn, offered them a message stick

Question: Who received the flame from Chinese
officials in Canberra?
Answer: Agnes Shea

Respond with only "YES" or "NO" in response
to this task. Do NOT provide any other text or
reasoning.

Figure 7: Example prompt and response to GPT-4o (gpt-
40 as of 1st June 2024) and Gemini-1.5-pro (gemini-1.5-
pro as of 1st June 2024).
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Model Answerable (1) | Unanswerable (|) | Undetermined (]) | Cohen’s x (1)
ZeroShot 0.73 0.14 0.13 0.61
SFT 0.64 0.20 0.16 0.62
PPO 0.64 0.20 0.16 0.62
PPO-input 0.62 0.20 0.18 0.58
PPO-margin 0.62 0.19 0.19 0.56
PPO-input-margin 0.63 0.21 0.16 0.62

Table 5: Results of answerability task posed to GPT-40 and Gemini-1.5-pro. Results represent the proportion of
samples that are answerable, unanswerable and undecided, taken from those samples which passed the format critic.
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