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Abstract001

Attribution is the process of identifying which002
parts of the source support a generated out-003
put. While attribution can help users verify004
content and assess faithfulness, existing task005
definitions typically exclude unsupported or006
hallucinated content leaving them unattributed,007
overlooking the potential to increase faithful-008
ness certainty, locate the error, and fix it eas-009
ier. In this paper, we propose a new definition010
for sentence-level error-tolerant attribution,011
which extends attribution to include incorrect012
or hallucinated content. We introduce a bench-013
mark for this task and evaluate a range of mod-014
els on it. Our results show that sentence-level015
error-tolerant attribution improves the quality016
of both automatic and manual faithfulness eval-017
uations, reducing annotation time by 30% in018
long-document settings, and facilitates hallu-019
cination fixing. We also find that unfaithful020
outputs are often linked to sentences that ap-021
pear later in the source or contain non-literal022
language, pointing to promising avenues for023
hallucination mitigation. Our approach offers024
a better user experience along with improved025
faithfulness evaluation, with better understand-026
ing of model behavior.1027

1 Introduction028

Text generation systems are increasingly deployed029

to produce summaries, answers, and explanations030

grounded in source documents. A central concern031

in these applications is faithfulness—whether the032

generated content accurately reflects the input. Un-033

faithful generations, or hallucinations, can mislead034

users, damage trust, and propagate misinformation.035

To address this, recent work has proposed the task036

of attribution: (Bohnet et al., 2022; Gao et al.,037

2023b; Xu et al., 2025) identifying which parts of038

the source support a given generation. Attribution039

can improve trust, let the user expend their knowl-040

1Data will be released upon acceptance.

General Motors, Ford, and Daimler Chrysler are 
planning to eliminate a combined total of 
300,000 jobs by 2008 due to declining market 
share and losses.
The issue of privacy and identity theft is also 
raised as a concern.

Generated Text

Source

PIRG: I think it's incredibly significant. The epidemic of 
identity theft affects more than 9 million Americans every 
single year.
:
General Motors hoping that these buyouts will help it 
meet its goal of cutting 30,000 jobs by 2008. 
Ford also planning to eliminate 30,000 jobs, Daimler 
Chrysler has a goal of 40,000 jobs.

Figure 1: An attribution example adapted from our an-
notated dataset. The green generated sentence is faithful
while the red one is not.

edge in a certain point, or provide a foundation for 041

verifying outputs. 042

However, existing approaches to attribution face 043

two core limitations. First, most attribution bench- 044

marks operate at the document level (Gao et al., 045

2023b; Deng et al., 2024), making it difficult and 046

time-consuming to locate the specific source span 047

that is relevant to the output. While some recent 048

work has explored finer-grained attribution at the 049

span level (Huang et al., 2024; Slobodkin et al., 050

2024), these efforts have largely been limited to the 051

attribute-then-generate paradigm, where relevant 052

source spans are selected prior to generation and 053

used to guide the output. In such setups, attribu- 054

tion is effectively given rather than inferred. These 055

methods do not address the more challenging case 056

where attribution must be extracted retrospectively 057

from existing outputs. 058

Second, prior work overwhelmingly treats attri- 059

bution primarily as a form of grounding: if content 060

is not supported by the source, it is simply left 061

unattributed. This framing limits the practical util- 062
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ity of attribution. Unattributed information can063

leave users uncertain whether a sentence is entirely064

fabricated, partially correct, or accurate but misat-065

tributed. In contrast, attributing incorrect informa-066

tion can help pinpoint the error, separate accurate067

content from inaccuracies, and facilitate correction.068

Such diagnostic benefits are not possible under the069

current definition of attribution.070

To address these two challenges, we propose two071

key innovations: sentence-level attribution in a072

post-hoc setting, and error-tolerant attribution.073

This sentence-level granularity enables immediate074

localization of relevant source spans, eliminating075

the need to read the entire document to verify a076

single sentence. Building on this, error-tolerant077

attribution extends attribution to cover even in-078

correct or hallucinated content—whether it con-079

tradicts the source, loosely resembles it, or refers080

to information that arguably should have been in-081

cluded. This richer attribution not only identifies082

precise source spans (or confirms their absence),083

but might also offer novel insight into the model’s084

errors and how specific elements in the source may085

have contributed to them. An example for our new086

attribution approach is presented in Figure 1.087

Our approach provides several benefits across088

different use cases. First, it serves as a valuable089

tool for end users on its own. By making fine090

grained error-tolerant attribution available, it in-091

creases the trustworthiness of the output and en-092

ables users to verify or expand their understanding093

without needing to read the entire source document.094

Moreover, it improves clarity in cases of incorrect095

output. Users can easily identify and correct errors,096

or to distinguish between accurate and inaccurate097

components within a sentence.098

Our approach also offers advantages as an auxil-099

iary tool for faithfulness evaluation, whether man-100

ual or automatic. By substantially narrowing the101

scope of information that needs to be considered,102

it makes it more feasible to annotate or assess long103

documents with greater consistency and reduced104

effort.105

Finally, this form of attribution serves as a foun-106

dation for deeper analysis. It enables tracing the107

origin of both accurate and hallucinated content,108

characterizing features that are uniquely associated109

with hallucinated attributions, and gaining a better110

nuanced understanding of system behavior.111

In this paper, we formalize the task of sentence-112

level error-tolerant attribution (Section 3) and con-113

struct a benchmark to evaluate the performance of114

various models on it (Section 4, 5). We demon- 115

strate its potential utility for automatic faithfulness 116

evaluation, particularly in challenging scenarios 117

involving long input contexts (Section 6.1). Addi- 118

tionally, we show that our approach reduces man- 119

ual evaluation time by 30% (Section 6.2). We also 120

show the benefit of using these attribution to fix the 121

output (Section 7). Beyond evaluation and fixing, 122

we analyze the source sentences linked to unfaith- 123

ful outputs and find that they are more likely to 124

occur toward the end of the document and to con- 125

tain complex, non-literal expressions (Section 8). 126

These findings highlight promising directions for 127

future work on hallucination mitigation. Overall, 128

our results show that attribution—when extended 129

in this way, becomes a powerful lens for evaluating 130

and improving the faithfulness of text generation 131

systems. 132

2 Related Work 133

2.1 Attribution Methods 134

The attribution task was rigorously defined by 135

Rashkin et al. (2023) as the ability for a generic 136

hearer to say, “According to the source, we can 137

infer the generated-text,” where the source must 138

be interpretable within its context. Three key di- 139

mensions characterize existing systems: the over- 140

all method type, the granularity of attribution, and 141

when—and how—document retrieval is performed. 142

Method Type. Attribution methods can be 143

broadly categorized into three paradigms. The end- 144

to-end approach generates text alongside citations 145

(Gao et al., 2023b; Deng et al., 2024), while the 146

post-hoc approach generates the attribution after 147

the output text already exists (Bohnet et al., 2022; 148

Gao et al., 2023a). More recently, a third paradigm 149

has emerged: attribute-then-generate, where rele- 150

vant spans from source documents are first selected, 151

and then used to condition text generation (Huang 152

et al., 2024; Slobodkin et al., 2024). Although this 153

last approach improves attribution quality in some 154

settings, it is not applicable when the generated 155

text is already fixed. Our work, therefore, focuses 156

on the post-hoc setting, where attribution must be 157

computed retroactively. 158

Granularity Level. Attribution can vary in gran- 159

ularity on both the output and source sides. On the 160

output side, models have attributed entire responses 161

(Menick et al., 2022; Thoppilan et al., 2022), in- 162

dividual sentences (Gao et al., 2023b; Deng et al., 163

2



2024; Slobodkin et al., 2024), or even sub-sentence164

spans (Xu et al., 2025). On the source side, most165

systems cite entire documents (Gao et al., 2023b;166

Deng et al., 2024), primarily due to the difficulty167

of identifying fine-grained evidence. More recent168

work has pushed toward concise, localized citations169

by aligning small spans from the source with spe-170

cific segments of the generated text (Huang et al.,171

2024; Slobodkin et al., 2024). However, these172

methods are limited to the attribute-then-generate173

paradigm, where attribution is provided prior to174

generation. In contrast, our work is the first to175

address fine-grained attribution in the more chal-176

lenging post-hoc setting, where the generated out-177

put is fixed and attribution must be inferred retro-178

spectively. Concurrent work (Zhang et al., 2024)179

focuses on sentence-level end-to-end attribution,180

however, their approach differs from ours in both181

setup and objectives, as they do not attribute to182

incorrect information.183

Retrieval Timing. Attribution is often decom-184

posed into two stages: retrieving relevant docu-185

ments and then identifying evidence within them.186

For end-to-end and attribute-then-generate meth-187

ods, retrieval must occur prior to generation, as188

citations are embedded during text production. In189

post-hoc setups, retrieval may happen either before190

or after text generation. Some methods pre-retrieve191

a document set and restrict attribution to that sub-192

set (Bohnet et al., 2022), while others generate193

text freely and then retrieve supporting evidence194

afterward (Gao et al., 2023a). A third, less com-195

mon variant is the “closed-book” approach, which196

avoids retrieval entirely and relies solely on the197

model’s internal knowledge. This approach con-198

sistently underperforms and is typically used as a199

baseline (Bohnet et al., 2022; Gao et al., 2023b).200

In our work, we assume a fixed set of input doc-201

uments, representing an early retrieval step and202

focusing the problem on evidence selection rather203

than retrieval.204

Overall, in the aforementioned prior work, at-205

tribution has been treated as evidence-based: text206

lacking faithful grounding should not receive attri-207

bution. In contrast, we expand this definition to208

include even unfaithful generations. This exten-209

sion enables new uses: attribution can serve as a210

means of verifying faithfulness, localizing halluci-211

nations, and potentially correcting them. Although212

Gao et al. (2023a) did attempt to connect generated213

text with source content post-hoc to fix its output,214

Generated Sentence (g): The mayor intro-
duced a new climate initiative earlier this week.

Category Source Sentence (si ∈ D)

Evidence The mayor announced a
new climate initiative on
Monday.

Contradiction The mayor explicitly denied
any plans for a new climate
initiative.

Near Match The mayor announced a
new recycling program on
Monday.

Expected Span The mayor supported
the budget. [No climate
content; mayor mentioned
once.]

None [No climate or mayor con-
tent; or- frequent mayor
mentions.]

Table 1: Examples of attribution categories given a
single generated sentence.

their work did not isolate attribution as a standalone 215

task, nor was attribution quality evaluated indepen- 216

dently. Our work introduces and formalizes this 217

task, demonstrating its value in analyzing and im- 218

proving faithfulness in generation. 219

2.2 Reference - Source Alignment 220

Another related line of work focuses on aligning 221

spans in reference summaries with source docu- 222

ments. Such alignments have been used to automat- 223

ically generate training data for summarization sub- 224

tasks such as salience detection (Gehrmann et al., 225

2018; Lebanoff et al., 2019), redundancy elimi- 226

nation (Cho et al., 2019), and text fusion (Zhang 227

et al., 2018; Lebanoff et al., 2019). More recently, 228

alignment itself has been framed as an indepen- 229

dent task (Ernst et al., 2021), enabling the creation 230

of more accurate alignment datasets and models 231

(Ernst et al., 2024), which in turn can enhance end- 232

to-end summarization systems (Ernst et al., 2022). 233

Our work draws inspiration from this alignment 234

perspective, but shifts focus to the generated text, 235

which may include hallucinations and inaccura- 236

cies—posing a fundamentally different challenge 237

than aligning human-authored summaries. 238

3 Task Definition 239

Let D = {s1, s2, . . . , sn} denote the set of source 240

sentences from a document or collection of docu- 241
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ments, and let g be a generated sentence produced242

by a system grounded in D. The goal is to iden-243

tify a minimal subset A ⊆ D that maximizes the244

information relevant to assessing the faithfulness245

of g to the source. The selected subset A must be246

interpretable in context to resolve any coreferences.247

Each attribution set A may fall into one or more248

of the following categories (An example for each249

category can be found in Table 1):250

Evidence. Sentences that directly support or en-251

tail the content in g, indicating that it is faithful.252

Contradiction. Sentences that explicitly contra-253

dict information in g, suggesting unfaithfulness.254

Near Match. Sentences that closely resemble g255

with small, non-contradictory variations.256

Expected Span. Sentences (or regions of the doc-257

ument) where the information in g would reason-258

ably be expected to appear if it were grounded in259

the source. The absence of relevant content in such260

expected spans may imply unfaithfulness.261

None. No sentence in D is relevant (or all are262

equally relevant); g is likely a hallucination.263

In the ideal case of perfect attribution, the se-264

lected set A∗ should be sufficient to annotate the265

faithfulness of g. More precisely, once A∗ is266

known, the remainder of the document provides267

no additional information about g in the context of268

assessing its truthfulness or provenance. Formally,269

this implies I(g ; D\A∗ | A∗) = 0 where I(·; · | ·)270

denotes conditional mutual information. Therefore,271

if A∗ falls under the Near Match or Expected Span272

categories, then under the assumption of perfect273

attribution, g can be labeled as unfaithful without274

requiring access to the full document.275

4 Data Annotation276

In order to evaluate baselines for this task and277

present the potential of optimal attributions in dif-278

ferent scenarios, we annotate manually a develop-279

ment and test attribution sets.280

4.1 Dataset281

We leverage TofuEval (Tang et al., 2024), a re-282

cent benchmark that comprises two summarization283

datasets: MediaSum (Zhu et al., 2021), which sum-284

marizes dialogues, and MeetingBank (Hu et al.,285

2023), which summarizes meeting transcripts.286

TofuEval sampled 50 documents from each 287

dataset. For every document, three topic ti- 288

tles were generated, and six different LLM- 289

based summarization models (OpenAI’s GPT-3.5- 290

Turbo, Vicuna-7B (Chiang et al., 2023) and Wiz- 291

ardLM7B/13B/30B (Xu et al., 2024), and one 292

anonymized model) produced a summary focused 293

on each topic. Each sentence in these summaries 294

was then manually annotated for faithfulness to the 295

source with a binary label, an error type, and a 296

detailed explanation of the error. 297

This setup yields a total of 2 datasets × 50 docu- 298

ments × 3 topics × 6 systems = 1800 summaries. 299

The dataset is split into a development set and a test 300

set, containing 70 and 30 documents, respectively. 301

Due to the high annotation cost, we randomly se- 302

lected one system-generated summary per topic, 303

resulting in 2× 50× 3× 1 = 300 summaries an- 304

notated, while preserving the original development 305

and test split. 306

Since we also aim to identify attributions for in- 307

correct summary sentences, we require generated 308

summaries that contain hallucinations, preferably 309

accompanied by detailed explanations. TofuEval is, 310

to the best of our knowledge, the only dataset that 311

includes detailed faithfulness annotations (includ- 312

ing explanations) for relatively long documents (av- 313

eraging 950 words) and captures real-world errors 314

produced by recent LLM-based models—making 315

it ideally suited for our purposes. 316

4.2 Annotation Process 317

Our annotation task aims to identify alignments be- 318

tween source document sentences and correspond- 319

ing summary statements to serve as attributions. 320

We followed the annotation protocol of Slobod- 321

kin et al. (2022), using controlled crowdsourcing 322

(Roit et al., 2020). Potential annotators were pre- 323

screened through a filtering task and underwent 324

multiple training phases of increasing difficulty to 325

ensure quality. Ultimately, 10 qualified annotators 326

completed the task. 327

We employed the web-based annotation tool 328

from Slobodkin et al. (2022), deployed via Me- 329

chanical Turk2 (see Figure 3 in the Appendix). The 330

interface presents the document and summary side 331

by side. Annotators were instructed to focus on 332

one summary sentence at a time, aiming to align 333

the entire summary by the end of the task. 334

To facilitate annotation, annotators were told to 335

2www.mturk.com
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select standalone sub-sentence spans from the sum-336

mary and match them to full sentences from the337

source document. This encouraged them to dis-338

tinguish between accurate and inaccurate portions339

of the summary sentence and to find appropriate340

source sentences for both. We later aggregated341

these annotations to the sentence level, mapping342

each summary sentence to a set of document sen-343

tences. To streamline the task further, when an344

incorrect summary sentence was selected, we dis-345

played the corresponding error explanation from346

TofuEval in the annotation interface. Full annota-347

tion guidelines are provided in Appendix A.348

4.3 Data Quality349

To assess the quality of alignments we measured350

inter-annotator agreement in pairs on a set of in-351

stances annotated by all annotators, comparing 430352

pairs of annotations. For each pair, we computed353

the intersection-over-union (IoU) of token indices354

(restricted to content words) in the document spans355

aligned to the same summary sentence, following356

Ernst et al. (2021). The resulting average IoU was357

0.47, indicating moderate agreement.358

A manual inspection revealed that while anno-359

tators consistently identified the core attribution360

sentences, the precise sentence set boundaries were361

often ambiguous. This subjectivity explains the362

moderate agreement score.363

To validate annotation quality, an expert evalu-364

ated a subset of 10 documents, 30 summaries, and365

totaling 83 summary sentences. For each summary366

sentence, the expert assessed the correctness of367

linked document sentences (Precision). We also368

measured Recall against an expert-level gold attri-369

bution set, which consists of the original annotated370

attributions supplemented with additional source371

sentences identified by an expert to ensure full cov-372

erage. The average Precision was 94.37%, and373

Recall was 90.27%, indicating high data quality.374

5 Experiments375

To establish the performance of current large lan-376

guage models (LLMs) on the task of post-hoc fine-377

grained attribution, we evaluate several state-of-the-378

art models. The objective is to assess their capabil-379

ity in identifying precise spans within source docu-380

ments that support or relate to specific segments of381

a given generated text, as defined in Section 3 and382

annotated according to Section 4. We experiment383

with zero-shot setting the following LLMs: Gem-384

ini 2.0 Flash, GPT-4o (Hurst et al., 2024), Qwen 385

2.5 72B Instruct (Team, 2024) and Llama 3 70B 386

Instruct (Grattafiori et al., 2024). 387

Performance is measured using sentence-level 388

macro-averaged Precision (P), Recall (R), and F1- 389

Score (F1). These metrics compare the model’s 390

predicted attribution spans against the human- 391

annotated gold standard from our test set. 392

Model Macro P Macro R Macro F1

Qwen 2.5 72B 0.5230 0.6419 0.5360
GPT-4o 0.5672 0.6474 0.5723
Llama 3.3 70B 0.5738 0.6452 0.5640
Gemini 2.0 Flash 0.6032 0.6939 0.6075

Table 2: Performance of LLM baselines on the fine-
grained attribution task.

Table 2 presents the performance of the LLM 393

baselines. The results indicate that current general- 394

purpose LLMs can perform this fine-grained attri- 395

bution task to a notable extent. Gemini 2.0 Flash 396

in the zero-shot setting achieves the highest perfor- 397

mance across all metrics, with a Macro F1-Score 398

of 0.6075. Llama 3.3 70B (zero-shot) and GPT-4o 399

(zero-shot) also demonstrate competitive results, 400

outperforming Qwen 2.5 72B. 401

Upon analyzing the errors of the best-performing 402

model, Gemini, we found that it reliably identifies 403

the core attribution sentences in most cases. For 404

simpler, more extractive summary sentences, this 405

leads to highly accurate results. However, in more 406

subjective cases, Gemini tends to include additional 407

source sentences that are already conceptually cov- 408

ered by the core attributions. As a result, while the 409

model’s output is generally of high quality, it is still 410

not always as concise or tightly scoped as desired. 411

6 Faithfulness Evaluation 412

Beyond the benefits of error-tolerant attribution as 413

a standalone tool, we also aim to demonstrate its 414

value as an auxiliary task across several scenarios. 415

In this section, we show how it can support and 416

enhance both automatic and manual faithfulness 417

evaluation. In Section 7, we illustrate how it can aid 418

in correcting hallucinations. Finally, in Section 8, 419

we show that our annotated dataset reveals features 420

that may help identify, in advance, text spans that 421

are more likely to produce hallucinations. 422
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Summac-zs Summac-conv AlignScore Llama-3.1 Vicuna-1.5 Mistral Gemma-3 Claude-3.5 GPT-4o
1

do
c

Plain 55.95 57.75 71.58 59.88 50.27 57.29 70.94 69.91 75.72
Highlighted N/A N/A N/A 63.00 52.92 57.03 71.47 69.37 74.37
Attr. Only 60.06 60.33 65.00 67.96 64.19 59.47 66.30 72.20 67.62

Attr. Only + Incor. Orig. 42.60 63.51 68.96 71.93 34.82 50.74 59.16 70.62 66.03

10
do

cs

Plain 43.05 50.00 66.93 57.51 N/A 49.88 60.67 62.81 71.18
Highlighted N/A N/A N/A 60.55 N/A 50.07 59.92 72.94 70.75
Attr. Only 60.06 60.33 65.00 67.96 N/A 59.47 70.96 72.20 67.62
Highlighted Gemini N/A N/A N/A 64.48 N/A 54.09 65.42 67.64 72.29
Attr. Only Gemini 63.22 62.16 67.30 68.69 N/A 61.31 68.37 73.37 73.60

Table 3: Performance of different models in faithfulness evaluation with original source, with highlighted attribution,
or with attribution only.

6.1 Assisting Automatic Evaluation423

We evaluated the ability of different models to as-424

sess the faithfulness of summary sentences, both425

with and without attribution. Given a source docu-426

ment and a generated summary sentence, the task427

is to classify whether the sentence is faithful to428

the source. We explored three input formats for429

providing the source: (1) the full source document430

(‘Plain’), (2) the source with highlighted sentences431

that are attributed to the summary sentence (‘High-432

lighted’), and (3) only the attributed sentences, pre-433

sented without context (‘Attr. Only’).434

We compared a range of models over the en-435

tire test set, including non-LLM-based factuality436

metrics (SummaC-ZS, SummaC-CV (Laban et al.,437

2022), and AlignScore (Zha et al., 2023)), open-438

source LLMs (Llama-3.1-8B-Instruct (Grattafiori439

et al., 2024), Vicuna-7B-v1.5 (Chiang et al.,440

2023), Mistral-8B-Instruct (Jiang et al., 2023),441

and Gemma3-4B-it (Team et al., 2025)), and pro-442

prietary LLMs (GPT-4o (Hurst et al., 2024) and443

Claude-3.5-haiku). For evaluation, we used bal-444

anced accuracy (Laban et al., 2022; Tang et al.,445

2023), which accounts for label imbalance between446

faithful and unfaithful cases.447

As shown in Table 3, most models performed448

better when provided with highlighted or attributed449

content, with attribution-only mode often yielding450

the highest accuracy, albeit sometimes by a small451

margin. To further demonstrate stronger benefits452

of attribution, we examined long context where453

each document was randomly shuffled into a group454

with nine other randomly selected documents from455

the development set. Under this condition, the456

attribution-only mode consistently outperformed457

others, with larger performance gains, likely due to458

the reduced distraction from irrelevant context.459

We also applied the same 10-document analy-460

sis using the predicted attributions from the best-461

performing model in Section 5, Gemini. Sur- 462

prisingly, Gemini’s attribution-only setup outper- 463

formed most other configurations—including the 464

gold attribution-only setup. This suggests that 465

LLM-generated attributions may be better aligned 466

with how models interpret and utilize information, 467

compared to human-annotated ones. 468

To examine the role of error-tolerant attribution, 469

we compared the standard attribution-only setup 470

(using a single document) to a mixed setup in which 471

only faithful summary sentences are evaluated with 472

attribution, while unfaithful sentences are evalu- 473

ated using the full source without attribution. This 474

simulates a case where error-based attributions are 475

unavailable. As seen in the results, most models 476

exhibited performance degradation in this mixed 477

setup, sometimes substantially. In the few cases 478

where performance improved, the gains were small 479

and might be due to response variability. These 480

findings highlight that error-based attributions typi- 481

cally enhance model evaluation performance, or at 482

the very least, do not harm it. 483

6.2 Assisting Manual Evaluation 484

Manual evaluation is both costly and time- 485

consuming, particularly for long documents. To 486

ease this burden, we investigate whether sentence- 487

level attribution can assist annotators in evaluating 488

both correct and incorrect summary sentences. 489

To that end, we recruited four NLP research stu- 490

dents as expert annotators to assess the faithfulness 491

of summary sentences with respect to the source 492

documents. Each annotator was assigned docu- 493

ments in one of two modes: (1) a plain document 494

with no attribution, or (2) an interactive version 495

where clicking a summary sentence highlighted its 496

attributed sentences in yellow. Annotators could 497

use Ctrl+F to search for keywords in both modes. 498

To mitigate bias, each document was evaluated 499

only once by a given annotator and in only one 500
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mode. Each document was annotated twice, once501

per condition, by different annotators. In total, we502

randomly selected one summary per document for503

all 30 test set documents, resulting in 76 summary504

sentences that were evaluated. Similar to the auto-505

matic evaluation (Sec. 6.1), we used the balanced506

accuracy to aggregate the annotations.507

Our results show that attribution reduced anno-508

tation time by 30% (76s vs. 108s per summary509

sentence) while also slightly improving balanced510

accuracy (82.05% vs. 77.90%)3. All annotators re-511

ported that the highlights were helpful, indicating512

the potential of sentence-level attribution to sup-513

port manual evaluation. We hypothesize that this514

benefit would be even greater in settings involving515

longer documents or more abstractive summaries,516

where keyword search is less effective.517

Notably, there was no significant difference in518

annotation time between correct and incorrect sum-519

mary sentences. This suggests that, in the absence520

of attribution, incorrect sentences may require even521

more time to evaluate, further emphasizing the522

value of error-tolerant attribution.523

We also tested a similar setup on 14524

development-set documents, annotated by two an-525

notators using predicted highlights from the best526

model in Section 5, Gemini. While annotation time527

was similarly reduced by 28% (86s vs. 118s), attri-528

bution performance dropped with highlights (68%529

vs. 77%). Annotators noted that the predicted530

highlights were less focused than the gold ones,531

often spanning multiple paragraphs and making532

them harder to follow, though sometimes helpful533

by showing repeated information. This observation534

aligns with our error analysis in Section 5.535

7 Fixing Unfaithful Text536

In this section, we explore another potential appli-537

cation of error-tolerant attribution: correcting un-538

faithful text. While post-editing techniques aim to539

resolve inconsistencies in generated content (Dong540

et al., 2020; Balachandran et al., 2022; Gao et al.,541

2023a), they remain challenging due to the diffi-542

culty of localizing errors and identifying the cor-543

rect information. To address this, we propose using544

error-tolerant attribution to guide the system’s at-545

tention toward the relevant source content, thereby546

facilitating more effective correction.547

Given an unfaithful summary sentence and its548

3Four summary sentences with ambiguous faithfulness
labels and explanations were excluded from this analysis.

Input Fix Status Ranking

F PF NF 1 2 3

M
is

tr
al Original 5% 5% 90% 45% 30% 25%

Highlighted 5% 10% 85% 40% 45% 15%
Attr. Only 15% 5% 80% 70% 25% 5%

L
L

aM
A Plain 15% 20% 65% 20% 40% 40%

Highlighted 45% 5% 50% 50% 45% 5%
Attr. Only 65% 5% 30% 60% 25% 15%

C
la

ud
e Plain 45% 10% 45% 50% 35% 15%

Highlighted 50% 30% 20% 55% 20% 25%
Attr. Only 30% 30% 40% 15% 50% 35%

Table 4: Fix Status (Fixed/Partially Fixed/Not Fixed)
and Ranking (1 is best) Percentages by Model and Input
Format

source, the goal is to minimally revise the sentence 549

so that it becomes faithful to the source. We eval- 550

uate three input configurations: (1) the full source 551

without attribution information (‘Plain’), (2) the 552

source with highlighted attribution spans (‘High- 553

lighted’), and (3) only the attribution spans without 554

additional context (‘Attr. Only’). We generated cor- 555

rections of 20 incorrect summary sentences, using 556

three models—LLaMA 3.1-8B-Instruct (Grattafiori 557

et al., 2024), Mistral-8B-Instruct (Jiang et al., 558

2023), and Claude-3.5-Haiku. The prompts are 559

presented in Appendix D. An expert annotator then 560

assessed each corrected sentence with two judg- 561

ments: whether the sentence was fixed, partially 562

fixed, or not fixed, and its relative ranking across 563

the three input settings for each model.4 564

As shown in Table 4, for all three models, the in- 565

clusion of highlighted attributions led to better cor- 566

rections and higher rankings compared to the plain 567

source. The attribution-only setting performed best 568

with Mistral and LLaMA, but was least effective 569

with Claude. This suggests that Claude benefits 570

more from contextual grounding, while the smaller 571

models gain more from direct, focused attribution 572

cues. Overall, these results highlight the utility of 573

using sentence-level, error-tolerant attributions to 574

guide factual corrections—particularly for smaller 575

models, where attribution spans help isolate rele- 576

vant content and reduce the cognitive and computa- 577

tional burden of processing entire documents. 578

8 Analysis of Hallucination Factors 579

The centrality of the hallucination problem in text 580

generation raises a fundamental question: what 581

4Rank percentages may sum to more or less than 100%
due to tied scores.
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Figure 2: Comparing position of faithful-linked sen-
tences to unfaithful-linked sentences.

causes models to hallucinate? Our manually anno-582

tated dataset offers fertile ground for such an inves-583

tigation. By analyzing source-based features that584

may contribute to unfaithful outputs, such as ambi-585

guity or complexity, we can identify characteristics586

that predispose certain input content to hallucina-587

tions. This opens up the possibility of pre-editing588

sources (e.g., simplifying complex segments) to589

reduce hallucination risk, or at least to anticipate it.590

Prior work has explored various contributing fac-591

tors, including the influence of the prompt (Rawte592

et al., 2023; Yao et al., 2023), the training process593

(Li et al., 2024), and the training data (Dziri et al.,594

2022). However, to the best of our knowledge, no595

study has examined the source of hallucinations in596

relation to the input text itself. Our approach aligns597

with the goals of Koniaev et al. (2025), who fo-598

cused on identifying problematic sources that tend599

to yield less informative summaries.600

To conduct our analysis, we used the source sen-601

tences that are manually linked to summary sen-602

tences in our dataset. These sentences are implicitly603

selected by the model for generating a summary.604

We divided them into two groups: those linked to605

at least one unfaithful summary sentence, denoted606

as ‘unfaithful-linked sentences’, and those linked607

only to faithful ones, denoted as ‘faithful-linked608

sentences’. We then examined several features to609

identify signals that could distinguish between the610

two groups, and found two particularly informa-611

tive ones: sentence position and the presence of612

non-literal expressions.613

Sentence Position. We computed the relative614

position of each source sentence in its docu-615

ment and plotted the distributions (Figure 2).616

As expected—and consistent with prior find-617

ings in summarization research (Lebanoff et al., 618

2019)—faithful-linked source sentences are more 619

likely to appear at the beginning of the document, 620

with their frequency gradually decreasing as the 621

document progresses. Interestingly, unfaithful- 622

linked sentences exhibit a different distribution: 623

aside from a slight peak in the first 10% of the docu- 624

ment, their occurrence is more evenly spread across 625

positions. Notably, in the final 10% of the docu- 626

ment, the likelihood of a sentence being linked to 627

unfaithful content is nearly double that of faithful- 628

linked sentences. This suggests that models may 629

struggle to accurately process or incorporate infor- 630

mation from later parts of the input. 631

Non-Literal Language. We also examined the 632

prevalence of non-literal expressions (e.g., id- 633

ioms, irony), which require additional interpreta- 634

tion or external knowledge. A manual review of 635

10 development-set documents (covering 30 sum- 636

maries and 84 summary sentences) revealed that 637

25% of the sentence sets linked to unfaithful sum- 638

mary sentences contained at least one non-literal 639

expression—compared to only 9% among those 640

linked to faithful sentences. Viewed from another 641

perspective, 88% of the non-literal expressions that 642

are linked to the summary, led to unfaithful sen- 643

tences. These findings suggest that non-literal lan- 644

guage, which is inherently harder to interpret, in- 645

creases the likelihood of unfaithful generation. Ex- 646

amples can be found in Appendix E. 647

In sum, our analysis underscores the value of in- 648

vestigating hallucination through the lens of source- 649

based features. While our analysis is exploratory, 650

it highlights promising directions for future work 651

aiming to discover and leverage additional features 652

to combat hallucination. 653

9 Conclusion 654

We introduced a fine-grained, error-tolerant ap- 655

proach to attribution that operates post-hoc at the 656

sentence level, enabling both accurate localization 657

of source evidence and meaningful interpretation 658

of unfaithful outputs. Our benchmark demonstrates 659

the utility of this framework for faithfulness evalu- 660

ation, significantly reducing annotation effort and 661

providing deeper insight into model behavior. By 662

extending attribution beyond faithful outputs, we 663

show its potential as both a practical tool for users 664

and a diagnostic signal for improving text genera- 665

tion systems. 666
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Limitations667

Our findings highlight the utility of sentence-level,668

error-tolerant attribution across several use cases.669

However, our conclusions are based on experiments670

with only two datasets, both from the domain of671

dialogue summarization. These were the only avail-672

able datasets that met our criteria: recent model out-673

puts, existing faithfulness annotations, high rates674

of hallucinations, and sufficiently long input texts.675

As a result, the generalizability of our conclusions676

to other tasks, such as question answering, remains677

uncertain and warrants further investigation.678
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Appendix 962

A Dataset Creation 963

A.1 License 964

TofuEval dataset that serves as the basis to our 965

benchmark, is released with MIT license, and is 966

allowed for academic purposes. 967

A.2 Attribution Annotation Guidelines 968

Definition: Attributed Source Sentences: At- 969

tributed source sentences help a human faithfulness 970

verifier assess whether a summary span is faithful 971

to the source text. 972

An attributed source sentence may serve as: 973

• Evidence: Directly supports the summary sen- 974

tence. 975

• Contradiction: Directly contradicts the sum- 976

mary sentence. 977

• Close Paraphrase (but not identical): Con- 978

tains similar information with slight modifica- 979

tions (e.g., “Ori went to the beach” instead of 980

“Aviv went to the beach”). 981

• Contextual Anchor: A sentence where we 982

would expect the information to appear if it 983

were explicitly mentioned. 984

Matching Guidelines 985

Breaking the summary sentence into 986

propositions 987

The worker should break down the summary 988

sentence into standalone (non-consecutive) parts 989

(propositions). Usually, each part contains a main 990

verb. 991

Example: John went home and ate an apple 992

• John went home 993

• John. . . ate an apple 994
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Rules of thumb995

• As a rule of thumb - each standalone verb996

should be in a different proposition.997

Example:998

The Federal Reserve is expected to continue rais-999

ing interest rates to cool down the economy , which1000

has been experiencing a slowdown .1001

• The Federal Reserve is expected to continue1002

raising interest rates to cool down the econ-1003

omy1004

• the economy , which has been experiencing a1005

slowdown .1006

The buyouts , negotiated with the United Auto1007

Workers Union , will provide lump sum payments1008

of up to $140,000 .1009

• The buyouts , negotiated with the United Auto1010

Workers Union1011

• The buyouts. . . will provide lump sum pay-1012

ments of up to $140,0001013

Example with additional verbs:1014

The document notes that the U.S. government1015

has stated that Iraq has no weapons of mass de-1016

struction , which is a lie , and that the U.S. is not1017

going to wait for countries like Iraq declared to1018

be part of the so - called axis of evil to develop1019

weapons of mass destruction .1020

• The document notes that the U.S. government1021

has stated that Iraq has no weapons of mass1022

destruction , which is a lie1023

• and that the U.S. is not going to wait for coun-1024

tries like Iraq declared to be part of the so -1025

called axis of evil to develop weapons of mass1026

destruction .1027

• Rule of thumb - if the document sentences1028

that align with a single summary sentence are1029

not consecutive and each document sentence1030

corresponds to a different part of the summary1031

sentence, then those parts of the summary sen-1032

tence should also be separated.1033

• Rule of thumb - Try to separate the supported1034

and unsupported parts of the summary sen-1035

tence, if each part can standalone and be sep-1036

arated. (even if the document sentences are1037

consecutive)1038

• In many cases, the summary sentence contains 1039

only a single proposition. 1040

• In general, propositions that separating them 1041

would change the meaning significantly, like 1042

in the case of reason and cause, may not be 1043

separated in some cases. 1044

• Both sides (reason and cause) can be part of 1045

the span 1046

“John ate an apple due to his hunger.” 1047

• To decide - this rule can be applied for reason 1048

and cause as well. - Rule of thumb - if the 1049

sentences in the document that align with a 1050

single summary sentence are not consecutive 1051

and each document sentence corresponds to a 1052

different part of the summary sentence, then 1053

those parts of the summary sentence should 1054

also be separated. 1055

The matching described below should be done 1056

from a summary span (proposition) to a set of doc- 1057

ument sentences. 1058

Alignment Boundaries 1059

• Match a summary proposition to document 1060

full sentences. 1061

• When highlighting from the document side, 1062

assume we have the context of this sentence. 1063

Therefore, no need to assign another sentence 1064

just for the name of the speaker (for instance). 1065

We know it as we have context. 1066

• Be concise. Only if a single document sen- 1067

tence does not cover the summary proposition 1068

in full, add more document sentences. 1069

Supported/Unsupported labeling 1070

• For each summary sentence, the worker gets 1071

a former annotation of whether this sentence 1072

is supported by the document or not, and an 1073

explanation why not. 1074

• This information should help the workers in 1075

their annotation. 1076

• However, if the worker disagrees with the for- 1077

mer annotation, they are allowed to change 1078

it. 1079

• Additionally, for an “unsupported” sentence, 1080

the “unsupporting” label may not apply to 1081

all spans within the sentence. In such cases, 1082
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the annotator should update the label to “sup-1083

ported” for spans that are supported, while1084

retaining the “unsupporting” label only for1085

spans that lack support.1086

• The “unsupported” explanation can lead the1087

worker where to look for the mistake. Even if1088

there are several options for where the mistake1089

comes from, choose the one that is mentioned1090

in the explanation.1091

• The “unsupported” explanation can help the1092

worker to break the summary sentence into1093

pieces (propositions), as in many cases the1094

explanation focuses on one part that is not1095

supported where the rest is supported, or two1096

different unsupported parts.1097

Select the strongest evidence available1098

• If an exact supporting/unsupporting sentence1099

exists, do not select weaker alternatives (e.g.,1100

a close paraphrase).1101

• Select only the strongest evidence (or closest1102

sentence)1103

• If multiple sentences provide equivalent evi-1104

dence, match all of them separately.1105

Ensure full coverage of the summary sentence1106

• The summary sentence should be covered in1107

full.1108

• Breaking the summary sentence into stan-1109

dalone pieces should help you to assure each1110

part is aligned properly.1111

Handling Missing or Implicit Information1112

• If a piece of information is not explicitly men-1113

tioned in the text and there is no closely re-1114

lated sentence that could be a corrupted ver-1115

sion,1116

• In some rare cases, the topic of this piece of1117

information is mentioned only in a single sen-1118

tence or paragraph. In these rare cases, you1119

can align this sentence or paragraph, as the1120

information would be expected to appear if it1121

were present in the text.1122

• In most cases, where the topic is related to1123

many areas from the document, and it is not1124

directly connected to a specific paragraph, the1125

attribution is None.1126

A.3 Annotation Interface 1127

Figure 3 presents a printscreen of the annotation 1128

interfaces used during the crowdsourcing. Annota- 1129

tors were paid 13$ per hour with additional bonuses 1130

awarded for high-quality work. 1131
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Figure 3: The alignment annotation interface. The annotator marks a span (proposition) in the summary (right)
along with all matching spans in the current document (left). To minimize cognitive load, visual focus is placed on
one summary sentence at a time (red rectangle) to orient the process. Additionally, by hovering over the “supported”
checkbox, whenever a reason for unsupportedness is provided by the original annotation, it is presented to the
annotators (black textbox) to help in the annotation process.

B Automatic Faithfulness Evaluation1132

We used a single RTX8000 to run all the evaluation1133

experiments. For long documents some models1134

required more computation resources, so we used1135

a cluster of 4 GPUs. On average, it took around1136

1 hour per model. The prompt we used for all1137

LLM-based models can be found in Table 5.1138

C Manual Faithfulness Evaluation1139

C.1 Technical Details1140

In this experiment, we measured both quality and1141

work time. To that end, we added a timer that starts1142

automatically when the annotator reveals a new1143

document by an additional clicking, and not earlier1144

when accepting the task. The timer can be paused if1145

the annotator needs a break. This improves the less1146

accurate previous approach (Akoury et al., 2020;1147

Krishna et al., 2023)that measures the time by the1148

difference between task submission times.1149

C.2 Expert Training1150

We designed a training task consisting of three sum-1151

maries—two with highlighted source sentences and1152

one without. Only annotators who performed well1153

on this task, achieving high accuracy against gold1154

labels, were selected to continue with the anno-1155

tation process. Ultimately, we hired four expert1156

annotators, all of whom are AI research students. 1157

They were compensated at a rate of $25 per hour. 1158

C.3 Annotation Guidelines 1159

C.3.1 Not Highlighted Task 1160

For each summary sentence, decide if it is faithful 1161

to the document. Don’t be stressed by the timer. 1162

Take the time in order to make the correct decision. 1163

There are no highlights in this part. If it helps, you 1164

can use Ctrl+F to look for relevant keywords. 1165

If you are not sure, select faithful. Ignore 1166

small nuanced shifts between the summary and 1167

the source. 1168

C.3.2 Highlighted Task 1169

Don’t be stressed by the timer. Take the time in or- 1170

der to make the correct decision. Click a summary 1171

sentence to highlight the most relevant document 1172

sentences for it. These highlights should help you 1173

to make your decision and should be sufficient in 1174

most cases. The rest of the document is provided 1175

for context. The highlights may include contradic- 1176

tions or instances where some information from the 1177

summary sentence is absent in the source. These 1178

cases should be marked as unfaithful. If the high- 1179

lights are not enough, you can use Ctrl+F to look 1180

for keywords. If you are not sure, select faithful. 1181
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Attribution Task Annotation Prompt

You are an expert annotator performing an attribution task. Your goal is to identify the source
sentences within a document that are most relevant to assessing the faithfulness of a given summary
sentence.
Task Definition: Given a summary sentence and a document (presented as a list of indexed
sentences), find the "attribution" for the summary sentence within the document.
Attribution Definition: Attribution is defined as a minimal set of document sentences that maximally
supports the certainty of a reader in assessing the faithfulness of the summary sentence. This means
finding the fewest document sentences that contain the core information needed to judge if the
summary sentence is accurate, contradictory, or closely related to the document’s content. The
attribution could be:
• Evidence supporting the summary sentence.

• Sentences contradicting the summary sentence.

• Sentences containing very similar text or concepts, but not exactly the same.

• Sentences indicating the location where the information should logically be found, even if it
slightly differs.

• If the summary sentence appears entirely fabricated or has no plausible basis in the document, the
attribution is None.

Input:
Summary Sentence:

{summarySentence}

Document Sentences (with indices):
{list_of_indexed_document_sentences}

Instructions:
1. Read the Summary Sentence carefully.

2. Read through the Document Sentences.

3. Identify the sentence indices from the Document Sentences that form the minimal attribution
set according to the definition provided.

4. Focus on the most essential sentences needed to verify or contradict the summary’s claim.

5. If no relevant sentences are found (summary is fabricated relative to the document), output
None.

Output Format: Output only a Python list containing the integer indices of the identified document
sentences. For example: [18] or [5, 6] or [21, 23]. If the attribution is None, output the
word None. Do not include any explanations or additional text.
Output:

Figure 4: Prompt used to guide models in identifying source attribution

Ignore small nuanced shifts between the summary1182

and the source.1183

C.4 Annotation UI 1184

We used Mechanical Turk Sandbox platform (free 1185

of charge) in order to provide the annotators an 1186

accessible format. A snapshot is shown in Figure 1187
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Setup Prompt
System Prompt You are a helpful assistant evaluating factual

consistency between a summary sentence and a source
text.
Given the source and the summary, answer with ’yes’
if the summary is faithful to the source, or ’no’
if it is not.

Plain Is the evaluated summary sentence faithful to the
source? Reply only with ýesór ńo.́

Highlighted The source text includes special [FOCUS]...[/FOCUS]
tags marking parts that are the most relevant
source sentences to the evaluated summary sentence.
Is the evaluated summary sentence faithful to the
source? Please use the marked source sentences to
help you decide. Reply only with ’yes’ or ’no’.

Attribution Only The following Relevant Source Sentences were
extracted from the source as the most relevant
information in the source to the evaluated summary
sentence.
Based on the Relevant Source Sentences alone, is
the evaluated summary sentence faithful? Reply only
with ’yes’ or ’no’.

Table 5: Prompt used for automatic faithfulness evaluation.

5.1188

D Fix Hallucination Evaluation1189

All evaluation experiments were conducted on a1190

single RTX8000 GPU. The prompt used for GPT-1191

4o is provided in Table 6.1192

E Non-Literal Expression Examples1193

Here are some examples for non-literal expression1194

we have found in the source that are linked to an1195

unfaithful summary sentence.1196

• This was a perfect storm of disaster that ac-1197

tually probably saved his life because when1198

the airplane ascends, you lose oxygen, the air1199

gets thin as we would say in layman’s terms.1200

• Net net, it was about a $2,000 loss, which1201

sounds like a lot of money, but it was a million1202

and a half dollars worth of bonds.1203

• And also Fidel Castro is on his last legs, so to1204

speak.1205

• We saw very different answers depending on1206

who in Congress was asking him the question,1207

but I think the overall takeaway point here1208

is that he got trapped when he wanted to put 1209

his foot down and have strong answers and 1210

show the President that he wasn’t going to be 1211

bullied by Congress, then he had something 1212

to say. 1213

• The Internal Revenue Service saying that we 1214

would be sharing our personal tax informa- 1215

tion to protect the privacy of our tax informa- 1216

tion. 1217

F Use Of Ai Assistants 1218

We have used AI to improve writing, mostly for 1219

paraphrasing, and also to facilitate coding in certain 1220

parts. We went over all code/text paraphrased or 1221

generated by AI and verified its correctness. 1222

16



Figure 5: The manual faithfulness evaluation interface. The document is exposed and the timer begins only after
reading the instructions and clicking the screen. The timer can be paused manually. We present here only an excerpt
of the full document.
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Setup Prompt
System Prompt You are a helpful assistant fixing summary sentences

to be faithful to the source.
Given the source and an unfaithful summary sentence,
fix the summary sentence with minimum changes so it
will be faithful to the source.
Write only the fixed sentence without any additional
text or explanation.

Plain Fix the summary sentence to be faithful with
minimum changes.

Highlighted The source text includes special [FOCUS]...[/FOCUS]
tags marking parts that are the most relevant
source sentences to the evaluated summary sentence.
Based on the Relevant Source Sentences alone, fix
the summary sentence to be faithful with minimum
changes.
Please use the marked source sentences to help you
decide.

Attribution Only The following Relevant Source Sentences were
extracted from the source as the most relevant
information in the source to the evaluated summary
sentence.
Based on the Relevant Source Sentences alone, fix
the summary sentence to be faithful with minimum
changes.

Table 6: Prompt used for automatic hallucination fixing
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