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Abstract

Split computing (̸= split learning) is a promising ap-
proach to deep learning models for resource-constrained
edge computing systems, where weak sensor (mobile) devices
are wirelessly connected to stronger edge servers through
channels with limited communication capacity. State-of-the-
art work on split computing presents methods for single tasks
such as image classification, object detection, or semantic
segmentation. The application of existing methods to multi-
task problems degrades model accuracy and/or significantly
increase runtime latency. In this study, we propose Ladon,
the first multi-task-head supervised compression model for
multi-task split computing.1 Experimental results show that
the multi-task supervised compression model either outper-
formed or rivaled strong lightweight baseline models in
terms of predictive performance for ILSVRC 2012, COCO
2017, and PASCAL VOC 2012 datasets while learning com-
pressed representations at its early layers. Furthermore, our
models reduced end-to-end latency (by up to 95.4%) and
energy consumption of mobile devices (by up to 88.2%) in
multi-task split computing scenarios.

1. Introduction
Learning compressed representations in a supervised man-

ner has been empirically shown effective, specifically for
training deep learning models for split computing (SC) [21].
Split computing is an efficient distributed inference tech-
nique for resource-constrained edge computing systems,
where either executing entire models on mobile devices or
fully offloading tasks to cloud/edge servers may not be a
feasible or optimal solution [19, 20]. In split computing,
the first layers of a deep learning model (i.e., encoder) are
executed by the mobile device, while the remaining lay-
ers’ computation are offloaded to an edge/cloud server via a
wireless communication channel with a constrained capacity.
We remark that, different from distributed training such as

*This work was done prior to joining Spiffy AI.
1Code and models are available at https://github.com/

yoshitomo-matsubara/ladon-multi-task-sc2

federated learning [24] or split learning [37], models for
split computing are trained offline and only executed over
multiple machines at runtime.

A recent study [23] conducts comprehensive benchmark
experiments of supervised compression for split computing
(SC2) and empirically demonstrates that supervised compres-
sion outperforms input compression (e.g., codec-based and
neural-based image compression methods for input images)
and feature compression (e.g., introducing autoencoders [13]
to intermediate layers) for single downstream tasks. How-
ever, the study discusses single task scenarios only, and lacks
latency and energy consumption evaluations from recent real-
world embedded computers such as autonomous drones and
smartphones for time-sensitive applications [6].

In this work, we propose Ladon, the first end-to-end multi-
task supervised compression model for split computing that
can serve multiple tasks in a fast, energy efficient manner.
Following the SC2 benchmark [23], we assess the proposed
model in terms of encoder size, compressed data size, and
model accuracy, compared to popular lightweight models.
Besides the metrics from the SC2 benchmark, we consider
end-to-end latency and energy consumption of mobile de-
vices for multi-task split computing, where we execute multi-
ple tasks given an input sample e.g., run image classification,
object detection, and semantic segmentation tasks for an in-
put image in resource-constrained edge computing systems.

Our contribution in this work is three-fold:

1. We propose the first supervised compression model
designed for multi-task split computing and empiri-
cally assess its predictive performance specifically for
image classification (ILSVRC 2012), object detection
(COCO 2017), and semantic segmentation (PASCAL
VOC 2012) tasks [8, 15, 30], using popular lightweight
models as competitive baselines.

2. Based on resource-constrained edge computing sys-
tems, we evaluate average end-to-end latency of the
baselines and the Ladon model in multi-task scenar-
ios. Our Ladon model takes advantage of its single,
lightweight multi-task encoder and saves up to 95.4%
of the end-to-end latency for the baselines.

This WACV paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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3. Using NVIDIA Jetson devices, we assess energy con-
sumption of the baseline and proposed methods on the
mobile devices in the same multi-task scenarios. Our
approach successfully reduces the energy consumption
by 65.0− 88.2%.

2. Preliminaries

In split computing [21], resource-constrained edge com-
puting systems consist of three components: 1) a weak
mobile (local) device; 2) a wireless communication link
with limited capacity between 1) and 3); and 3) a compute-
capable edge/cloud server. Local devices have limited com-
puting resources and battery constraints e.g., NVIDIA Jetson
devices. The wireless communication link can achieve a
limited (and volatile) data rate due to power and bandwidth
contraints and impaired propagation. To make an exam-
ple, a low-power communication technology, LoRa, has a
maximum data rate of 37.5 Kbps.

In this setting, from an execution perspective it is prefer-
able for the mobile devices to offload as much computing
load as possible to the edge server, thus minimizing local
computing (LC) load and energy consumption. However, in
order to achieve low end-to-end latency, it is also essential
to reduce the size of the data transmitted over the limited
wireless channel to support offloading. Intuitively, the more
we compress data, the more we sacrifice a model’s predictive
performance e.g., model accuracy. In general, it is easier
to aggressively compress the data at late layers of a deep
learning model (e.g., the penultimate layer) without signifi-
cant loss of model accuracy, which, however, results in high
encoding cost at the mobile devices. This results in a known
three-way tradeoff between encoding cost, data size, and
model accuracy in the context of supervised compression for
split computing (SC2) [23].

3. Related Work

Split computing approaches have been actively studied
in different research communities [21], and compared with
local computing and full offloading baselines for resource-
constrained edge computing systems. The former runs the
full model on a weaker local device, and the latter transmits
sensor data (e.g., an image) to a stronger edge server via
limited wireless connection channels and runs the model.
Note that split computing is different from split learning [37],
as split computing only involves online inference of offline
trained models.

A multi-task model for collaborative inference, called
Chimera, is proposed in [26], where two variants of the
model are discussed. One of the models serves two different
image classification tasks (gender and attribute) for 32× 32
pixel face images from the CelebA dataset [17], and the
other serves two different pixel-wise predictions (semantic

segmentation and depth estimation) for NYUv2 dataset [33].
However, this approach is designed under the implicit as-
sumption that a reference model to be trained “naturally”
contains at least one layer whose output data size is smaller
than the input data size, which is called a bottleneck. Such
a strong assumption not only limits data compression gain,
but also implies non-trivial computing cost on weak mobile
devices as effective splittable layers only occur later in com-
puter vision models. In fact, it is shown in their study that
their approach requires to execute at least the first 34 layers
in their model to produce smaller data than the input image.

The entropic student [22] is a supervised compression
method that combines concepts of neural image compression
and knowledge distillation for split computing. The method
offers a sharable learned encoder and can serve multiple
computer vision tasks. A comprehensive benchmark study
on supervised compression for split computing (SC2) [23]
empirically shows that the entropic student is currently the
best SC2 approach for three challenging computer vision
tasks: ILSVRC 2012 (image classification) [30], COCO
2017 (object detection) [15], and PASCAL VOC 2012 (se-
mantic segmentation) [8]. We consider the approach as the
strongest baseline to compare with this study from the per-
spective of the three-way tradeoff illustrated earlier. While
its learned encoder can serve multiple tasks, the subsequent
modules are independently trained on each of the target tasks
and is not optimized as a multi-task model at runtime. This
results in a large computing load at the edge server if the
input image is to be analyzed to extract different outputs.

4. Ladon - Proposed Approach -
In this section, we describe our proposed Ladon model,

highlighting the differences from the entropic student [22]
in Fig. 1. Both the entropic student and our Ladon mod-
els are supervised compression models for split computing.
Supervised compression is defined as learning compressed
representations for supervised downstream tasks [23].

4.1. Problem Formulation

In general, a supervised compression model is trained for
a single task (e.g., image classification) [7, 18, 22, 34] and
has a deterministic mapping x 7→ ẑ 7→ ŷ, where x, ẑ, and
ŷ indicate the input data, compressed representation, and
prediction, for a given supervised downstream task. Note
that ẑ contains more relevant information with supervised
tasks rather than information to reconstruct the original input
data x, which is different from neural image compression [2,
3] that learns a compressed representation of the input data
x and produces the reconstructed data x̂ such that x ≈ x̂ in
an unsupervised manner.

We define fθ as an encoder with learned parameters θ to
transform an input image x to the corresponding compressed
data ẑ i.e., fθ(x) = ẑ. Similarly, we define gϕ as the remain-
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Figure 1. Entropic student (top) vs. our Ladon (bottom) in multi-
task scenario. Gray module (encoder) is trained in a task-agnostic
way. Red, green, and blue modules are trained for image classifica-
tion, semantic segmentation, and object detection tasks respectively.
Entropic student’s encoder serves multiple downstream tasks, but
all its modules except the encoder are trained independently, us-
ing different image preprocessing pipelines such as resizing and
cropping. Our Ladon model shares a single image preprocessing
pipeline and most of its parameters (except those of task-specific
heads) across the downstream tasks at run time. While Entropic
Student is designed to run three separate inferences per image, the
Ladon model runs a single inference to serve the three tasks.

ing layers in the supervised compression model to produce
a task-specific prediction ŷ including task-specific learned
parameters ϕ and the encoded data z from the local device
i.e., gϕ(ẑ) = ŷ.

At runtime, the encoder fθ runs on the mobile device
and then transmits encoded data ẑ to an edge server via a
wireless channel. Once the edge server receives the encoded
data ẑ, the remaining layers (including the decoder) gϕ are
executed on the edge server to produce the prediction ŷ.

Shared encoder vs. end-to-end multi-task model As
shown in Fig. 1 (top), the Entropic Student method trains
a single encoder that serves multiple supervised tasks, and
then trains the subsequent modules for each of the individual
tasks. Those models may share some of the network architec-
tures between the tasks (e.g., ResNet-50 [10] as a backbone
in [22]), but their parameters are separately optimized for
each of the tasks. Thus, in multi-task scenarios, the entropic
student method requires multiple models to be deployed on
the edge server, which increases memory footprint and com-
puting cost. Our Ladon model addresses the limitation and

shares not only the network architecture, but also learned
parameters of a backbone model between the tasks. As il-
lustrated in Fig. 1 (bottom), the Ladon model is designed
to minimize task-specific components and enable to simul-
taneously serve multiple tasks. I.e., our model produces
multi-task predictions given an input image at runtime.

Unified preprocessing Notably, different computer vision
tasks have different requirements during the image prepro-
cessing phase (see Table 2 and Fig. 1). For image clas-
sification tasks, a popular preprocessing at runtime is a
combination of resizing an image to fixed patch size and
center-cropping the resized image with a smaller fixed patch
size (e.g., 224 × 224 pixels). Object detection and seman-
tic segmentation tasks usually prefer more flexible resizing
(keeping height and width ratio of the image) and do not
use cropping since model predictions such as bounding box
and pixel-wise predictions need to be overlaid on the input
image. As illustrated in Fig. 1, the entropic student method
trains different subsequent modules with a unique prepro-
cessing pipeline for each of the tasks while our Ladon model
is optimized with a unified preprocessing pipeline so that
the model can simultaneously serve multiple tasks given an
input image without model accuracy degradation.

4.2. Model Implementations

We implement our Ladon model using two backbone
models pretrained on the ILSVRC 2012 dataset: ResNet-
50 (#params: 25.6M) [10] and ResNeSt-269e (#params:
110M) [38]. Specifically, we modify each of the backbone
models and replace its first layers (including its first residual
block) with supervised compression encoder-decoder archi-
tectures [22]. The modified backbone architectures serve
an image classification task for ILSVRC 2012 (ImageNet)
dataset and are reused as part of Faster R-CNN with feature
pyramid network (FPN) [14, 29] and DeepLabv3 [4] for ob-
ject detection and semantic segmentation tasks (COCO 2017
and PASCAL VOC 2012 datasets). Our code repository and
trained PyTorch [27] models are publicly available.1

4.3. Training

We introduce three steps to train our Ladon model. We
describe its hyperparameters in the supplementary material.

Step 1: Pre-training encoder-decoder Following [22],
we begin by training the modified backbone model using the
original pretrained backbone model as a teacher model for
the ILSVRC 2012 dataset. We minimize a loss function

Lpre(x) =
∑
i∈I

||ht
i(x)− hs

i(x)||22︸ ︷︷ ︸
distortion

−β log pϕ(fθ(x) + ϵ)︸ ︷︷ ︸
rate

(1)

ϵ ∼ Unif(− 1
2 ,

1
2 ),

4915



Device CPU GPU RAM

NVIDIA Jetson Nano Quad-core ARM Cortex-A57 128-core NVIDIA Maxwell 4 GB
NVIDIA Jetson Xavier NX 6-core NVIDIA Carmel 64-bit ARMv8.2 384-core NVIDIA Volta 8 GB
Laptop computer Intel Core i9-11950H NVIDIA RTX A500 Mobile 32 GB

Table 1. Device specifications

Task Index Name #Params. Size Input Shape Task metric

ILSVRC 2012 (IC)

1 MobileNetV3 (MNv3) Large 1.0 [12] 5.5M 21.0 MB (3, 224, 224) Acc. 74.0
2 MobileNetV2 [32] 3.5M 13.5 MB (3, 224, 224) Acc. 71.9
3 MNASNet 1.3 [36] 6.3M 24.2 MB (3, 224, 224) Acc. 76.5
4 MNASNet 0.5 [36] 2.2M 8.5 MB (3, 224, 224) Acc. 67.7

COCO 2017 (OD)
5 SSD300 w/ VGG-16 [16] 35.6M 136 MB (3, 300, 300) mAP 25.1
6 SSD Lite w/ MNv3 [12] 5.2M 20.0 MB (3, 320, 320) mAP 21.3
7 Faster R-CNN w/ MNv3 + FPN [29] 19.4M 74.1 MB (3, 320+, 320+) mAP 22.8

PASCAL VOC 2012 (SS)
8 DeepLabv3 w/ MNv3 [4] 11.0M 42.2 MB (3, 416+, 416+) mIoU 73.4
9 LRASSP w/ MNv3 [12] 3.2M 12.4 MB (3, 416+, 416+) mIoU 73.3

Table 2. Accuracy [%], mean average precision (mAP) [%], and mean intersection over union (mIoU) of baseline models for ILSVRC 2012
(IC: image classification), COCO 2017 (OD: object detection), and PASCAL VOC 2012 (SS: semantic segmentation), respectively

where I is a set of indices for teacher-student layer pairs.
fθ and gϕ indicate encoder and decoder of a student model,
respectively. pψ is a prior probability model of quantized
representations (the entropy model) and used for both the
encoder and decoder [3]. hti(x) and hsi (x) indicate embed-
dings of the i-th pair of teacher and student layers for a given
model input x. β is a hyperparameter that controls a rate-
distortion tradeoff (e.g., compressed data size and predictive
performance). Note that for our Ladon model, hs1(x) in train-
ing is an output of its decoder i.e., hs1(x) = gϕ (fθ (x) + ϵ).

Step 2: Fine-tuning decoder and subsequent modules
Once the pre-training of the encoder-decoder module is com-
pleted, we fix the parameters of the encoder and fine-tune the
decoder and the subsequent modules in the modified back-
bone models. The purpose of this fine-tuning step is to make
their parameters reusable for relevant downstream tasks. In
this study, we fine-tune the modules by a standard knowl-
edge distillation [11] on the ILSVRC 2012 dataset given that
ImageNet pre-training is empirically demonstrated to speed
up convergence of CNN models on the target task [9].

Step 3: Fine-tuning other task-specific modules Follow-
ing the step 2, we freeze all the parameters of the model
and introduce other task-specific heads as the Ladon’s addi-
tional branches (see Fig. 1). Specifically, we attach object
detection and semantic segmentation modules to the model
and fine-tune the newly attached task-specific heads. Due
to the nature of supervised compression (Section 4.1), the
additional tasks should be related to the first supervised task.

5. Experiments
We conduct comprehensive experiments using various

computing devices and heterogeneous lightweight baselines.

5.1. Experimental Settings

Following [23], we consider the three challenging com-
puter vision datasets for predictive performance evaluations:
ILSVRC 20122 (image classification) [30], COCO 20173

(object detection) [15], and PASCAL VOC 20124 (semantic
segmentation) [8]. For end-to-end latency evaluations, we
simulate resource-constrained edge computing systems, con-
sidering two devices with unbalanced computing resources
(one weak mobile device and one strong edge server) and a
limited wireless communication link (data rate: 100 Kbps)
or LoRa [31] - a protocol for low-power communications,
and its maximum data rate is 37.5 Kbps. Table 1 summa-
rizes computing devices we consider for end-to-end latency
evaluations. Making a few pairs of the computing devices,
we assess end-to-end latency in multi-task scenarios for each
of the baseline methods and our proposed approach.

5.2. Baselines

Table 2 summarizes lightweight single-task models that
we compare with our Ladon (multi-task model) in terms
of predictive performance for image classification, object
detection, and semantic segmentation tasks. To highlight

2https://image-net.org/challenges/LSVRC/2012/
3https://cocodataset.org/#detection-2017
4http : / / host . robots . ox . ac . uk / pascal / VOC /

voc2012/

4916

https://image-net.org/challenges/LSVRC/2012/
https://cocodataset.org/#detection-2017
http://host.robots.ox.ac.uk/pascal/VOC/voc2012/
http://host.robots.ox.ac.uk/pascal/VOC/voc2012/


differences from our end-to-end multi-task model at runtime
(see Fig. 1), we consider Entropic Student [22], which uses a
shared encoder and separate image preprocessing pipelines
for different tasks, as an additional baseline when discussing
end-to-end latency and local energy consumption.

5.3. Evaluation Metrics

Our evaluations are based on the benchmark framework
for split computing in [23], which adopts three key metrics:
1) encoder size, 2) compressed data size, and 3) model accu-
racy. Additionally, we consider end-to-end latency and en-
ergy consumption of mobile devices in multi-task scenarios.
To estimate energy consumption, we employ Energon [25],
a power monitoring tool compliant to the Prometheus stan-
dard [28]. Energon integrates with the built-in power moni-
toring registries of Jetson devices and x86 Intel-based laptop
architectures. To convert instantaneous power consumption
into Joules, we use Simpson’s rule for numerical integra-
tion [1, 35] over the same number of inferences for each
experimental configuration. We warm up the devices before
conducting latency and power consumption experiments to
stabilize GPU behavior [5]. Using the five different eval-
uation metrics, we comprehensively discuss the proposed
method with respect to our baselines.

6. Results
This section discusses results of the experiments. Sec-

tion 6.1 presents the evaluation results in terms of static SC2
metrics: task-specific rate-distortion tradeoff (compressed
data size and predictive performance) and total encoder size
for multi-task scenarios in split computing. Sections 6.2
and 6.3 show the end-to-end latency and the energy con-
sumption for local devices, respectively.

6.1. Static SC2 Metrics

Figures 2 - 4 show task-specific rate-distortion tradeoffs
for our Ladon models referring to lightweight models as
local computing baselines. We confirm that Ladon models
outperform many of the models designed for mobile execu-
tion in terms of task-specific prediction performance. For the
semantic segmentation task, the Ladon models achieve com-
parable predictive performance with respect to the baselines.
It is understandable that the Ladon models encounter a more
difficult challenge in the semantic segmentation task due to
the lossy compression of the representation as the task re-
quires pixel-level predictions while image classification and
object detection are image-level and box-level predictions.

Besides the rate-distortion tradeoff, the SC2 bench-
mark [23] suggests encoder size as an additional static eval-
uation metric. It is notable that the encoder sizes of our
Ladon models are only 0.543 − 0.935 MB, which are ap-
proximately 0.268−2.29% of total model size for multi-task
local computing configurations (Tables 2 and 3).
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Figure 2. ILSVRC 2012: tradeoff between compressed data size
and model accuracy
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Figure 3. COCO 2017: tradeoff between compressed data size and
mean average precision (mAP)

101 102

Compressed Data Size [KByte]

50

55

60

65

70

75

m
Io
U

DeepLabV3 w/ MobileNetV3

LRASPP w/ MobileNetV3

Ladon w/ ResNet-50 (Ours)

Ladon w/ ResNeSt-269e (Ours)

Figure 4. PASCAL VOC 2012: tradeoff between compressed data
size and mean intersection over union (mIoU)

6.2. End-to-end Latency

With 30 different baseline configurations and 10 configu-
rations for Ladon models (see Table 3), we discuss end-to-
end latency evaluations based on devices listed in Table 1.

Figure 5 show the end-to-end latency when using Jetson
Nano (top: CUDA OFF, bottom: CUDA ON) and laptop
as mobile device and edge server, respectively. For local
computing (LC) baselines, their image classification delays
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Config. IC model OD model SS model

LC 1 1 5 8
LC 2 2 5 8
LC 3 3 5 8
LC 4 4 5 8
LC 5 1 6 8
LC 6 2 6 8
LC 7 3 6 8
LC 8 4 6 8
LC 9 1 7 8
LC 10 2 7 8
LC 11 3 7 8
LC 12 4 7 8
LC 13 1 5 9
LC 14 2 5 9
LC 15 3 5 9
LC 16 4 5 9
LC 17 1 6 9
LC 18 2 6 9
LC 19 3 6 9
LC 20 4 6 9
LC 21 1 7 9
LC 22 2 7 9
LC 23 3 7 9
LC 24 4 7 9

SC 1 ES-IC 1 ES-OD 1 ES-SS 1
SC 2 ES-IC 2 ES-OD 2 ES-SS 2
SC 3 ES-IC 3 ES-OD 3 ES-SS 3
SC 4 ES-IC 4 ES-OD 4 ES-SS 4
SC 5 ES-IC 5 ES-OD 5 ES-SS 5
SC 6 ES-IC 6 ES-OD 6 ES-SS 6

Ours 1 Ladon (ResNet-50) w/ β = 0.32
Ours 2 Ladon (ResNet-50) w/ β = 1.28
Ours 3 Ladon (ResNet-50) w/ β = 5.12
Ours 4 Ladon (ResNet-50) w/ β = 10.24
Ours 5 Ladon (ResNet-50) w/ β = 20.48
Ours 6 Ladon (ResNeSt-269e) w/ β = 0.32
Ours 7 Ladon (ResNeSt-269e) w/ β = 1.28
Ours 8 Ladon (ResNeSt-269e) w/ β = 5.12
Ours 9 Ladon (ResNeSt-269e) w/ β = 10.24
Ours 10 Ladon (ResNeSt-269e) w/ β = 20.48

Table 3. End-to-end multi-task latency evaluation configurations.
LC model indices in Table 2. ES-IC/OD/SS: Entropic Student
(ResNet-50 / Faster R-CNN w/ ResNet-50 and FPN / DeepLabv3 w/
ResNet-50). ES-* {1, · · · , 5} are Entropic Student models trained
with β = 0.32, 0.64, 1.28, 2.56, and 5.12, respectively [23].

are relatively small with respect to those of object detec-
tion and semantic segmentation models considered in this
study. When CUDA was turned off, split computing (SC)
baselines slightly outperformed local computing baselines
(up to 31.3% reduction), and our multi-task models reduced
the end-to-end latency by up to 82.6% and 93.6% with re-
spect to the LC and SC baselines respectively. The local

computing baselines took more advantage of CUDA than the
split computing baselines did, but our models still achieved
comparable or slightly improved end-to-end latency. We
confirmed similar trends in Fig. 6 where we used Jetson NX
Xavier, a stronger mobile device than Jetson Nano, which
made the local computing baselines even stronger. Yet, our
approach reduced the end-to-end latency of the LC and SC
baselines by up to 84.2% and 95.3%, respectively.

We refer readers to the supplementary material for addi-
tional evaluations that use LoRa data rate (37.5 Kbps).

6.3. Local Energy Consumption

As illustrated in Figs. 7 and 8, the overall trend is that
the split computing approaches can significantly save en-
ergy consumption of mobile device in multi-task scenarios
with respect to local computing even when the split com-
puting approaches achieve higher end-to-end latency than
the local computing approaches do (Figs. 5 and 6). Impor-
tantly, our Ladon models further saved energy consumption
of the mobile devices. Specifically, we reduced the energy
consumption of the stronger baselines (split computing) by
65.0 − 88.2%, which highlighted the energy efficiency of
our multi-task-head supervised compression models.

7. Conclusions
Split computing emerged in research communities as a

promising solution for deep learning models in resource-
constrained edge computing systems. Existing studies on
split computing are focused on task-specific models and
assessments. In this study, we proposed Ladon, the first end-
to-end multi-task supervised compression model designed
to share a unified image preprocessing pipeline and network
architectures across multiple tasks for efficiently serving the
multiple tasks in a single inference.

Using the SC2 benchmark and real devices, we compre-
hensively assessed its performances for three challenging
computer vision tasks, end-to-end latency, and energy con-
sumption of mobile devices in multi-task scenarios. Learning
compressed representations at early layers in a supervised
manner for split computing, the Ladon models either out-
performed or rivaled popular mobile-friendly models for
ILSVRC 2012, COCO 2017, and PASCAL VOC 2012 in
terms of predictive performance. Overall, our models also
outperformed LC and SC baselines in terms of end-to-end
latency and energy consumption of mobile devices. If en-
ergy consumption is not a concern, the LC baselines may be
reasonable options as they achieved short latency in some
cases at the cost of up to 8x energy consumption.
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Figure 5. End-to-end latency for Jetson Nano (mobile device) and laptop with CUDA (edge server). Top/bottom: local computing
without/with CUDA.
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Figure 6. End-to-end latency for Jetson NX Xavier (mobile device) and laptop with CUDA (edge server). Top/bottom: local computing
without/with CUDA.
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Figure 7. Energy consumption of Jetson Nano (mobile device). Top/bottom: local computing without/with CUDA.
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Figure 8. Energy consumption of Jetson NX Xavier (mobile device). Top/bottom: local computing without/with CUDA.
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