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Abstract

Three-dimensional Gaussian Splatting (3DGS) has recently emerged as an effi-
cient representation for novel-view synthesis, achieving impressive visual quality.
However, in scenes dominated by large and low-texture regions, common in in-
door environments, the photometric loss used to optimize 3DGS yields ambiguous
geometry and fails to recover high-fidelity 3D surfaces. To overcome this limita-
tion, we introduce PlanarGS, a 3DGS-based framework tailored for indoor scene
reconstruction. Specifically, we design a pipeline for Language-Prompted Planar
Priors (LP3) that employs a pretrained vision-language segmentation model and
refines its region proposals via cross-view fusion and inspection with geometric
priors. 3D Gaussians in our framework are optimized with two additional terms:
a planar prior supervision term that enforces planar consistency, and a geometric
prior supervision term that steers the Gaussians toward the depth and normal cues.
We have conducted extensive experiments on standard indoor benchmarks. The
results show that PlanarGS reconstructs accurate and detailed 3D surfaces, con-
sistently outperforming state-of-the-art methods by a large margin. Project page:
https://planargs.github.io

1 Introduction

Image-based 3D modeling is a long-standing challenge in the computer vision community, aiming to
recover the 3D scene from a collection of images [42]. It serves as a fundamental component for a
wide range of applications, including computer graphics, augmented/virtual reality (AR/VR), and
robotics. Recently, 3D Gaussian Splatting (3DGS) [18] has emerged as a promising approach to
modeling the 3D world. Given pictures captured from different viewpoints, 3DGS optimizes both
the appearance and the geometry (scale, rotation, and position) of 3D Gaussian spheres to enforce
the rendered image to be as close as possible to the real image captured in the target viewpoint. The
appearance similarity, described by a photometric loss, plays in key role in the 3DGS training process.

Despite its impressive visual quality of view rendering, 3DGS still struggles to reconstruct a high-
fidelity 3D surface model in scenes where large low-texture regions exist. Such kind of scenes are
commonly seen in indoor environments. Lack of textures makes using the appearance cue as the
supervision signal alone difficult to resolve the geometric ambiguities, resulting in inaccurate or
false geometric reconstruction. To resolve such ambiguity, the recent method PGSR [4] applies the
multi-view geometric consistency constraint to enhance the smoothness in areas with weak textures.
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Figure 1: PlanarGS overview. Our method takes multi-view images and language prompts as
inputs, getting planar priors through the pipeline for Language-Prompted Planar Priors (LP3). Our
planar prior supervision includes plane-guided initialization, Gaussian flattening, and the co-planarity
constraint, accompanied by geometric prior supervision. Both foundation models in the figure are
pretrained.

Other approaches [6, 46, 12] have incorporated monocular depth or normal priors in the optimization
process. However, existing methods still cannot handle large and texture-less planar regions. Those
methods tend to produce locally smooth and globally curvy surfaces instead of perfect planes for those
planar regions. One feasible solution is to explicitly detect those planar regions and enforce the planar
geometry on these regions. This idea has been explored in monocular depth estimation [22} 161} 136]
and Neural Radiance Field (NeRF) [13]. Those methods, however, highly rely on the performance of
a heuristic plane detector [22] or a standalone neural plane detector [13] trained from limited data.
However, such kinds of plane detectors often produce noisy segmentation and are difficult to apply to
novel scenes (e.g, unseen planar objects not labeled in the training dataset).

In this paper, we introduce a novel framework of 3D Gaussian Splatting, PlanarGS, which leverages
pretrained foundation models to overcome the aforementioned challenges of indoor 3D reconstruction.
Foundation models, typically trained on vast, diverse datasets, exhibit far greater generalization and
better performance than smaller, task-specific networks. To detect the planar regions in the image,
we employ a pretrained vision-language segmentation model [39] prompted with terms such as
"wall", "door", and "floor". Using word prompts enables flexible adaptation to new scenes by simply
swapping or adding keywords, so the model can identify novel planar surfaces. For instance, in the
classroom, one might include the extra word "blackboard" as the prompt to capture the novel planar
structures not found in a home environment.

The detection results by the vision-language segmentation model always contain misleading region
proposals, so we design the pipeline for Language-Prompt Planar Priors (LP3) to obtain reliable
planar priors. For example, it is common that two connected perpendicular walls are merged into a
single planar region. To resolve such ambiguities, additional geometric cues are necessary. Moreover,
per-image detection frequently omits certain planes because it relies solely on local image information.
Incorporating multi-view context can recover these missing labels by aggregating evidence from
adjacent frames. Accordingly, we employ DUSt3R [50], a pretrained multi-view 3D foundation
model, to extract the depth and normal maps from neighboring images. Those maps serve as both
the extra cues for more accurate planar region identification and as the geometric priors to guide the
3DGS optimization. We opt for DUSt3R’s multi-view approach rather than a monocular alternative
such as [56} 57] because it produces view-consistent 3D structures, enabling robust fusion of region
proposals across views and yielding stronger 3D priors for the optimization process.

To incorporate planar priors into detected planar regions, we introduce a planar supervision scheme
during 3DGS optimization. This includes plane-guided initialization, Gaussian flattening, and a co-
planarity constraint, which together help preserve global surface flatness and suppress local artifacts.



Depth and normal priors from the pretrained 3D model are applied to under-constrained regions. We
impose a prior normal constraint for planar regions, encouraging the surface normals extracted from
3D Gaussians to align with the per-pixel normals predicted by DUSt3R. For low-texture regions,
we constrain the rendered depth to match the scale-and-shift corrected prior depth and enforce
consistency between the predicted depth and normal. Finally, to compensate for insufficient SfM
points in texture-less planes, we densely initialize Gaussians by randomly sampling pixels within
each detected plane and using their 3D coordinates, which are back-projected from the depth priors,
as initial Gaussian centers.

Our main contributions include:

* We introduce a novel 3DGS framework that integrates semantic planar priors and multi-view
depth priors to achieve high-fidelity reconstruction in challenging indoor scenes.

* We design a robust pipeline for Language-Prompted Planar Priors (LP3) that applies vision-
language foundation models with cross-view fusion and geometric inspection to obtain
reliable planar priors.

* Our method achieves state-of-the-art performance on high-fidelity surface reconstruction
tasks across the Replica [44]], ScanNet++ [60], and MuSHRoom [40]] datasets.

2 Related Work

Image-based 3D Modeling: Image-based 3D modeling has been a long-standing goal in computer
vision. The typical pipeline is as follows. Firstly, structure-from-motion (SfM) [42] is used to recover
camera poses and sparse 3D points by matching feature points across different views. Then, based
on the posed images, Multi-view stereo (MVS) [2, 43| 58|, 32]] generates dense depth maps from
multi-view images via dense image matching, which are then converted to dense point clouds. Finally,
surface reconstruction [34}[17]] is applied to recover the 3D mesh and its texture from the point clouds,
yielding the final 3D representation of the scene. This pipeline, successfully applied to outdoor
photogrammetry for decades, still struggles to reconstruct accurate 3D models in texture-less scenes,
such as indoor environments that usually contain large, texture-less planar regions. Moreover, using
textured meshes for 3D scene representation often exhibits holes or other artifacts when rendered
from novel viewpoints. Recently, implicit and point-based representations such as Neural Radiance
Fields (NeRF) and Gaussian Splatting have emerged, offering superior expressiveness for jointly
modeling geometry and appearance.

Neural Radiance Field (NeRF): Neural Radiance Field (NeRF) [33] utilizes a multilayer per-
ceptron (MLP) to model a 3D scene as a continuous 5D radiance field optimized via volumetric
rendering of posed images. However, because NeRF’s training also relies on photometric cues,
it still struggles to recover accurate geometry in texture-less regions. To address this limitation,
existing approaches have explored incorporating various priors. Many of them [48, 162|145} 9, 35] use
data-driven monocular depth or normal prediction as priors to improve the quality of the results. Other
approaches incorporate indoor structural cues into reconstruction. For example, Manhattan-SDF [[13]]
enforces a Manhattan-world assumption [[11] by constraining floors and walls to axis-aligned planes,
and another method [[70] relaxes the constraints to the Atlantaworld assumption. Although better
results have been achieved, their methods depend on a standalone plane detector trained on limited
datasets, which reduces the flexibility across diverse scenes. Moreover, Manhattan-SDF requires an
additional MLP to fuse noisy plane segmentations across views by comparing predicted labels from
this MLP to observations. It is, however, not easy to extend such MLP fusion strategies to Gaussian
Splatting, which represents scenes purely with spherical Gaussians.

Gaussian Splatting: Comparing with NeRF, 3D Gaussian Splatting [18]] represents scenes explicitly
with 3D Gaussians, which is more flexible and interpretable, as well as achieves significantly
faster training and rendering speed. Similar to NeRF, 3DGS also depends on photometric loss for
training. It therefore faces the same challenge in the texture-less environments. To enhance geometry
reconstruction in Gaussian Splatting, numerous approaches [26 146, 6, [12] also utilize monocular
depth or normal priors for optimization. PGSR [4] introduces multi-view consistency, and FDS [[7]]
leverages optical flow priors, both demonstrating performance gains. In addition, structure cues of
indoor scenes have been exploited to guide Gaussian shapes and densification [1} 166,41, [27]. Some
methods jointly optimize Gaussian reconstruction with other representations, which are effective but



cumbersome. For example, GaussianRoom [53]] combines with neural SDF [49]], while other works
incorporate textured mesh [16] or semantic maps [52}138]].

However, the aforementioned methods either focus on constraints of local regions or lack effective
optimization mechanisms, making it difficult to reconstruct globally smooth surfaces. Our method
designs a pipeline that adapts foundation models to obtain accurate planar priors, allowing for the
holistic enforcement of co-planarity constraints in 3DGS. Meanwhile, multi-view depth priors also
provide geometric scale information for PlanarGS.

3 Method

The whole pipeline of PlanarGS is illustrated in Fig. [I] Firstly, we apply a pretrained multi-view 3D
foundation model [50] to obtain depth and normal priors. Subsequently, We leverage a pretrained
vision-language foundation model [39] to the input images. Planar prior masks are generated
from the model’s outputs through our LP3 pipeline (Sec. Pipeline for Language-Prompted
Planar Priors), which implements cross-view fusion and geometric verification using the depth and
normal priors. In addition, the depth and normal priors serve to guide 3DGS optimization (Sec.
Geometric Prior Supervision). Notably, we propose a planar supervision mechanism (Sec.
Planar Prior Supervision) that flattens Gaussians and utilizes the planar priors to guide initialization
and enforce the co-planarity constraint during optimization. Finally, the high-fidelity 3D mesh can be
recovered from the rendered depth maps from PlanarGS via TSDF fusion [31} 34].

3.1 Preliminary: 3D Gaussian Splatting

Three-Dimensional Gaussian Splatting [[18]] represents scenes with a set of Gaussians {G; } initialized
by the sparse SfM result. Each Gaussian is defined by the center p; and a full 3D covariance matrix
37, that can be factorized into a scaling matrix S; and a rotation matrix R;:

Gi(z) = e 2@ m)" S @) 3 - R,S,STRT. (1)

To project 3D Gaussians to 2D for rendering, the center and the covariance matrix of Gaussian G
can be projected to 2D coordinates as [[71]:

o= KWiu;, 1|7 X =Jgwx,wTJjT, )
where W is the viewing transformation matrix and J is the Jacobian of the affine approximation of
the projective transformation. Rendering color C' of a pixel can be given by a-blending [20]:

i—1
é = Z TiOéiCi Tz = H(1 — Oéj), (3)
iEN j=i

where ¢; and «; represents color and density of the Gaussian and [V is the number of Gaussians the
ray passes through.

3.2 Pipeline for Language-Prompted Planar Priors

Existing plane segmentation methods [28} 15516865 54} 151}, 29]] primarily design small and dedicated
networks, which rely heavily on extensive annotated datasets and suffer from inaccurate segmentation.
While they can be applied for coarse plane extraction and reconstruction, their results cannot serve as
planar priors that impose strong constraints for high-quality 3D reconstruction, as ZeroPlane [29]
in Fig. 5| By comparison, our pipeline for Language-Prompted Planar Priors (abbreviated as LP3)
employs a vision-language foundation model GroundedSAM [39], applying cross-view fusion and
geometric verification to its segmentation outputs to generate planar priors, as in Fig. 2] Simultane-
ously, since 3DGS is trained specifically for every scene, the tunability of prompts allows PlanarGS
to achieve better reconstruction in atypical scenes.

Cross-view Fusion: We first provide text prompts to the object detection foundation model [30]]
and get bounding boxes. However, we found that large planes often go undetected in single images
because their regions either span beyond the frame or lie close to the image boundaries. As shown
in Fig. [2J(), to address the plane omission problem, we utilize the multi-view consistency from
neighboring viewpoints for the cross-view fusion of plane boxes. Specifically, we leverage prior
depth maps D, (see Sec. [3.4) to back-project the main plane mask pixels ps from a neighboring
frame (source frame) into 3D points Pk:

-Ps = Dr(ps) : K71ﬁ57 (4)
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Figure 2: Pipeline for Language-Prompted Planar Priors (LP3). (a) We employ cross-view fusion
to supplement bounding box proposals. (b)(c) Prior normal and plane-distance maps are incorporated
for geometric inspection. Consequently, we obtain abundant and accurate planar priors from this
robust pipeline.

where K is the intrinsic matrix, P, = [x, %, 2] is in the camera coordinate system of source frame,
Ps = [u,v,1]T is the homogeneous coordinate of the normalized pixel p; in the source camera. P,
is then transformed into the camera coordinate system of the current frame (target frame) P, and

finally re-projected to 2D pixels py:
P, = R,R'P, + (t, - RyR"t,)  zp, = K,P,. ®)

After filtering out nested boxes with the same labels, we obtain refined detection results for down-
stream segmentation.

Geometric Inspection: Subsequently, we generate pixel-scale segmentation masks through the
foundation model according to the detected boxes. Nevertheless, sometimes the segmentation
masks may incorrectly cover multiple planes together due to imprecise boxes, so we employ inspection
from geometric priors as shown in Fig. Qb)(c). We first convert depth priors D,. into surface-normal
priors Ny, using the local plane assumption [4]). For each pixel p in the depth map, we sample
its four neighboring pixels and project these pixels into 3D points as Eq. [ then the surface normal

of the local plane at pixel p is:
(Pl — Po) X (P3 — P2)

Nar®) = 15, = By x (P~ Po)| ©

We then express the distance from the local plane to the camera as J,.(p) = P - Ny,-(p) and get a
prior plane-distance map d,.. We apply the K-means clustering to partition the prior normal map N,
to separate non-parallel planes. For the separation of parallel planes, we identify the outliers of the
plane-distance map as geometric edges that violate the local plane assumption. This stage also splits
non-planar areas into fragments so we can filter them out.

3.3 Planar Prior Supervision

Inspired by previous works [61} 22 2], 23], we leverage semantic planar priors as a holistic super-
vision for indoor reconstruction. Unlike existing approaches [59] [64]] that incorporate
semantic features, our method treats the planar prior generation as a pre-processing stage (see Sec.
[-2), offering a simpler solution.

Plane-guided Initialization: The Gaussian initialization based on SfM relies on feature extraction,
leading to point cloud deficiency in low-texture regions. We back-project pixels of plane areas
to dense 3D points P, as Eq. [4] while obtaining the plane labels of existing Gaussian points by



projecting them to 2D. For each plane region in each viewpoint, we calculate the average distance of
existing Gaussians, deciding whether to supplement it with dense 3D plane points P,,.

Gaussian Flattening and Depth Rendering: In geometric reconstruction, flattening the Gaussians
into planes enables them to conform more closely to the real-world surfaces, meanwhile producing
less ambiguous depth and normal renderings [4]]. Accordingly, we minimize the minimum scale
factor S; = diag(s;, s2, s3) for each Gaussian [5]] and define the minimum scale factor as the normal
of the Gaussian n;. The normal map of the current viewpoint can be rendered through a-blending
with the rotation matrix from the camera to the global world R.:
i—1
Ly = ||min(s1, s2,s3)|1 N = Z RTn;o; H(l — ). @)
i€EN j=i
For each flattened Gaussian, the plane distance d; to the camera center O, can be expressed by
projecting the distance of the Gaussian center p; to the normal direction n;. The rendered plane-
distance map 4 is also obtained through a-blending:
i—1
di = (RZ(IJ% — Oc))Rzn? 8 = Z diOéi H(l — O(j). (8)
iEN j=i
Following method [4]], we obtain the rendered depth map D of Gaussians from the rendered plane-
distance & and normal map N:

©))

where p = [u,v]7 is the pixel position and p is the homogeneous coordinate of p.

Co-planarity Constraint: To incorporate the holistic planar priors into Gaussian optimization, we
apply the co-planarity constraint on the depth map. We first back-project the rendered depth map D
to dense 3D points as Eq. ] Following methods [61l [22], we define the plane p,,, in the 3D space as
AT P = 1, where A, is the plane parameter and its direction represents the normal of the plane. As
a result, the dense 3D points within the plane region p,,, should follow an equation Q, A,, = Y,
and A,, can be obtained by solving the least squares problem:

A = (QQn +¢E)'Q Y, (10)
where Q,, = [Py, P>...P,]7, Y, = [1,1...1]7 and € is a small scale to ensure numerical stability
with an identity matrix E. Subsequently, we obtain the planar depth map D), as:

Dy(p) = (AL K~'p) . (1)
The depth D,, obtained from plane fitting is then used as a co-planarity constraint to the rendered
depth. The loss function is defined as:
1 N
Ly = FPZHD;)(p)—D(p)Ih, (12)
PEP
where p represents all plane regions and NV, represents the number of pixels in plane regions. Curved
objects and clutter in the scenes are effectively excluded by our planar masks. Since these objects
usually exhibit rich textures and geometric details, their reconstruction is less problematic.

3.4 Geometric Prior Supervision

Previous methods mostly introduce depth priors from monocular depth estimation, which suffer
from local misalignments [67} 14} 24, 25]]. We instead utilize the pretrained multi-view foundation
model [50]] and provide view-consistent geometric supervision of Gaussian optimization together
with the planar priors.

Prior Depth Constraint: We align the resized dense depth map D4, s Obtained from DUSt3R
with the sparse depth D4, derived by projecting the SfM-reconstructed point cloud to the current
viewpoint. Because of the memory consumption, the depth maps are generated in groups, and each
group shares the same scale and shift parameters.

s*,t* = argmin Z ||D3parse(p) — (8 Daense(p) +1)]|1, (13)

s,t
peDsparse



and we utilize the aligned dense depth map as depth prior: D, = s* - Dgepnse + t*. We leverage the
prior depth as a constraint on the rendered depth:

Lya = _ZMcof 1D+ (p) = D(P)II*, (14)
pelt
where M,y is the mask from the confidence map of DUSt3R for its depth prediction. The It
represents the collection of pixels in low-texture regions, generated by computing a mask through the
Canny edge detector [3] on RGB input to mitigate the effect of depth priors’ low resolution.

Prior Normal Constraint: The prior depth constraint serves as a scale-based supervision, while
normal supervision offers greater flexibility in certain scenes and has been widely adopted in recent

studies [4, 6l 12]. Following Eq. E and Eq. El we can obtain the surface-normal map N, from the
rendered depth D. We constrain the rendered surface-normal Nd with the prior surface-normal Ny;.:
rn:||Ndr_Nd||1+(1_Ndr‘Nd) (pep)~ (15)

The normal prior is exclusively utilized on the plane region p we extracted, optimizing the position of
Gaussians together with the co-planarity constraint in Sec. [3.3]

Depth Normal Consistency: ~Additionally, inspired by works [41 6 [12]], we introduce the depth

normal consistent regularization between rendered GS-normal N and rendered surface-normal Ny
to optimize the rotation of Gaussians con51stent with their positions:

Lin = 5 Z INa(p) = N (p)||s, (16)

pelt
where It is the same as Eq. [T4]to avoid edge areas that violate the local plane assumption in Eq. [6]
3.5 Optimization

The overall loss function of PlanarGS that combines planar and geometric supervision is:
Ltotal = LRGB + Ls + )\lLdn + >\2Lp + >\3er + )\4L'r‘n7 (17)
where \ are parameters and L s p includes L; and D-SSIM loss as 3DGS.
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Figure 3: Qualitative comparison. We present reconstructed meshes from other methods and
PlanarGS. The right column shows our colored meshes. The results demonstrate that PlanarGS
achieves more accurate and comprehensive high-fidelity mesh reconstruction.



4 Experiments

We demonstrate the superior performance of PlanarGS on 3D reconstruction of indoor scenes in Sec.
E.Iland conduct ablation studies in Sec.

Datasets: Following other works [41}!46] on Gaussian reconstruction in indoor scenes, we conduct
our experimental evaluation on three indoor scene datasets, including 8 scenes from the synthetic
dataset Replica [44] and 9 scenes from the real-world datasets: 4 scenes from ScanNet++ [60] and 5
complex scenes from MuSHRoom [40]. We use COLMAP [42]] for all these scenes to generate a
sparse point cloud as initialization.

Implementation Details: All experiments in this paper are conducted on the Nvidia RTX 3090
GPU. The training iterations for all scenes are set to 30,000, and A1, Ao, A3, A4 are set as 0.05, 0.5,
0.05, 0.2, respectively. We use "wall, floor, door, screen, window, ceiling, table" as prompts for planar
prior generation on Replica and ScanNet++ datasets, as these classes are commonly found in various
indoor environments, and additionally add "blackboard, sofa" on the MuSHRoom dataset.

Evaluation Metrics: Consistent with existing methods [46, [7, [38] to evaluate the quality of
reconstructed surfaces, we report Accuracy (Acc), Completion (Comp), and Chamfer Distance (CD)
in cm. F-score (F1) with a S5cm threshold and Normal Consistency (NC) are reported as percentages.
For novel view synthesis (NVS), we follow standard PSNR, SSIM, and LPIPS metrics for rendered
images.

4.1 Reconstruction Results

We conduct comparisons with the baseline 3DGS [18]], and Gaussian surface reconstruction methods
2DGS [15]], GOF [63]], PGSR [4], QGS [69], DN-Splatter [46l]. For 3DGS, we obtain depth maps
by applying alpha-blending integration to the z-coordinates of the Gaussians and generate a mesh
through TSDF. For DN-Splatter, we apply depth priors from the multi-view foundation model that
same as ours.

Quantitative Results: The quantitative comparison on three datasets are presented in Tab. [TJand
Tab. [2] The reconstruction results of our method significantly outperform those of other methods
across benchmarks, while simultaneously ensuring high-quality novel view synthesis in Tab. [I]
Additionally, PlanarGS requires training time within one hour, comparable to other 3DGS-based
methods. We also generate meshes directly from the depth priors provided by DUSt3R using TSDF,
as shown in Tab. [2| to demonstrate the high-fidelity advantage of Gaussian splatting methods.

Table 1: Quantitative results of surface reconstruction and NVS on MuSHRoom dataset. Our method
outperforms other methods on most metrics. The best results are marked in bold.

Surface Reconstruction NVS
Accl Compl CDJ F11 NCt | PSNRT SSIMT LPIPS|
3DGS [118] 12.01 11.85 11.92 38.53 62.00 25.79 0.8775  0.2059
2DGS [15] 9.16 10.27 9.71  51.50 73.65 25.67 0.8744  0.2265
GOF [63] 15.65 8.50 12.07 4257 61.47 24.76 0.8646  0.2189
PGSR [4] 7.52 13.50 10.51 59.11  73.27 25.73 0.8761  0.2250
QGS [69] 8.53 10.02 9.28 55.15 73.66 24.37 0.8624  0.1994
DN-Splatter [46] | 6.25 5.29 577 61.86 77.13 24.80 0.8549  0.2595
Ours 3.95 5.02 449 77.14 83.35 26.42 0.8874 0.2141

Table 2: Quantitative results of surface reconstruction on ScanNet++ and Replica datasets. Our
method outperforms other methods on most metrics. The best results are marked in bold.

ScanNet++ Replica
Acc/ Comp|l CDy Fi1t NCt | Acc) Compl CD| Fit NCT
DUSt3R [50] 9.70 6.64 817 38.17 7527 | 7.52 7.18 7.35 4489 68.19
3DGS [18] 11.02 10.12 1057 31.78 77.65 | 1240 12.75 12.57 41.64 69.83
2DGS [15] 6.89 6.52 6.7 5346 8820 | 9.02 12.05 10.54 5291 82.28

GOF [63] 7.76 6.42 7.09 5799 7475 | 9.77 8.31 9.04 54.08 74.34
PGSR [4] 7.32 7.13 722 53773 8730 | 7.32 9.79 856 6298 83.30
DN-Splatter [46] | 4.88 3.44 416 7586 82.06 | 4.95 6.25 560 68.12 80.80
Ours 3.86 3.46 3.66 82.78 90.52 | 2.80 5.45 4.13 81.90 89.88




Qualitative Results: Fig. [3]shows mesh comparisons. While 3DGS [18]] produces rough surfaces,
2DGS/PGSR’s [15} [4] flattened Gaussians create local smoothness but suffer from bending artifacts
due to the missing of geometric constraints. Despite using depth and normal priors, DN-Splatter [46]
still has inaccurate wall positioning in some scenes, and the lack of normal consistency causes
roughness. Our method uniquely obtains both geometrically accurate planes and smooth surfaces
with our planar and geometric priors, serving as a high-fidelity indoor reconstruction method. The
quality of reconstruction is also demonstrated by the novel view rendering results shown in Fig. f]

3DGS PGSR DN-Splatter Ours

Figure 4: Novel view synthesis comparison.With the introduction of planar and geometric supervi-
sion, PlanarGS can effectively eliminate artifacts present in other methods.

4.2 Ablation Study

To validate the effectiveness of PlanarGS’s components and the robustness of the pre-processing
stage, we conducted ablation studies on the MuSHRoom and Replica datasets.

Module Effectiveness: We begin with an ablation on planar prior generation, comparing against
the task-specific SOTA model ZeroPlane [29] and the vision-language foundation model Grounded-
SAM [39]] without cross-view fusion and geometric inspection. As in Tab. [3] in cases of inaccurate
planar priors, co-planarity constraints may act on erroneous regions, leading to a reduction in recon-
struction precision. A visual comparison of planar priors can be found in Fig. [5} where our planar
priors effectively separate different planes and exclude non-planar clutter.

We further analyze the effect of each constraint in Gaussian optimization. When without the co-
planarity constraint, as in Fig. [] depth and normal priors provide geometric constraints only at the
local scale, leading to surface irregularities in large plane regions. As can be seen from the Tab. 3] in
the absence of geometric priors from pretrained models, the co-planarity constraint contributes more
significantly to the reconstruction results. However, without geometric prior constraint, scale-aware
supervision is missing, causing large planes under the co-planarity constraint to tilt and deviate as a
whole, as in Fig. |6| Finally, when the consistency constraint between rendered normals and surface
normals is absent, the flattened Gaussians fail to align with surfaces. This absence affects the normal
accuracy of the mesh, displaying as rough surfaces particularly in regions without our co-planarity
constraint, as shown in Tab. 3] Fig. [

Table 3: Ablation of module effectiveness on the coffee room of MuSHRoom dataset. The last row
denotes our full model with all components enabled.

Pre-proc. Opt. Constraints Metrics

Planar Prior Co-planar. Geom. Prior DN Consist. | Acc) Comp] CD] Fi11t NCt
ZeroPlane v v v 4.76 573 525 6249 8241
GroundedSAM [39] v v v 2.95 392 343 8022 84.66
LP3 pipeline - v v 2.83 353 318 85.62 84.63
LP3 pipeline v - v 4.63 5.01 482 7396 80.62
LP3 pipeline - - v 6.93 626 659 64.11 7442
LP3 pipeline v v - 2.57 317 287 88.19 81.95
LP3 pipeline v v v 2.55 340 298 8732 8528

Model Robustness: To validate the robustness of our model, we perform extra ablations, as in
Tab. A The multi-view foundation model can be substituted with VGGT [47]], allowing this stage
to be completed within a few seconds. We also replace the vision-language foundation model
with YoloWorld [10] and SAM [[19], and add "blackboard, sofa" in addition to regular prompts



for the Replica dataset. Both changes have minimal impact on the reconstruction results. These
results highlight the robustness of our pipeline for Language-Prompted Planar Priors (LP3) and
prior supervision, while indicating that improvements in foundation models may further boost the
performance of our approach.

Ours-mesh

\

Ours-plane Ours-mesh

Image GroundedSAM-plane

Figure 5: Ablation of planar priors. ZeroPlane tends to wrongly segment cluttered objects into
planar regions, while using GroundedSAM without the pipeline for Language-Prompted Planar Priors
(LP3) cannot distinguish different planes within a single object. Neither of them can provide reliable
planar priors for Gaussian optimizing.

71 A 7

w/o geo-prior w/ geo-prior " w/o dn-consist w/ dn-consist

Figure 6: Visualization of constraint effectiveness. Left to right: results without and with co-
planarity, geometric prior, and depth normal consistency constraints. Improvements are highlighted
in red boxes. The enhancements show our proposed constraints lead to high-fidelity reconstruction.

Table 4: Ablation of model robustness on the Replica dataset. The last row shows the settings used
for our model in the experiments.

Pre-proccessing Metrics
MV-FM VL-FM Prompts Acc] Comp| CDJ F11 NCt
VGGT GroundedSAM regular 3.96 6.32 514 7541 88.85
DUSt3R YoloWorld +SAM regular 2.92 5.56 424 8096  89.04
DUSt3R GroundedSAM more prompts | 2.88 5.50 419 8143 89.32
DUSt3R GroundedSAM regular 2.80 5.45 413 8190 89.88

5 Conclusion

We present a novel method, PlanarGS, that incorporates planar and multi-view depth priors into
3DGS, addressing the inaccurate reconstruction of large and texture-less planes commonly seen in
indoor scenes. Extensive experiments on Replica, ScanNet++, and MuSHRoom datasets demonstrate
that our method outperforms existing approaches in reconstruction. The language-prompted planar
priors make our method flexible to multiple scenes in various domains like VR and robotics.

Limitations: Our planar priors are only effective for detected plane regions, which work well in
indoor environments dominated by large flat surfaces. However, these priors offer no improvement
for the reconstruction of curved walls or natural outdoor scenes lacking man-made planar structures.
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A Technical Appendices and Supplementary Material

A.1 Additional Inplementation Details

Datasets: We conduct experiments with multi-view images from three indoor datasets. For the
Replica dataset [44], we use eight scenes: office0-office4 and roomO-room2, 100 views sampled
from each scene. For ScanNet++ [60], we select sequences 8b5caf3398, b20a261fdf, 66¢98f4a9b
and 88cf747085 captured by a DSLR. Our experimental data on the MuSHRoom [40] consists of five
short image sequences (coffee_room, classroom, honka, kokko, and vr_room) captured by an iPhone.

Experiment Configuration: We employ an NVIDIA A6000 GPU with 48GB of VRAM for
DUSt3R [50], which ensures each input group to DUSt3R contains 40 images, producing depth
maps with better multi-view consistency. For the training process of all scenes, the depth normal
consistency constraint L, is introduced from 7000 iterations, the co-planarity constraint L,, from
14000 iterations, while the prior depth and normal constraint L,.4, L,., from 7000 and 20000 iterations
respectively. This training strategy ensures Gaussians are in relatively accurate positions before
introducing planar priors, thereby reducing artifact generation. For novel view reconstruction, we use
every eighth image from the input data as the test set, as in 3DGS.

A.2 Additional Ablation Study

We present additional visualization of the ablation study on the MuSHRoom dataset here. Fig. [7}Fig.
[9)sequentially show the ablation results of the co-planarity, geometric priors, and the depth normal
consistency constraints.

Figure 7: Ablation study of the co-planarity constraint on the MuSHRoom dataset. Improvements
are highlighted in red boxes.

Figure 8: Ablation study of the geometric prior constraint on the MuSHRoom dataset. Improve-
ments are highlighted in red boxes.

Co-planarity Constraint: When the co-planarity constraint is absent, Gaussian optimization relies
solely on view-wise depth and normal priors, only providing local geometric guidance of the current
view. The lack of global guidance introduces geometric inconsistency into the reconstructed scene,
causing large planes to fragment into multiple surfaces.
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Figure 9: Ablation study of the depth normal consistency constraint on the MuSHRoom dataset.
Improvements are highlighted in red boxes.

GOF ’ QGS FDS Ours Ours(lored mesh)

Figure 10: Additional comparison of mesh reconstruction on the MuSHRoom dataset. Compared
with these recent methods, our reconstruction results are noticeably smoother in planar regions.

Geometric Prior Constraint: Without depth priors from the multi-view foundation model [50]],
reconstruction in texture-less regions under photometric constraint lacks essential 3D structural and
scale guidance, causing significant positional inaccuracy of Gaussians. In such cases, imposing
co-planarity constraints on those artifacts may generate tilted or depth-inaccurate planes.

Depth Normal Consistency: The rotation of flattened Gaussians remains unconstrained without
the depth normal consistency constraint, so they tend to be perpendicular to reconstructed surfaces.
This results in surface roughness similar to that observed in meshes generated by 3DGS [18]].

A.3 Additional Results

Surface Reconstruction: We present a visual comparison of mesh reconstruction on the MuSH-
Room dataset between our method and GOF [63]], QGS [69], and FDS [[7]] in Fig. Additionally, we
present more extensive mesh reconstruction comparisons with the 3DGS [[18], 2DGS [15]], PGSR [4],
and DN-Splatter [46] across the three datasets in Fig. [I3}Fig. [[3] PlanarGS achieves high-fidelity
Gaussian reconstruction on all datasets, presenting significantly lower global and local errors and
substantially outperforming previous methods.

Novel View Synthesis: We present the novel view synthesis results on the MuSHRoom dataset in
Fig. [T1] comparing our method with the ground truth, 3DGS [18]], PGSR [4], and DN-Splatter [46]. It
can be seen that in low-texture and reflective planar regions, other methods lack geometric constraints
and produce artifacts in novel views due to the absence of planar priors, whereas our results are closer
to the ground truth.

Plane Masks and Rendering Results: More comparisons with ZeroPlane [29]] and Grounded-
SAM [39] in terms of planar-prior generation are shown in Fig. [[2] We also show visualizations
of planar prior masks and rendering results of PlanarGS on three datasets in Fig. [[6}Fig. I8 The
first row displays the RGB images rendered by PlanarGS following Eq. [3] the second row shows the
plane masks obtained by our pipeline for Language-Prompted Planar Priors (see Sec. [3.2), while
the third and fourth rows exhibit the normal and depth maps rendered by PlanarGS through Eq. [7]
and Eq. [9] respectively. Our method achieves robust planar prior masks and accurate RGB and
geometric rendering, maintaining geometric consistency without compromising the rendering and
reconstruction accuracy of Gaussian splatting.
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DN-Splatter

Figure 11: Additional novel view synthesis visualization. The highlighted regions are enlarged or
marked with red boxes.

Image ZeroPlane GroundedSAM LP3(Ours)

Figure 12: Comparison of planar priors. ZeroPlane fails to distinguish fine details or curved
surfaces as non-planar regions, while GroundedSAM suffers from plane omission and merges planar
regions.
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Figure 13: Additional qualitative comparison on the MuSHRoom dataset. We color the mesh
according to surface normal directions to facilitate visual assessment of planarity consistency. Our
meshes colored with textures are presented in the first row as references.
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DN-Splatter

Ours

office3 | room1 room?2

Figure 14: Additional qualitative comparison on the Replica dataset. We color the mesh according to
surface normal directions to facilitate visual assessment of planarity consistency. Our meshes colored
with textures are presented in the first row as references.
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Ours(texture)

DN-Splatter

8b5caf3398 b20a261fdf
Figure 15: Additional qualitative comparison on the ScanNet++ dataset. We color the mesh according

to surface normal directions to facilitate visual assessment of planarity consistency. Our meshes
colored with textures are presented in the first row as references.
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Figure 16: Rendering and plane-mask results on the MuSHRoom dataset.

Normal Plane-mask

Depth
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Figure 17: Rendering and plane-mask results on the ScanNet++ dataset.
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Figure 18: Rendering and plane-mask results on the Replica dataset.



NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We claim to obtain high-fidelity image-based 3D reconstruction on indoor
scenes based on 3D Gaussian Splatting. Our contributions can be found both in the abstract
and at the end of the introduction. Our claims do match our theoretical and experimental
results.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss our limitations of application scenes in the conclusion section.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

¢ The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: We provide sufficient formulas for our theories and assumptions in the method
section that are numbered, cross-referenced and properly referenced.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We have fully described our novel architecture in the method section and
claimed the datasets we used.

Guidelines:

» The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:
Justification: Our code haven’t been released.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https !
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We specify our implementation details in the experiments section and more
details are in the supplementary materials.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: We follow the existing related works on the statistical significance of the
experiments.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We provide our type of computer workers and time of execution.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: We obey the NeurIPS Code of Ethics and keep anonymity.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Our method is about improving the performance of 3D reconstruction from
multi-view images, which does not have more societal impacts than existing methods.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

26


https://neurips.cc/public/EthicsGuidelines

11.

12.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our paper pose no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have cited the original paper that produced the code package or dataset in
the experiment section.

Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

28


paperswithcode.com/datasets

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used

only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: We does not involve LLMs as any important, original, or non-standard compo-
nents.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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