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Abstract

A bilevel optimization problem consists of two optimization problems nested as
an upper- and a lower-level problem, in which the optimality of the lower-level
problem defines a constraint for the upper-level problem. This paper considers
Bayesian optimization (BO) for the case that both the upper- and lower-levels
involve expensive black-box functions. Because of its nested structure, bilevel
optimization has a complex problem definition and, compared with other standard
extensions of BO such as multi-objective or constraint settings, it has not been
widely studied. We propose an information-theoretic approach that considers the
information gain of both the upper- and lower-optimal solutions and values. This
enables us to define a unified criterion that measures the benefit for both level
problems, simultaneously. Further, we also show a practical lower bound based
approach to evaluating the information gain. We empirically demonstrate the
effectiveness of our proposed method through several benchmark datasets.

1 Introduction

The bilevel optimization is a standard formulation for a decision making problem that has a hier-
archical structure. It consists of two optimization problems nested as an upper- and a lower-level
problem, in which the optimality of the lower-level problem defines a constraint for the upper-level
problem. For example, in the computational materials design, a target property should be optimized
under the constraint of the energy minimization. Bilevel optimization techniques is applicable to
hierarchical decision makings in a variety of contexts such as inverse optimal control (Suryan et al.,
2016), chemical reaction optimization (Abbassi et al., 2021), and shape optimization (Herskovits
et al., 2000).

We particularly focus on the case both level problems are defined by expensive black-box functions.
Most of BO studies for bilevel optimization consider applying BO only to the upper-level problem
(e.g., Kieffer et al., 2017; Dogan & Prestwich, 2023) as pointed out by (Chew et al., 2025). Typically,
under a selected query for the upper-level problem, repeated queries to the lower-level problem is
required, and further, the gradient of the lower-level problem is often assumed (e.g., Fu et al., 2024).
Islam et al. (2018) and Wang et al. (2021) consider BO in both levels, but repeated queries on
lower-level is still required. These approaches are not fully suitable when both levels are expensive
black-boxes in which the gradient is not available. On the other hand, recently a few methods without
those limitations have also been studied. Ekmekcioglu et al. (2024) combine the Thompson sampling
on the upper-level query and a knowledge gradient-based extension of multi-task BO on the lower-
level, but the theoretical justification for the combination of these two different criteria has not been
revealed. Further, Chew et al. (2025) propose the well-known GP upper confidence bound (UCB)
based approach to bilevel BO, called BILBO. Although BILBO has a theoretical regret guarantee,
in general, the performance of GP-UCB based methods depend on the selection of the balancing
parameter of the exploitation and exploration, because the theoretically recommended value often
does not provide the best performance (Srinivas et al., 2010).

We propose an information-theoretic approach that considers the simultaneous information gain for
both the upper- and lower-optimal solutions and values, which we call bilevel information gain.
This enables us to define a unified criterion that measures the benefit for both level problems
simultaneously, which is not necessarily common in the case of bilevel methods as mentioned in
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the previous paragraph. Although the effectiveness of information-theoretic BO has been shown in
several different contexts (e.g., Hennig & Schuler, 2012; Hernández-Lobato et al., 2014; Hoffman
& Ghahramani, 2015; Wang & Jegelka, 2017; Hernández-Lobato et al., 2015; Hernandez-Lobato
et al., 2016; Suzuki et al., 2020; Takeno et al., 2022a;b; Hvarfner et al., 2022; Tu et al., 2022), it has
not been combined with bilevel optimization, to our knowledge. We first define bilevel information
gain by extending the idea of the joint entropy search (Hvarfner et al., 2022; Tu et al., 2022).
Unfortunately, the original definition of bilevel information gain is computationally intractable, and
we show that a natural extension of the truncation based approximation, which has been widely
employed in information-theoretic BO (e.g., Wang & Jegelka, 2017), can be derived. By combining
the truncation based approximation and a variational lower bound (Takeno et al., 2022b), we obtain
our criterion called Bilevel optimization via Lower-bound based Joint Entropy Search (BLJES).
Further, while we mainly consider ‘coupled setting’ in which upper- and lower-level observations
are obtained simultaneously, ‘decoupled setting’, in which a separate observation for each level is
available, is also discussed. For example, in the case that the objective function values are outputs of
some simulators (e.g., physical simulation), if a common simulator provides both level observations
simultaneously, coupled setting is suitable, while if the upper- and the lower-level observations
are from different simulators, decoupled setting can be more appropriate. We further propose an
extension for the case that each level problem has inequality constraints (i.e., each level problem is a
constraint problem).

Our contributions are summarized as follows.

• We show an information-theoretic formulation of bilevel BO, which has never been explored,
to our knowledge. Bilevel information gain is defined to measure the benefit for both level
problems.

• We derive a lower bound based approximation of bilevel information gain. We extend
the standard truncation based approach in the single-level information-theoretic BO to the
bilevel problem.

• We further propose extensions for decoupled setting and constraint problems. We show that
our framework can handle these settings by a natural extension of bilevel information gain.

We demonstrate effectiveness of BLJES through functions generated from Gaussian processes and
several benchmark problems.

2 Preliminaries

Bilevel optimization. Let 𝑓 : X×Θ → R and 𝑔 : X×Θ → R denote the upper- and the lower-level
objective functions, respectively, both of which are assumed to be costly black-box functions. The
upper- and the lower-level variables are denoted by x ∈ X and θ ∈ Θ, respectively, where X ⊂ R𝑑X
and Θ ⊂ R𝑑Θ . The bilevel optimization problem is formulated as:

max
x∈X

𝑓 (x, θ∗ (x))

s.t. θ∗ (x) = arg max
θ∈Θ

𝑔(x, θ), (1)

where θ∗ (x) represents the optimal solution of the lower-level problem for a given upper-level
variable x. For simplicity, we assume the lower-level optimum θ∗ (x) is uniquely determined for
each x (called optimistic setting (Sinha et al., 2020)). The bilevel optimal solution is denoted
by (x∗, θ∗), while the lower-level optimum corresponding to a given x is written as (x, θ∗ (x)),
noting that θ∗ = θ∗ (x∗). The upper- and the lower-level optimal values are denoted by 𝑓 ∗ B
𝑓 (x∗, θ∗) and 𝑔∗ B 𝑔(x∗, θ∗), respectively. Figure 1 shows an illustration. Observations of the
objective functions contain additive Gaussian noise 𝑦 𝑓(𝒙,𝜽) B 𝑓 (𝒙, 𝜽) + 𝜖 𝑓 , 𝜖 𝑓 ∼ N(0, {𝜎 𝑓

noise}
2),

and 𝑦𝑔(𝒙,𝜽) B 𝑔(𝒙, 𝜽) + 𝜖𝑔, 𝜖𝑔 ∼ N(0, {𝜎𝑔
noise}

2), where 𝜎 𝑓
noise and 𝜎𝑔

noise are the noise standard
deviations, respectively. Let D𝑡 B {(𝒙𝑖 , 𝜽 𝑖 , 𝑦 𝑓𝑖 , 𝑦

𝑔
𝑖 )}𝑛𝑖=1 be the dataset that we have at the 𝑡-th

iteration of BO, where 𝑦 𝑓𝑖 B 𝑦
𝑓
(𝒙𝑖 ,𝜽𝑖) and 𝑦𝑔𝑖 B 𝑦

𝑔
(𝒙𝑖 ,𝜽𝑖) . The number of observed points 𝑛 is 𝑡 + 𝑛0,

where 𝑛0 is the number of the initial observations.

2



108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161

Under review as a conference paper at ICLR 2026

Upper-level objective Lower-level objective

Figure 1: Example of Bilevel optimization (𝑑X = 1, 𝑑Θ = 1) and its optimal solution. For each
upper-level variable 𝑥, the feasible solution is defined by 𝜃∗ (𝑥) = arg max𝜃 𝑔(𝑥, 𝜃), shown as the
orange line. The optimal solution (𝑥∗, 𝜃∗) is the maximizer of 𝑓 on the orange line.

Gaussian process. The upper- and the lower-level objective functions are each modeled by indepen-
dent Gaussian processes (GPs) with kernel functions 𝑘 𝑓 ((x, θ), (x′, θ′)) and 𝑘𝑔 ((x, θ), (x′, θ′)),
respectively. Given the dataset D𝑡 , the predictive distribution of an objective function ℎ ∈ { 𝑓 , 𝑔} at
a point (x, θ) is expressed as:

ℎ(𝒙, 𝜽) | D𝑡 ∼ N(𝜇ℎ𝑡 (𝒙, 𝜽), {𝜎ℎ
𝑡 (𝒙, 𝜽)}2), (2)

𝜇ℎ𝑡 (𝒙, 𝜽) = 𝒌ℎ⊤ (𝑲ℎ + {𝜎ℎ
noise}

2𝑰)−1𝒚ℎ ,

{𝜎ℎ
𝑡 (𝒙, 𝜽)}2 = 𝑘ℎ ((𝒙, 𝜽), (𝒙, 𝜽)) − 𝒌ℎ⊤ (𝑲ℎ + {𝜎ℎ

noise}
2𝑰)−1𝒌ℎ ,

where 𝒚ℎ =
(
𝑦ℎ1 , . . . , 𝑦

ℎ
𝑛

)⊤, 𝒌ℎ =
(
𝑘ℎ ((𝒙, 𝜽), (𝒙1, 𝜽1)), . . . , 𝑘ℎ ((𝒙, 𝜽), (𝒙𝑡 , 𝜽𝑛))

)⊤, and 𝑲ℎ ∈ R𝑛×𝑛
is the kernel matrix with an entry 𝑘ℎ ((𝒙𝑖 , 𝜽 𝑖), (𝒙 𝑗 , 𝜽 𝑗 )) at a position (𝑖, 𝑗). Here, 𝑰 ∈ R𝑛×𝑛 denotes
the identity matrix.

Bayesian optimization. We consider BO for the bilevel optimization problem (1). Bayesian
optimization is a method for efficiently optimizing black-box functions with a limited number of
samples. At step 𝑡, GPs are fitted to the dataset D𝑡 , and the next query point is determined as
arg maxx,θ 𝛼𝑡 (x, θ), where 𝛼𝑡 (x, θ) denotes the acquisition function. After sampling the query
point, the newly obtained data are added to the dataset, and the GPs are refitted.

3 Bilevel Optimization via Lower-Bound based Joint Entropy Search

We consider bilevel BO based on the information gain for the optimal solutions and values (x∗, θ∗, 𝑓 ∗,
and 𝑔∗) achieved by next observations 𝑦 𝑓(x,θ) and 𝑦𝑔(x,θ) , which we call bilevel information gain. Note
that we regard the optimal (x∗, θ∗, 𝑓 ∗, 𝑔∗) as random variables defined by the predictive distributions
of the objective functions 𝑓 (x, θ) and 𝑔(x, θ). Our approach combines the concept of entropy
search (Hennig & Schuler, 2012), in particular, joint entropy search (Hvarfner et al., 2022; Tu et al.,
2022), and a variational lower bound based approximation of mutual information (MI). We refer to
our proposed method as Bilevel optimization via Lower-bound based Joint Entropy Search (BLJES).

3.1 Lower Bound of Mutual Information

Bilevel information gain is represented as the MI between the candidate observations (𝑦 𝑓(𝒙,𝜽) , 𝑦
𝑔
(𝒙,𝜽) )

and the set of the optimal solutions and their upper- and lower-objective values { 𝑓 ∗, 𝑔∗, 𝒙∗, 𝜽∗}:

MI(𝑦 𝑓(𝒙,𝜽) , 𝑦
𝑔
(𝒙,𝜽) ; 𝑓 ∗, 𝑔∗, 𝒙∗, 𝜽∗ | D𝑡 ).

This criterion naturally allows simultaneous consideration of both the upper- and the lower-objectives.
Since the direct evaluation of this MI is difficult, we employ a lower bound based approximation.
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Let Ω B {𝑦 𝑓(𝒙,𝜽) , 𝑦
𝑔
(𝒙,𝜽) , 𝑓

∗, 𝑔∗, 𝒙∗, 𝜽∗}. Our lower bound of the MI is derived by a technique that is
often used in the context of the variational approximation (e.g., Poole et al., 2019):

MI(𝑦 𝑓(𝒙,𝜽) , 𝑦
𝑔
(𝒙,𝜽) ; 𝑓 ∗, 𝑔∗, 𝒙∗, 𝜽∗ | D𝑡 ) = EΩ

log
𝑝(𝑦 𝑓(𝒙,𝜽) , 𝑦

𝑔
(𝒙,𝜽) | 𝑓

∗, 𝑔∗, 𝒙∗, 𝜽∗,D𝑡 )

𝑝(𝑦 𝑓(𝒙,𝜽) , 𝑦
𝑔
(𝒙,𝜽) | D𝑡 )


= E 𝑓 ∗ ,𝑔∗ ,𝒙∗ ,𝜽∗

E𝑦 𝑓
(𝒙,𝜽) ,𝑦

𝑔
(𝒙,𝜽) | 𝑓 ∗ ,𝑔∗ ,𝒙∗ ,𝜽∗ ,D𝑡

[
log

𝑞(𝑦 𝑓(𝒙,𝜽) , 𝑦
𝑔
(𝒙,𝜽) | 𝑓

∗, 𝑔∗, 𝒙∗, 𝜽∗,D𝑡 )

𝑝(𝑦 𝑓(𝒙,𝜽) , 𝑦
𝑔
(𝒙,𝜽) | D𝑡 )


+ KL

(
𝑝(𝑦 𝑓(𝒙,𝜽) , 𝑦

𝑔
(𝒙,𝜽) | 𝑓

∗, 𝑔∗, 𝒙∗, 𝜽∗,D𝑡 ) ∥ 𝑞(𝑦 𝑓(𝒙,𝜽) , 𝑦
𝑔
(𝒙,𝜽) | 𝑓

∗, 𝑔∗, 𝒙∗, 𝜽∗,D𝑡 )
)]

≥ EΩ
log

𝑞(𝑦 𝑓(𝒙,𝜽) , 𝑦
𝑔
(𝒙,𝜽) | 𝑓

∗, 𝑔∗, 𝒙∗, 𝜽∗,D𝑡 )

𝑝(𝑦 𝑓(𝒙,𝜽) , 𝑦
𝑔
(𝒙,𝜽) | D𝑡 )

 C LB(𝒙, 𝜽), (3)

where KL is Kullback-Leibler (KL) divergence and 𝑞(𝑦 𝑓(𝒙,𝜽) , 𝑦
𝑔
(𝒙,𝜽) | 𝑓 ∗, 𝑔∗, 𝒙∗, 𝜽∗,D𝑡 ) is a varia-

tional distribution (𝑞 can be any density function as far as the KL divergence can be defined). The
inequality of the last line can be taken because the KL divergence is non-negative (the equality
holds when 𝑝(𝑦 𝑓(𝒙,𝜽) , 𝑦

𝑔
(𝒙,𝜽) | 𝑓 ∗, 𝑔∗, 𝒙∗, 𝜽∗,D𝑡 ) = 𝑞(𝑦 𝑓(𝒙,𝜽) , 𝑦

𝑔
(𝒙,𝜽) | 𝑓 ∗, 𝑔∗, 𝒙∗, 𝜽∗,D𝑡 )). Similar

lower bounds of the MI have been used in information-theoretic multi-objective and constraint BO
(Ishikura & Karasuyama, 2025; Takeno et al., 2022b).

The variational distribution 𝑞 is an approximation of 𝑝(𝑦 𝑓(𝒙,𝜽) , 𝑦
𝑔
(𝒙,𝜽) | 𝑓

∗, 𝑔∗, 𝒙∗, 𝜽∗,D𝑡 ) for which an
exact analytical representation is difficult to know. The difficulty is in the conditioning by the optimal
solutions and values, for which the most widely accepted approach in information-theoretic BO is
to use truncated distributions (e.g., Wang & Jegelka, 2017; Suzuki et al., 2020; Tu et al., 2022). For
example, in the case of well-known max-value entropy search (MES), proposed by (Wang & Jegelka,
2017) for the standard single-level problem max𝒙 𝑓 (𝒙), the predictive distribution conditioning on
the max-value 𝑓 ∗unc B arg max𝒙 𝑓 (𝒙) is approximated by the truncated normal distribution, i.e.,
𝑝( 𝑓 (𝒙) | 𝑓 ∗unc) ≈ 𝑝( 𝑓 (𝒙) | 𝑓 (𝒙) ≤ 𝑓 ∗unc). When 𝑓 ∗unc is given, 𝑓 (𝒙′) ≤ 𝑓 ∗unc should hold for any 𝒙′

(and there should exist at least one 𝒙′ such that 𝑓 (𝒙′) = 𝑓 ∗unc), while MES simplifies this condition so
that 𝑓 (𝒙) ≤ 𝑓 ∗unc holds only for the current 𝒙. Similar simplifications have been employed by most
of information-theoretic BO algorithms and shown superior performance.

We extend the truncation based approach to our bilevel problem as follows.

𝑞(𝑦 𝑓(𝒙,𝜽) , 𝑦
𝑔
(𝒙,𝜽) | 𝑓

∗, 𝑔∗, 𝒙∗, 𝜽∗,D𝑡 ) B 𝑝(𝑦 𝑓(𝒙,𝜽) , 𝑦
𝑔
(𝒙,𝜽) | 𝑓 (𝒙, 𝜽

∗ (𝒙)) ≤ 𝑓 ∗, 𝑔(𝒙∗, 𝜽) ≤ 𝑔∗,D+
𝑡 ),

(4)

where D+
𝑡 = D𝑡 ∪ {(𝒙∗, 𝜽∗, 𝑓 ∗, 𝑔∗)} is the dataset augmented by the optimal point (𝒙∗, 𝜽∗, 𝑓 ∗, 𝑔∗).

The right hand side has the three conditions, each of which can be interpreted as follows.

• When 𝑓 ∗ is given, 𝑓 (𝒙′, 𝜽∗ (𝒙′)) ≤ 𝑓 ∗ should hold for ∀𝒙′. However, this condition is
computationally intractable as mentioned for the case of MES. Based on a similar idea of
MES, the condition 𝑓 (𝒙, 𝜽∗ (𝒙)) ≤ 𝑓 ∗ is only imposed on the current 𝒙.

• When 𝑔∗ is given, 𝑔(𝒙∗, 𝜽 ′) ≤ 𝑔∗ should hold for ∀𝜽 ′. We replace it with 𝑔(𝒙∗, 𝜽) ≤ 𝑔∗ in
which the inequality is only imposed on the current 𝜽 .

• In the right hand side of (4), D𝑡 is replaced D+
𝑡 . This condition can impose that the GPs

satisfy 𝑓 (𝒙∗, 𝜽∗) = 𝑓 ∗ and 𝑔(𝒙∗, 𝜽∗) = 𝑔∗ by adding (𝒙∗, 𝜽∗, 𝑓 ∗, 𝑔∗) into the training data.

4
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By substituting (4) into (3) and using the conditional independence of 𝑦 𝑓(𝒙,𝜽) and 𝑦𝑔(𝒙,𝜽) in the right
hand side of (4), we see

LB(𝒙, 𝜽) = EΩ
log

𝑝(𝑦 𝑓(𝒙,𝜽) , 𝑦
𝑔
(𝒙,𝜽) | 𝑓 (𝒙, 𝜽

∗ (𝒙)) ≤ 𝑓 ∗, 𝑔(𝒙∗, 𝜽) ≤ 𝑔∗,D+
𝑡 )

𝑝(𝑦 𝑓(𝒙,𝜽) , 𝑦
𝑔
(𝒙,𝜽) | D𝑡 )


= EΩ

log
𝑝(𝑦 𝑓(𝒙,𝜽) | 𝑓 (𝒙, 𝜽

∗ (𝒙)) ≤ 𝑓 ∗,D+
𝑡 )

𝑝(𝑦 𝑓(𝒙,𝜽) | D𝑡 )
+ log

𝑝(𝑦𝑔(𝒙,𝜽) | 𝑔(𝒙
∗, 𝜽) ≤ 𝑔∗,D+

𝑡 )
𝑝(𝑦𝑔(𝒙,𝜽) | D𝑡 )

 . (5)

The inside of the expectation (5) can be analytically derived. For both the first and second terms,
the denominators are the predictive distribution of the GPs, whose density can be obtained from
(2). Next, we consider the numerator of the first term of (5). Although the truncation is imposed
on 𝑓 (𝒙, 𝜽∗ (𝒙)), the distribution is for 𝑦 𝑓(𝒙,𝜽) that has different input point (𝒙, 𝜽) from the truncated
point, unlike the case of MES. The following theorem shows that the analytical representation can
still be derived even with this difference:
Theorem 3.1. Let (𝑚 𝑓

1 , 𝑠
𝑓
1 ), (𝑚 𝑓

2 , 𝑠
𝑓
2 ), and (𝑚 𝑓

3 , 𝑠
𝑓
3 ) be the mean and standard deviation of

𝑝( 𝑓 (𝒙, 𝜽∗ (𝒙)) | 𝑦 𝑓(𝒙,𝜽) ,D
+
𝑡 ), 𝑝( 𝑓 (𝒙, 𝜽∗ (𝒙)) | D+

𝑡 ), and 𝑝(𝑦 𝑓(𝒙,𝜽) | D
+
𝑡 ), respectively. Then,

𝑝(𝑦 𝑓(𝒙,𝜽) | 𝑓 (𝒙, 𝜽
∗ (𝒙)) ≤ 𝑓 ∗,D+

𝑡 ) =


Φ

(
𝑓 ∗−𝑚 𝑓

1

𝑠
𝑓
1

)
𝜙

(
𝑦
𝑓
(𝒙,𝜽)−𝑚

𝑓
3

𝑠
𝑓
3

)
/
{
Φ

(
𝑓 ∗−𝑚 𝑓

2

𝑠
𝑓
2

)
𝑠
𝑓
3

}
if 𝒙 ≠ 𝒙∗,

𝜙

(
𝑦
𝑓
(𝒙,𝜽)−𝑚

𝑓
3

𝑠
𝑓
3

)
/𝑠 𝑓3 otherwise,

(6)

where 𝜙 and Φ are the probability density function (PDF) and cumulative density function (CDF) of
the standard normal distribution, respectively.

The proof is in Appendix A.1. Note that all of {(𝑚 𝑓
𝑖 , 𝑠

𝑓
𝑖 )}3

𝑖=1 can be analytically calculated from the
GP posterior of 𝑓 for which details are also show in Appendix A.1. For the numerator in the second
term of (5) can be reduced to the similar analytical form, which is shown in Appendix A.2. As a
result, we obtain an analytical form of the inside of the expectation (5).

3.2 Computations

The expectation of (5) is approximated by the Monte-Carlo method by sampling Ω B
{𝑦 𝑓(𝒙,𝜽) , 𝑦

𝑔
(𝒙,𝜽) , 𝑓

∗, 𝑔∗, 𝒙∗, 𝜽∗}. The sample of all the elements ofΩ can be obtained through the sample
of the objective functions 𝑓 and 𝑔. We use random Fourier feature (RFF) (Rahimi & Recht, 2008), by
which the GP posterior can be approximated by the Bayesian linear model. For a 𝐷-dimensional RFF
vector 𝝓(𝒙, 𝜽) ∈ R𝐷 , the linear model 𝒘ℎ⊤𝝓(𝒙, 𝜽) can be constructed, where 𝒘ℎ ∈ R𝐷 is a parame-
ter vector and ℎ ∈ { 𝑓 , 𝑔} represents one of objective functions. By sampling 𝒘ℎ from the posterior,
approximate sample paths of 𝑓 and 𝑔 are obtained, which denoted as 𝑓 and 𝑔̃, respectively. Then,
the sample of ( 𝑓 ∗, 𝑔∗, 𝒙∗, 𝜽∗) is obtained through max𝒙 𝑓 (𝒙, 𝜽̃

∗ (𝒙)) s.t. 𝜽̃∗ (𝒙) = arg max𝜽 𝑔̃(𝒙, 𝜽),
which can be seen as a white-box bilevel optimization problem. Since both 𝑓 and 𝑔̃ are represented
by the Bayesian liner model, they are differentiable. Then, the gradient 𝜕 𝑓 (𝒙, 𝜽∗ (𝒙))/𝜕𝒙 can be
obtained through the implicit function theorem (see Appendix B for detail), by which standard gra-
dient based optimization methods can be applied. The samples of 𝑦 𝑓(𝒙,𝜽) and 𝑦𝑔(𝒙,𝜽) can be obtained
by adding the random noise from N(0, {𝜎 𝑓

noise}
2) and N(0, {𝜎𝑔

noise}
2) to the sampled 𝑓 (𝒙, 𝜽) and

𝑔(𝒙, 𝜽), respectively.

Let 𝐾 be the number of samplings of Ω. In a variety of contexts of information-theoretic BO (e.g.,
Wang & Jegelka, 2017), the superior performance has been repeatedly shown with small 𝐾 settings
(e.g., 10). After obtaining 𝐾 samples of Ω, the Monte-Carlo approximation of (5) can be calculated
for any (𝒙, 𝜽) (Note that these 𝐾 samples are reused during the acquisition function optimization
without regenerating for each candidate (𝒙, 𝜽)). Since (5) contains 𝜽∗ (𝒙), the maximization of the
approximate (5) is also bilevel optimization, for which gradient-based methods can also be applied
through the implicit function theorem (details are also in Appendix B).
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4 Extensions

We here describe two extensions of BLJES, which are for decoupled setting and constraint problems.

4.1 Decoupled Setting

We mainly consider the setting in which 𝑦 𝑓(𝒙,𝜽) and 𝑦𝑔(𝒙,𝜽) are observed simultaneously, which we call
‘coupled’ setting. On the other hand, only one of 𝑦 𝑓(𝒙,𝜽) or 𝑦𝑔(𝒙,𝜽) can be separately observed in some
scenarios. In this paper, this setting is called ‘decoupled’ setting, inspired by the similar setting in
multi-objective BO (Hernandez-Lobato et al., 2016).

A natural criterion for decoupled setting is information gain obtained by only one of 𝑦 𝑓(𝒙,𝜽) or 𝑦𝑔(𝒙,𝜽) ,
for which the lower bounds can be derived by the almost same way as (3):

MI(𝑦 𝑓(𝒙,𝜽) ; 𝑓 ∗, 𝑔∗, 𝒙∗, 𝜽∗ | D𝑡 ) ≥ EΩ
log

𝑝(𝑦 𝑓(𝒙,𝜽) | 𝑓 (𝒙, 𝜽
∗ (𝒙)) ≤ 𝑓 ∗,D+

𝑡 )

𝑝(𝑦 𝑓(𝒙,𝜽) | D𝑡 )

 , (7)

MI(𝑦𝑔(𝒙,𝜽) ; 𝑓 ∗, 𝑔∗, 𝒙∗, 𝜽∗ | D𝑡 ) ≥ EΩ

[
log

𝑝(𝑦𝑔(𝒙,𝜽) | 𝑔(𝒙
∗, 𝜽) ≤ 𝑔∗,D+

𝑡 )
𝑝(𝑦𝑔(𝒙,𝜽) | D𝑡 )

]
. (8)

The derivation is in Appendix C. For both the inside of the expectation of (7) and (8), the analytical
calculations shown in section 3.1 can be used. The expectation is approximated by Monte-Carlo
sampling of Ω, which is also same as coupled setting. As a result, the decision making not only for
selecting (𝒙, 𝜽), but also selecting the upper- or the lower-observation (i.e., 𝑦 𝑓(𝒙,𝜽) or 𝑦𝑔(𝒙,𝜽) ) can be
performed.

4.2 Incorporating Constraint Problems

In a more general formulation of bilevel optimization, constraints are imposed on both of the upper-
and the lower-level problems. When we have 𝑁 and 𝑀 inequality constraints for the upper- and the
lower-level problems, respectively, the bilevel optimization problem is written as

max
𝒙∈X

𝑓 (𝒙, 𝜽∗ (𝒙))

s.t. 𝑐𝑈𝑛 (𝒙, 𝜽∗ (𝒙)) ≥ 0, 𝑛 = 1, . . . , 𝑁
𝜽∗ (𝒙) = arg max

𝜽∈Θ
{𝑔(𝒙, 𝜽) | 𝑐𝐿𝑚 (𝒙, 𝜽) ≥ 0, 𝑚 = 1, . . . , 𝑀},

where 𝑐𝑈 : R𝑑X+𝑑Θ → R and 𝑐𝐿 : R𝑑X+𝑑Θ → R are constraint functions. We assume that 𝑐𝑈 and 𝑐𝐿
are also expensive black-box functions and modeled by the independent GPs.

For constraint BO, Takeno et al. (2022b) show an information-theoretic approach based on a lower
bound with a truncated variational distribution. By combining the truncation shown by (Takeno et al.,
2022b) and our bilevel information gain, we can extend BLJES to the bilevel constraint problem.
In particular, the conditioning on the predictive distributions by the optimal points are required to
extend. For example, if 𝑓 ∗ is given, the inequality 𝑓 (𝒙, 𝜽∗ (𝒙)) ≤ 𝑓 ∗ is imposed only when the
constraints 𝑐𝑈𝑛 (𝒙, 𝜽∗ (𝒙)) ≥ 0, 𝑛 = 1, . . . , 𝑁 hold (if the constraints are not satisfied, 𝑓 (𝒙, 𝜽∗ (𝒙)) is
not truncated). Details are in Appendix D.

5 Experiments

We evaluated the performance of BLJES by using sample path functions from the GP prior and
several benchmark functions. For baselines, we employed Random selection and BILBO. The initial
number of observations was set 𝑛0 = 5 random points. The both level observations contain an
additive noise whose mean is 0 and standard deviation is 10−3. Each experiment was performed
10 times with different initial points. We used the Gaussian kernel for both the GPs of 𝑓 and 𝑔, in
which the prior mean, the kernel length-scale, the output scale, and the noise variance are optimized
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Figure 2: Regret comparison on functions from the GP prior.

by the marginal likelihood at every iteration. In BLJES, the number of Mont-Carlo samples was set
as 𝐾 = 30. We here employed the pool setting (query candidates are finite grid points defined later)
because BILBO is proposed for the finite domain setting.

For the metric at the 𝑡-th iteration, we used the following criterion, denoted as bilevel simple regret:
min

𝑖∈[𝑛0+𝑡 ]
max

ℎ∈{ 𝑓 ,𝑔}
𝑟ℎ (𝒙𝑖 , 𝜽 𝑖), (9)

where
𝑟 𝑓 (𝒙𝑖 , 𝜽 𝑖) = max(0, 𝑓 ∗ − 𝑓 (𝒙𝑖 , 𝜽 𝑖))/( 𝑓 ∗ − min

𝒙,𝜽
𝑓 (𝒙, 𝜽)),

𝑟𝑔 (𝒙𝑖 , 𝜽 𝑖) = (𝑔(𝒙𝑖 , 𝜽∗ (𝒙𝑖)) − 𝑔(𝒙𝑖 , 𝜽 𝑖))/(𝑔(𝒙𝑖 , 𝜽∗ (𝒙𝑖)) − min
𝜽
𝑔(𝒙𝑖 , 𝜽)).

Our metric (9) takes the larger value between 𝑟 𝑓 (𝒙𝑖 , 𝜽 𝑖), which represents the regret of the upper-
level problem, and 𝑟𝑔 (𝒙𝑖 , 𝜽 𝑖), which represents those of the lower-level problem. Since 𝑓 (𝒙𝑖 , 𝜽 𝑖)
can be larger than 𝑓 ∗, the ‘max’ operation is taken to guarantee 𝑟 𝑓 (𝒙𝑖 , 𝜽 𝑖) ≥ 0, while the numerator
of 𝑟𝑔 (𝒙𝑖 , 𝜽 𝑖) is non-negative without ‘max’ from the definition of 𝜽∗ (𝒙𝑖). The denominators of
𝑟 𝑓 (𝒙𝑖 , 𝜽 𝑖) and 𝑟𝑔 (𝒙𝑖 , 𝜽 𝑖) are for absorbing the scale difference of two objectives. In (9), we employed
the best value obtained during the entire search procedure by taking the minimum with respect to
observed points.

We first provide the results on coupled setting for GP sample path functions (section 5.1) and
benchmark functions (section 5.2). Further, the results on decoupled setting (section 5.3) and
different 𝐾 settings (section 5.4) are also reported. Appendix presents other details of the settings
(Appendix E.1) and results such as a larger noise setting (Appendix E.2), the continuous domain
(Appendix E.5), and constraint problems (Appendix E.6).

7



378
379
380
381
382
383
384
385
386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417
418
419
420
421
422
423
424
425
426
427
428
429
430
431

Under review as a conference paper at ICLR 2026

0 20 40 60 80 100
Iteration

10−4

10−3

10−2

10−1

Bi
le
ve

lS
im

pl
e
Re

gr
et

Random
BILBO
BLJES

1(a) BG

0 20 40 60 80 100
Iteration

10−4

10−3

10−2

10−1

Bi
le
ve

lS
im

pl
e
Re

gr
et

Random
BILBO
BLJES

1(b) SB

0 20 40 60 80 100
Iteration

10−3

10−2

10−1

Bi
le
ve

lS
im

pl
e
Re

gr
et

Random
BILBO
BLJES

1(c) Energy

0 20 40 60 80 100
Iteration

10−4

10−3

10−2

10−1

Bi
le
ve

lS
im

pl
e
Re

gr
et

Random
BILBO
BLJES

1(d) SMD01

0 20 40 60 80 100
Iteration

10−1

Bi
le
ve

lS
im

pl
e
Re

gr
et

Random
BILBO
BLJES

1(e) SMD02

0 20 40 60 80 100
Iteration

10−4

10−3

10−2

10−1

Bi
le
ve

lS
im

pl
e
Re

gr
et

Random
BILBO
BLJES

1(f) SMD03

Figure 3: Regret comparison on benchmark problems.

5.1 Sample Path from GP Prior

We first used the sample path from the GP prior as the true objective functions, i.e., 𝑓 ∼ GP(0, 𝑘)
and 𝑔 ∼ GP(0, 𝑘), in which 𝑘 is the Gaussian kernel 𝑘 ((𝒙, 𝜽), (𝒙′, 𝜽 ′)) = exp{−(∥𝒙 − 𝒙′∥2 + ∥𝜽 −
𝜽 ′∥2)/(2ℓ2)}. For the length scale ℓ, we use different values ℓ𝑈 ∈ {0.25, 0.10, 0.50} for 𝑓 and
ℓ𝐿 ∈ {0.25, 0.10, 0.50} for 𝑔, respectively. The input space is 𝑑X = 𝑑Θ = 1 and [0, 1] for each. The
candidate points are a combination of 100 grid points in each dimension (1002 points).

The results are shown in Fig. 2. Overall, BLJES shows superior performance for a variety of the
length scale functions. Only for (ℓ𝑈 , ℓ𝐿) = (0.25, 0.50), BILBO decreased the regret to 0 faster at
about 60 iterations, but BLJES also reached the small value (10−4) around that iterations.

5.2 Benchmark Functions

We here used six benchmark problems. Two functions are created by combining benchmark functions
of single-level optimization. In the first problem, denoted as BG, the upper objective is BraninHoo
(𝑑X = 1) and the lower objective Goldstein-price (𝑑Θ = 1), which was used in (Chew et al., 2025).
In the second problem, denoted as SB, the upper objective is SixHumpCamel (𝑑X = 1) and the lower
objective BraninHoo (𝑑Θ = 1), which was used in (Ekmekcioglu et al., 2024). The third problem,
denoted as Energy, is a simulator based energy market problem (𝑑X = 2 and 𝑑Θ = 2) introduced by
(Chew et al., 2025), in which this data is regarded as a real-world dataset. From the fourth to the
sixth problems, denoted as SMD01, 02, and 03 (𝑑X = 2 and 𝑑Θ = 2), are test problems specifically
designed for bilevel optimization benchmark (Sinha et al., 2014). The number of grid points in each
dimension is 100 for GB and SB (1002 points), and 10 for Energy and SMD (104 points).

The results are shown in Fig. 3. BLJES has obviously superior performance in BG, SB, Energy, and
SMD02. For SMD01 and SMD03, similar performance is shown in BLJES and BILBO, both of
which rapidly decrease the regret compared with Random.

5.3 Decoupled Setting

We here evaluate performance on decoupled setting, for which regret comparison is shown in Fig. 4.
The objective functions are the same functions used before. We see that MLJES shows smaller regret
values for most of problems except only for SMD02 in which BILBO shows better performance. The
results indicate that our MI based criterion is effective also for decoupled setting.
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Figure 4: Regret comparison on benchmark problems under decoupled setting.

5.4 Effect of the Number of Samplings
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Figure 5: BLJES with differ-
ent 𝐾 on the BG benchmark.

We evaluate the effect of the number of samplings 𝐾 on the perfor-
mance. Figure 5 shows the regret of BLJES with𝐾 = 10, 20, 30, and
50 on the BG benchmark problem. Note that the result of 𝐾 = 30 is
same as Fig. 3 (a). Although 𝐾 = 50 was slightly better than other
settings in the end of the optimization, we do not see large differ-
ences. Similar tendency has been reported in information-theoretic
BO studies (Wang & Jegelka, 2017; Takeno et al., 2022a). See in
Appendix E.4 for the results on other problems.

6 Conclusion

We propose an information-theoretic approach to bilevel Bayesian optimization, called Bilevel opti-
mization via Lower-bound based Joint Entropy Search (BLJES). BLJES considers information gain
of optimal points and values of both the upper- and lower- level problems simultaneously, by which
we can define a unified criterion that measures the benefit for both the problems. We derive a lower
bound based approximation of bilevel information gain, which can be seen as a natural extension of
the single level information-theoretic Bayesian optimization. Further, we also propose extensions
for decoupled setting and constraint problems. The effectiveness of BLJES is demonstrated through
sample path functions from Gaussian processes and benchmark functions.
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A Derivation of Lower Bound

A.1 Proof of Theorem 3.1

From Bayes theorem,

𝑝(𝑦 𝑓(𝒙,𝜽) | 𝑓(𝒙,𝜽∗ (𝒙)) ≤ 𝑓 ∗,D+
𝑡 ) =

𝑝( 𝑓 (𝒙, 𝜽∗ (𝒙)) ≤ 𝑓 ∗ | 𝑦 𝑓(𝒙,𝜽) ,D
+
𝑡 )𝑝(𝑦

𝑓
(𝒙,𝜽) | D

+
𝑡 )

𝑝( 𝑓 (𝒙, 𝜽∗ (𝒙)) ≤ 𝑓 ∗ | D+
𝑡 )

. (10)

All the three densities in the right hand side, the analytical representations can be derived as follows.
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• The probability 𝑝( 𝑓 (𝒙, 𝜽∗ (𝒙)) ≤ 𝑓 ∗ | 𝑦 𝑓(𝒙,𝜽) ,D
+
𝑡 ) is calculated by the density

𝑓(𝒙,𝜽∗ (𝒙)) | 𝑦 𝑓(𝒙,𝜽) ,D
+
𝑡 ∼ N(𝑚 𝑓

1 , {𝑠
𝑓
1 }2),

for which the mean 𝑚 𝑓
1 and variance {𝑠 𝑓1 }2 can be derived by considering the conditional

density of the joint posterior of 𝑓(𝒙,𝜽∗ (𝒙)) , 𝑦
𝑓
(𝒙,𝜽) , and 𝑓(𝒙∗ ,𝜽∗) as

𝑚
𝑓
1 = 𝜇

𝑓
𝑡 (𝒙, 𝜽∗ (𝒙))

+
[

Cov 𝑓
𝑡 ((𝒙, 𝜽∗ (𝒙)), (𝒙, 𝜽))

Cov 𝑓
𝑡 ((𝒙, 𝜽∗ (𝒙)), (𝒙∗, 𝜽∗))

]⊤ [
{𝜎 𝑓

𝑡 (𝒙, 𝜽)}2 + {𝜎 𝑓
noise}

2 Cov 𝑓
𝑡 ((𝒙, 𝜽), (𝒙∗, 𝜽∗))

Cov 𝑓
𝑡 ((𝒙∗, 𝜽∗), (𝒙, 𝜽)) {𝜎 𝑓

𝑡 (𝒙∗, 𝜽∗)}2

]−1 [
𝑦
𝑓
(𝒙,𝜽) − 𝜇

𝑓
𝑡 (𝒙, 𝜽)

𝑓(𝒙∗ ,𝜽∗) − 𝜇
𝑓
𝑡 (𝒙∗, 𝜽∗)

]
{𝑠 𝑓1 }2 = {𝜎 𝑓

𝑡 (𝒙, 𝜽∗ (𝒙))}2

−
[

Cov 𝑓
𝑡 ((𝒙, 𝜽∗ (𝒙)), (𝒙, 𝜽))

Cov 𝑓
𝑡 ((𝒙, 𝜽∗ (𝒙)), (𝒙∗, 𝜽∗))

]⊤ [
{𝜎 𝑓

𝑡 (𝒙, 𝜽)}2 + {𝜎 𝑓
noise}

2 Cov 𝑓
𝑡 ((𝒙, 𝜽), (𝒙∗, 𝜽∗))

Cov 𝑓
𝑡 ((𝒙∗, 𝜽∗), (𝒙, 𝜽)) {𝜎 𝑓

𝑡 (𝒙∗, 𝜽∗)}2

]−1 [
Cov 𝑓

𝑡 ((𝒙, 𝜽∗ (𝒙)), (𝒙, 𝜽))
Cov 𝑓

𝑡 ((𝒙, 𝜽∗ (𝒙)), (𝒙∗, 𝜽∗))

]
.

Note that Cov 𝑓
𝑡 ((𝒙, 𝜽), (𝒙′, 𝜽 ′)) is the posterior covariance between 𝑓 (𝒙, 𝜽) and 𝑓 (𝒙′, 𝜽 ′),

given D𝑡 . By using 𝑚 𝑓
1 and 𝑠 𝑓1 , we have

𝑝( 𝑓 (𝒙, 𝜽∗ (𝒙)) ≤ 𝑓 ∗ | 𝑦 𝑓(𝒙,𝜽) ,D
+
𝑡 ) =


Φ

(
𝑓 ∗−𝑚 𝑓

1

𝑠
𝑓
1

)
if 𝒙 ≠ 𝒙∗,

1 otherwise,
(11)

where Φ is the cumulative density function (CDF) of the standard normal distribution.
• Next, to calculate the denominator 𝑝( 𝑓(𝒙,𝜽∗ (𝒙)) ≤ 𝑓 ∗ | D+

𝑡 ), we consider the density

𝑓(𝒙,𝜽∗ (𝒙)) | D+
𝑡 ∼ N(𝑚 𝑓

2 , {𝑠
𝑓
2 }2),

for which the mean 𝑚 𝑓
2 and variance {𝑠 𝑓2 }2 can be derived by considering the conditional

density of the joint posterior of 𝑓(𝒙,𝜽∗ (𝒙)) and 𝑓(𝒙∗ ,𝜽∗) as

𝑚
𝑓
2 = 𝜇 𝑓

𝑡 (𝒙, 𝜽∗ (𝒙)) +
Cov 𝑓

𝑡 ((𝒙, 𝜽∗ (𝒙)), (𝒙∗, 𝜽∗)){
𝜎

𝑓
𝑡 (𝒙∗, 𝜽∗)

}2 ( 𝑓 (𝒙∗, 𝜽∗) − 𝜇 𝑓
𝑡 (𝒙∗, 𝜽∗))

{𝑠 𝑓2 }2 = 𝜎 𝑓
𝑡 (𝒙, 𝜽∗ (𝒙)) −

{
Cov 𝑓

𝑡 ((𝒙, 𝜽∗ (𝒙)), (𝒙∗, 𝜽∗))
}2{

𝜎
𝑓
𝑡 (𝒙∗, 𝜽∗)

}2

Then, we obtain

𝑝( 𝑓(𝒙,𝜽∗ (𝒙)) ≤ 𝑓 ∗ | D+
𝑡 ) =


Φ

(
𝑓 ∗−𝑚 𝑓

2

𝑠
𝑓
2

)
if 𝒙 ≠ 𝒙∗

1 otherwise .
(12)

• The density 𝑝(𝑦 𝑓(𝒙,𝜽) | D
+
𝑡 ) can also be derived by a similar approach as

𝑦
𝑓
(𝒙,𝜽) | D

+
𝑡 ∼ N(𝑚 𝑓

3 , 𝑠
𝑓
3 ),

where

𝑚
𝑓
3 = 𝜇 𝑓

𝑡 (𝒙, 𝜽) +
Cov 𝑓

𝑡 ((𝒙, 𝜽), (𝒙∗, 𝜽∗)){
𝜎

𝑓
𝑡 (𝒙∗, 𝜽∗)

}2 ( 𝑓 (𝒙∗, 𝜽∗) − 𝜇 𝑓
𝑡 (𝒙∗, 𝜽∗))

{𝑠 𝑓3 }2 = {𝜎 𝑓
𝑡 (𝒙, 𝜽)}2 + {𝜎 𝑓

noise}
2 −

{
Cov 𝑓

𝑡 ((𝒙, 𝜽), (𝒙∗, 𝜽∗))
}2{

𝜎
𝑓
𝑡 (𝒙∗, 𝜽∗)

}2 .
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Therefore,

𝑝(𝑦 𝑓(𝒙,𝜽) | D
+
𝑡 ) = 𝜙

©­«
𝑦
𝑓
(𝒙,𝜽) − 𝑚

𝑓
3

𝑠
𝑓
3

ª®¬ /𝑠 𝑓3 . (13)

where 𝜙 is the density function of the standard normal distribution.

By substituting (11), (12), and (13) into (10), we obtain (6).

A.2 Analytical Representation of 𝑝(𝑦𝑔(𝒙,𝜽) | 𝑔(𝒙
∗, 𝜽) ≤ 𝑔∗,D+

𝑡 )

In the case of 𝑝(𝑦𝑔(𝒙,𝜽) | 𝑔(𝒙∗, 𝜽) ≤ 𝑔∗,D+
𝑡 ), almost the same derivation can be applied as (6).

Therefore, we here only show the final result

𝑝(𝑦𝑔(𝒙,𝜽) | 𝑔(𝒙
∗, 𝜽) ≤ 𝑔∗,D+

𝑡 ) =


Φ

(
𝑔∗−𝑚𝑔

1
𝑠
𝑔
1

)
𝜙

(
𝑦
𝑔
(𝒙,𝜽)−𝑚

𝑔
3

𝑠
𝑔
3

)
/Φ

(
𝑔∗−𝑚𝑔

2
𝑠
𝑔
2

)
𝑠
𝑔
3 if 𝜽 ≠ 𝜽∗,

𝜙

(
𝑦
𝑔
(𝒙,𝜽)−𝑚

𝑔
3

𝑠
𝑔
3

)
/𝑠𝑔3 otherwise,

where

𝑚
𝑔
1 = 𝜇𝑔𝑡 (𝒙∗, 𝜽) +

[
Cov𝑔𝑡 ((𝒙∗, 𝜽), (𝒙, 𝜽))

Cov𝑔𝑡 ((𝒙∗, 𝜽), (𝒙∗, 𝜽∗))

]⊤ [
{𝜎𝑔

𝑡 (𝒙, 𝜽)}2 + {𝜎𝑔
noise}

2 Cov𝑔𝑡 ((𝒙, 𝜽), (𝒙∗, 𝜽∗))
Cov𝑔𝑡 ((𝒙∗, 𝜽∗), (𝒙, 𝜽)) {𝜎𝑔

𝑡 (𝒙∗, 𝜽∗)}2

]−1 [
𝑦
𝑔
(𝒙,𝜽) − 𝜇

𝑔
𝑡 (𝒙, 𝜽)

𝑔(𝒙∗ ,𝜽∗) − 𝜇
𝑔
𝑡 (𝒙∗, 𝜽∗)

]
,

{𝑠𝑔1 }
2 = {𝜎𝑔

𝑡 (𝒙∗, 𝜽)}2

−
[

Cov𝑔𝑡 ((𝒙∗, 𝜽), (𝒙, 𝜽))
Cov𝑔𝑡 ((𝒙∗, 𝜽), (𝒙∗, 𝜽∗))

]⊤ [
{𝜎𝑔

𝑡 (𝒙, 𝜽)}2 + {𝜎𝑔
noise}

2 Cov 𝑓
𝑡 ((𝒙, 𝜽), (𝒙∗, 𝜽∗))

Cov𝑔𝑡 ((𝒙∗, 𝜽∗), (𝒙, 𝜽)) {𝜎𝑔
𝑡 (𝒙∗, 𝜽∗)}2

]−1 [
Cov𝑔𝑡 ((𝒙∗, 𝜽), (𝒙, 𝜽))

Cov𝑔𝑡 ((𝒙∗, 𝜽), (𝒙∗, 𝜽∗))

]
,

𝑚
𝑔
2 = 𝜇𝑔𝑡 (𝒙∗, 𝜽) +

Cov𝑔𝑡 ((𝒙∗, 𝜽), (𝒙∗, 𝜽∗)){
𝜎
𝑔
𝑡 (𝒙∗, 𝜽∗)

}2 (𝑔(𝒙∗, 𝜽∗) − 𝜇𝑔𝑡 (𝒙∗, 𝜽∗))

{𝑠𝑔2 }
2 = {𝜎𝑔

𝑡 (𝒙∗, 𝜽)}2 −
{
Cov𝑔𝑡 ((𝒙∗, 𝜽), (𝒙∗, 𝜽∗))

}2{
𝜎
𝑔
𝑡 (𝒙∗, 𝜽∗)

}2 ,

𝑚
𝑔
3 = 𝜇𝑔𝑡 (𝒙, 𝜽) +

Cov𝑔𝑡 ((𝒙, 𝜽), (𝒙∗, 𝜽∗)){
𝜎
𝑔
𝑡 (𝒙∗, 𝜽∗)

}2 (𝑔(𝒙∗, 𝜽∗) − 𝜇𝑔𝑡 (𝒙∗, 𝜽∗)),

{𝑠𝑔3 }
2 = {𝜎𝑔

𝑡 (𝒙, 𝜽)}2 + {𝜎𝑔
noise}

2 −
{
Cov𝑔𝑡 ((𝒙, 𝜽), (𝒙∗, 𝜽∗))

}2{
𝜎
𝑔
𝑡 (𝒙∗, 𝜽∗)

}2 ,

and Cov𝑔𝑡 ((𝒙, 𝜽), (𝒙′, 𝜽 ′)) is the posterior covariance between 𝑔(𝒙, 𝜽) and 𝑔(𝒙′, 𝜽 ′) given D𝑡 .

B Detail of Gradient Computations

First, we consider the gradient for 𝜕 𝑓 (𝒙, 𝜽∗ (𝒙))/𝜕𝒙, which is required to obtain the sample of
𝒙∗, 𝜽∗, 𝑓 ∗, and 𝑔∗. For 𝜽̃∗ (𝒙) = arg max𝜽 𝑔̃(𝒙, 𝜽), the implicit function theorem derives

𝜕𝜽̃
∗ (𝒙)
𝜕𝒙⊤

= −
{
𝜕2𝑔̃(𝒙, 𝜽)
𝜕𝜽𝜕𝜽⊤

����
𝜽=𝜽∗ (𝒙)

}−1
𝜕2𝑔̃(𝒙, 𝜽)
𝜕𝜽𝜕𝒙⊤

����
𝜽=𝜽∗ (𝒙)

,

from which we can calculate
𝜕 𝑓 (𝒙, 𝜽̃∗ (𝒙))

𝜕𝒙
=
𝜕 𝑓 (𝒙, 𝜽)
𝜕𝒙

����
𝜽=𝜽̃

∗ (𝒙)
+

{
𝜕𝜽̃

∗ (𝒙)
𝜕𝒙⊤

}⊤
𝜕 𝑓 (𝒙, 𝜽)
𝜕𝜽

����
𝜽=𝜽̃

∗ (𝒙)
.

Next, we consider the acquisition function maximization. Let

𝑎̃(𝒙, 𝜽 , 𝜽 ′) B log
𝑝( 𝑦̃ 𝑓(𝒙,𝜽) | 𝑓 (𝒙, 𝜽

′) ≤ 𝑓 ∗, D̃+
𝑡 )

𝑝( 𝑦̃ 𝑓(𝒙,𝜽) | D𝑡 )
+ log

𝑝( 𝑦̃𝑔(𝒙,𝜽) | 𝑔̃(𝒙̃
∗, 𝜽) ≤ 𝑔̃∗, D̃+

𝑡 )
𝑝( 𝑦̃𝑔(𝒙,𝜽) | D𝑡 )

13
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be the inside of the expectation of (5) in which 𝜽∗ (𝒙) is replaced with 𝜽 ′, and variables in Ω is
replaced by a sample, denoted with ‘˜’. Note that 𝐷̃+

𝑡 = D𝑡 ∪ (𝒙̃∗, 𝜃∗, 𝑓 ∗, 𝑔̃∗). Then, the gradient with
respect to 𝒙 can be written as

𝜕𝑎̃(𝒙, 𝜽 , 𝜽̃∗ (𝒙))
𝜕𝒙

=
𝜕𝑎̃(𝒙, 𝜽 , 𝜽 ′)

𝜕𝒙

����
𝜽′=𝜽̃

∗ (𝒙)
+

{
𝜕𝜽̃

∗ (𝒙)
𝜕𝒙⊤

}⊤
𝜕𝑎̃(𝒙, 𝜽 , 𝜽 ′)

𝜕𝜽 ′

����
𝜽′=𝜽̃

∗ (𝒙)

The gradient with respect 𝜽 can be obtained through the usual derivative.

C Lower Bound of Decoupled Setting

The lower bound of the information gain for the upper-level observation is

MI(𝑦 𝑓(𝒙,𝜽) ; 𝑓 ∗, 𝑔∗, 𝒙∗, 𝜽∗ | D𝑡 ) = EΩ
log

𝑝(𝑦 𝑓(𝒙,𝜽) | 𝑓
∗, 𝑔∗, 𝒙∗, 𝜽∗,D𝑡 )

𝑝(𝑦 𝑓(𝒙,𝜽) | D𝑡 )


= E 𝑓 ∗ ,𝑔∗ ,𝒙∗ ,𝜽∗

E𝑦 𝑓
(𝒙,𝜽) | 𝑓 ∗ ,𝑔∗ ,𝒙∗ ,𝜽∗ ,D𝑡

[
log

𝑞(𝑦 𝑓(𝒙,𝜽) | 𝑓
∗, 𝑔∗, 𝒙∗, 𝜽∗,D𝑡 )

𝑝(𝑦 𝑓(𝒙,𝜽) | D𝑡 )


+ KL

(
𝑝(𝑦 𝑓(𝒙,𝜽) | 𝑓

∗, 𝑔∗, 𝒙∗, 𝜽∗,D𝑡 ) ∥ 𝑞(𝑦 𝑓(𝒙,𝜽) | 𝑓
∗, 𝑔∗, 𝒙∗, 𝜽∗,D𝑡 )

)]
≥ EΩ

log
𝑞(𝑦 𝑓(𝒙,𝜽) | 𝑓

∗, 𝑔∗, 𝒙∗, 𝜽∗,D𝑡 )

𝑝(𝑦 𝑓(𝒙,𝜽) | D𝑡 )

 C LB 𝑓 (𝒙, 𝜽).

By setting the variational distribution as

𝑞(𝑦 𝑓(𝒙,𝜽) | 𝑓
∗, 𝑔∗, 𝒙∗, 𝜽∗,D𝑡 ) B 𝑝(𝑦 𝑓(𝒙,𝜽) | 𝑓 (𝒙, 𝜽

∗ (𝒙)) ≤ 𝑓 ∗, 𝑔(𝒙∗, 𝜽) ≤ 𝑔∗,D+
𝑡 )

= 𝑝(𝑦 𝑓(𝒙,𝜽) | 𝑓 (𝒙, 𝜽
∗ (𝒙)) ≤ 𝑓 ∗,D+

𝑡 ),

we obtain the lower bound (7).

D Extension for Constraint Problems

Let

𝒉 𝑓
(𝒙,𝜽) B ( 𝑓 (𝒙, 𝜽), 𝑐𝑈1 (𝒙, 𝜽), . . . , 𝑐𝑈𝑁 (𝒙, 𝜽))⊤,

𝒉𝑔
(𝒙,𝜽) B (𝑔(𝒙, 𝜽), 𝑐𝐿1 (𝒙, 𝜽), . . . , 𝑐𝐿𝑀 (𝒙, 𝜽))⊤,

be the vectors in which the objective function and the constraint functions are concatenated for the
upper- and the lower-level problems, respectively, and

𝒚 𝑓
(𝒙,𝜽) B (𝑦 𝑓(𝒙,𝜽) , 𝑦

𝑐𝑈1
(𝒙,𝜽) , . . . , 𝑦

𝑐𝑈𝑁
(𝒙,𝜽) )

⊤,

𝒚𝑔(𝒙,𝜽) B (𝑦𝑔(𝒙,𝜽) , 𝑦
𝑐𝐿1
(𝒙,𝜽) , . . . , 𝑦

𝑐𝐿𝑀
(𝒙,𝜽) )

⊤,

are the counterparts of noisy observations, where 𝑦𝑐
𝐿
𝑛

(𝒙,𝜽) B 𝑐𝑈𝑛 (𝒙, 𝜽) + 𝜖𝑐𝑈𝑛 , 𝜖𝑐𝑈𝑛 ∼ N(0, {𝜎𝑐𝐿𝑛
noise}

2)
and 𝑦𝑐

𝑈
𝑚

(𝒙,𝜽) B 𝑐𝐿𝑚 (𝒙, 𝜽) + 𝜖𝑐
𝐿
𝑚 , 𝜖𝑐

𝑈
𝑚 ∼ N(0, {𝜎𝑐𝐿𝑚

noise}
2). We observe (𝒚 𝑓

𝒙,𝜽 , 𝒚
𝑔
𝒙,𝜽) at every BO iteration

for selected (𝒙, 𝜽), i.e., D𝑡 = {(𝒙𝑖 , 𝜽 𝑖 , 𝒚 𝑓
𝒙𝑖 ,𝜽𝑖

, 𝒚𝑔𝒙𝑖 ,𝜽𝑖 )}
𝑛
𝑖=1 in the constraint setting. In addition to 𝑓 and

𝑔, the independent GPs are also fitted to 𝑐𝑈𝑛 and 𝑐𝐿𝑚, for which the posteriors given D𝑡 are written as
N(𝜇𝑐

𝑈
𝑛

𝑡 (𝒙, 𝜽), {𝜎𝑐𝑈𝑛
𝑡 (𝒙, 𝜽)}2) and N(𝜇𝑐

𝐿
𝑚

𝑡 (𝒙, 𝜽), {𝜎𝑐𝐿𝑚
𝑡 (𝒙, 𝜽)}2), respectively.

14



756
757
758
759
760
761
762
763
764
765
766
767
768
769
770
771
772
773
774
775
776
777
778
779
780
781
782
783
784
785
786
787
788
789
790
791
792
793
794
795
796
797
798
799
800
801
802
803
804
805
806
807
808
809

Under review as a conference paper at ICLR 2026

D.1 Lower Bound

The MI and its lower bound can be derived by the same approach as (3):

MI(𝒚 𝑓
(𝒙,𝜽) , 𝒚

𝑔
(𝒙,𝜽) ; 𝑓 ∗, 𝑔∗, 𝒙∗, 𝜽∗ | D𝑡 ) = EΩ

log
𝑝(𝒚 𝑓

(𝒙,𝜽) , 𝒚
𝑔
(𝒙,𝜽) | 𝑓

∗, 𝑔∗, 𝒙∗, 𝜽∗,D𝑡 )

𝑝(𝒚 𝑓
(𝒙,𝜽) , 𝒚

𝑔
(𝒙,𝜽) | D𝑡 )


= E 𝑓 ∗ ,𝑔∗ ,𝒙∗ ,𝜽∗

E𝒚 𝑓
(𝒙,𝜽) ,𝒚

𝑔
(𝒙,𝜽) | 𝑓 ∗ ,𝑔∗ ,𝒙∗ ,𝜽∗ ,D𝑡

[
log

𝑞(𝒚 𝑓
(𝒙,𝜽) , 𝒚

𝑔
(𝒙,𝜽) | 𝑓

∗, 𝑔∗, 𝒙∗, 𝜽∗,D𝑡 )

𝑝(𝒚 𝑓
(𝒙,𝜽) , 𝒚

𝑔
(𝒙,𝜽) | D𝑡 )


+ KL

(
𝑝(𝒚 𝑓

(𝒙,𝜽) , 𝒚
𝑔
(𝒙,𝜽) | 𝑓

∗, 𝑔∗, 𝒙∗, 𝜽∗,D𝑡 ) ∥ 𝑞(𝒚 𝑓
(𝒙,𝜽) , 𝒚

𝑔
(𝒙,𝜽) | 𝑓

∗, 𝑔∗, 𝒙∗, 𝜽∗,D𝑡 )
)]

≥ EΩ
log

𝑞(𝒚 𝑓
(𝒙,𝜽) , 𝒚

𝑔
(𝒙,𝜽) | 𝑓

∗, 𝑔∗, 𝒙∗, 𝜽∗,D𝑡 )

𝑝(𝒚 𝑓
(𝒙,𝜽) , 𝒚

𝑔
(𝒙,𝜽) | D𝑡 )

 C LBc (𝒙, 𝜽),

where here D+
𝑡 B D𝑡 ∪ {(𝒙∗, 𝜽∗, 𝑓 ∗, 𝑔∗)}.

To define the variational distribution 𝑞, we follow the same approach as information-theoretic
constraint BO proposed by (Takeno et al., 2022b). Let A 𝑓 = {(𝑐0, 𝒄) | 𝑐0 ≥ 𝑓 ∗, 𝒄 ≥ 0, 𝑐0 ∈ R, 𝒄 ∈
R𝑁 } and A𝑔 = {(𝑐0, 𝒄) | 𝑐0 ≥ 𝑔∗, 𝒄 ≥ 0, 𝑐0 ∈ R, 𝒄 ∈ R𝑀 }. When 𝑓 ∗ is given, A 𝑓 is the region that
𝒉 𝑓
𝒙,𝜽∗ (𝒙) cannot exist for ∀𝒙. When 𝑔∗ is given, A𝑔 is the region that 𝒉𝑔

𝒙∗ ,𝜽 cannot exist for ∀𝜽 . Based
on the same simplification of the conditioning discussed in section 3.1, we define the variational
distribution as

𝑞(𝒚 𝑓
(𝒙,𝜽) , 𝒚

𝑔
(𝒙,𝜽) | 𝑓

∗, 𝑔∗, 𝒙∗, 𝜽∗,D𝑡 ) B 𝑝(𝒚 𝑓
(𝒙,𝜽) , 𝒚

𝑔
(𝒙,𝜽) | 𝒉

𝑓
(𝒙,𝜽∗ (𝒙)) ∈ Ā 𝑓 , 𝒉𝑔

(𝒙∗ ,𝜽) ∈ Ā𝑔,D+
𝑡 ),

where Ā 𝑓 and Ā𝑔 are the complement sets of A 𝑓 and A𝑔, respectively. As a result, we see

LB𝑐 (𝒙, 𝜽) = EΩ
log

𝑝(𝒚 𝑓
(𝒙,𝜽) , 𝒚

𝑔
(𝒙,𝜽) | 𝒉

𝑓
(𝒙,𝜽∗ (𝒙)) ∈ Ā 𝑓 , 𝒉𝑔

(𝒙∗ ,𝜽) ∈ Ā𝑔,D+
𝑡 )

𝑝(𝒚 𝑓
(𝒙,𝜽) , 𝒚

𝑔
(𝒙,𝜽) | D𝑡 )


= EΩ

log
𝑝(𝒚 𝑓

(𝒙,𝜽) | 𝒉
𝑓
(𝒙,𝜽∗ (𝒙)) ∈ Ā 𝑓 ,D+

𝑡 )

𝑝(𝒚 𝑓
(𝒙,𝜽) | D𝑡 )

+ log
𝑝(𝒚𝑔(𝒙,𝜽) | 𝒉

𝑔
(𝒙∗ ,𝜽) ∈ Ā𝑔,D+

𝑡 )
𝑝(𝒚𝑔(𝒙,𝜽) | D𝑡 )

 .
D.2 Analytical Representation of Variational Distribution

From Bayes theorem,

𝑝(𝒚 𝑓
(𝒙,𝜽) | 𝒉

𝑓
(𝒙,𝜽∗ (𝒙)) ∈ Ā 𝑓 ,D+

𝑡 ) =
𝑝(𝒉 𝑓

(𝒙,𝜽∗ (𝒙)) ∈ Ā 𝑓 | 𝒚 𝑓
(𝒙,𝜽) ,D

+
𝑡 )𝑝(𝒚

𝑓
(𝒙,𝜽) | D

+
𝑡 )

𝑝(𝒉 𝑓
(𝒙,𝜽∗ (𝒙)) ∈ Ā 𝑓 | D+

𝑡 )
. (14)

The density 𝑝(𝒉 𝑓
(𝒙,𝜽∗ (𝒙)) | 𝒚

𝑓
(𝒙,𝜽) ,D

+
𝑡 ) is an (𝑁 + 1)-dimensional independent Gaussian distribution,

for which the first dimension is N(𝑚 𝑓
1 , {𝑠

𝑓
1 }2) shown in Appendix A.1 and from the second to the

(𝑁 + 1)-th dimension is N(𝑚𝑐𝑈𝑛 , {𝑠𝑐𝑈𝑛 }2) where

𝑚𝑐𝑈𝑛 = 𝜇𝑐
𝑈
𝑛

𝑡 (𝒙, 𝜽∗ (𝒙)) +
Cov𝑐

𝑈
𝑛

𝑡 ((𝒙, 𝜽∗ (𝒙)), (𝒙, 𝜽)){
𝜎

𝑐𝑈𝑛
𝑡 (𝒙, 𝜽)

}2 (𝑦𝑐
𝑈
𝑛

(𝒙,𝜽) − 𝜇
𝑐𝑈𝑛
𝑡 (𝒙, 𝜽)),

{𝑠𝑐𝑈𝑛 }2 = 𝜎𝑐𝑈𝑛
𝑡 (𝒙, 𝜽∗ (𝒙)) −

{
Cov𝑐

𝑈
𝑛

𝑡 ((𝒙, 𝜽∗ (𝒙)), (𝒙, 𝜽))
}2{

𝜎
𝑐𝑈𝑛
𝑡 (𝒙, 𝜽)

}2 .
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As a result, we can derive

𝑝(𝒉 𝑓
(𝒙,𝜽∗ (𝒙)) ∈ Ā 𝑓 | 𝒚 𝑓

(𝒙,𝜽) ,D
+
𝑡 ) = 1 − (1 −Φ(

𝑓 ∗ − 𝑚 𝑓
1

𝑠
𝑓
1

))
𝑁∏
𝑛=1

(1 −Φ( 0 − 𝑚𝑐𝑈𝑛

𝑠𝑐
𝑈
𝑛

)),

𝑝(𝒉 𝑓
(𝒙,𝜽∗ (𝒙)) ∈ Ā 𝑓 | D+

𝑡 ) = 1 − (1 −Φ(
𝑓 ∗ − 𝑚 𝑓

2

𝑠
𝑓
2

))
𝑁∏
𝑛=1

(1 −Φ(
0 − 𝜇𝑐

𝑈
𝑛

𝑡 (𝒙, 𝜽∗ (𝒙))
𝜎

𝑐𝑈𝑛
𝑡 (𝒙, 𝜽∗ (𝒙))

)),

𝑝(𝒚 𝑓
(𝒙,𝜽) | D

+
𝑡 ) = 𝜙(

𝑦
𝑓
(𝒙,𝜽) − 𝑚

𝑓
3

𝑠
𝑓
3

)
𝑁∏
𝑛=1

𝜙(
𝑦
𝑐𝑈𝑛
(𝒙,𝜽) − 𝜇

𝑐𝑈𝑛
𝑡 (𝒙, 𝜽)

𝜎
𝑐𝑈𝑛
𝑡 (𝒙, 𝜽)

)/(𝑠 𝑓3 𝜎
𝑐𝑈𝑛
𝑡 (𝒙, 𝜽)).

Similarly, for the lower-level density, Bayes theorem transforms

𝑝(𝒚𝑔(𝒙,𝜽) | 𝒉
𝑔
(𝒙∗ ,𝜽) ∈ Ā𝑔,D+

𝑡 ) =
𝑝(𝒉𝑔

(𝒙∗ ,𝜽) ∈ Ā𝑔 | 𝒚𝑔(𝒙,𝜽) ,D
+
𝑡 )𝑝(𝒚

𝑔
(𝒙,𝜽) | D

+
𝑡 )

𝑝(𝒉𝑔
(𝒙∗ ,𝜽) ∈ Ā𝑔 | D+

𝑡 )
Here again, the density of the first dimension of 𝑝(𝒉𝑔

(𝒙∗ ,𝜽) | 𝒚𝑔(𝒙,𝜽) ,D
+
𝑡 ) is N(𝑚𝑔

1 , {𝑠
𝑔
1 }

2) shown in
Appendix A.1 and from the second to the (𝑀 + 1)-th dimension is N(𝑚𝑐𝐿𝑚 , {𝑠𝑐𝐿𝑚 }2) where

𝑚𝑐𝐿𝑚 = 𝜇𝑐
𝐿
𝑚

𝑡 (𝒙∗, 𝜽) +
Cov𝑐

𝐿
𝑚

𝑡 ((𝒙∗, 𝜽), (𝒙, 𝜽)){
𝜎

𝑐𝐿𝑚
𝑡 (𝒙, 𝜽)

}2 (𝑦𝑐𝐿𝑚 (𝒙, 𝜽) − 𝜇𝑐
𝐿
𝑚

𝑡 (𝒙, 𝜽)),

{𝑠𝑐𝐿𝑚 }2 = 𝜎𝑐𝐿𝑚
𝑡 (𝒙∗, 𝜽) −

{
Cov𝑐

𝐿
𝑚

𝑡 ((𝒙∗, 𝜽), (𝒙, 𝜽))
}2{

𝜎
𝑐𝐿𝑚
𝑡 (𝒙, 𝜽)

}2 .

As a result

𝑝(𝒉𝑔
(𝒙∗ ,𝜽) ∈ Ā𝑔 | 𝒚𝑔(𝒙,𝜽) ,D

+
𝑡 ) = 1 −

(
1 −Φ

(
𝑔∗ − 𝑚𝑔

1

𝑠
𝑔
1

))
𝑀∏
𝑚=1

(
1 −Φ

(
0 − 𝑚𝑐𝐿𝑚

𝑠𝑐
𝐿
𝑚

))
𝑝(𝒉𝑔

(𝒙∗ ,𝜽) ∈ Ā𝑔 | D+
𝑡 ) = 1 −

(
1 −Φ

(
𝑔∗ − 𝑚𝑔

2

𝑠
𝑔
2

))
𝑀∏
𝑚=1

(
1 −Φ

(
0 − 𝜇𝑐

𝐿
𝑚

𝑡 (𝒙∗, 𝜽)
𝜎

𝑐𝐿𝑚
𝑡 (𝒙∗, 𝜽)

))

𝑝(𝒚𝑔(𝒙,𝜽) | D
+
𝑡 ) = 𝜙

(
𝑦
𝑔
(𝒙,𝜽) − 𝑚

𝑔
3

𝑠
𝑔
3

)
𝑀∏
𝑚=1

𝜙
©­«
𝑦
𝑐𝐿𝑚
(𝒙,𝜽) − 𝜇

𝑐𝐿𝑚
𝑡 (𝒙, 𝜽)

𝜎
𝑐𝐿𝑚
𝑡 (𝒙, 𝜽)

ª®¬ /(𝑠𝑔3𝜎𝑐𝐿𝑚
𝑡 (𝒙, 𝜽))

E Supplementary for Experiments

E.1 Other Details of Experimental Settings

We used the SingleTaskGPmodel of BoTorch (Balandat et al., 2020) to define the GPs. The output
of each benchmark function are transformed by signed log1p function sign(𝑦) log(1 + |𝑦 |) except
for BraninHoo and Goldstein-price for which the transformation shown by (Picheny et al., 2013)
was used. For benchmark functions, the input space is scaled to [0, 1]𝑑X+𝑑Θ from the original input
domain.

E.2 Larger Noise Setting

Figure 6 shows results with a stronger noise setting (the noise standard deviation is set as 10−1). We
do not see large difference for the relative performance among compared methods compared with
the small noise setting shown in Fig. 3.

E.3 Additional Results on Decoupled Setting

Figure 7 shows regret in decoupled setting for all different length scale settings of the GP prior, which
generates true objectives. We obviously see that BLJES was superior or comparable to BILBO.

16



864
865
866
867
868
869
870
871
872
873
874
875
876
877
878
879
880
881
882
883
884
885
886
887
888
889
890
891
892
893
894
895
896
897
898
899
900
901
902
903
904
905
906
907
908
909
910
911
912
913
914
915
916
917

Under review as a conference paper at ICLR 2026

0 20 40 60 80 100
Iteration

10−3

10−2

10−1

Bi
le
ve

lS
im

pl
e
Re

gr
et

Random
BILBO
BLJES

1(a) BG

0 20 40 60 80 100
Iteration

10−4

10−3

10−2

10−1

Bi
le
ve

lS
im

pl
e
Re

gr
et

Random
BILBO
BLJES

1(b) SB

0 20 40 60 80 100
Iteration

10−2

10−1

Bi
le
ve

lS
im

pl
e
Re

gr
et

Random
BILBO
BLJES

1(c) Energy

0 20 40 60 80 100
Iteration

10−4

10−3

10−2

10−1

Bi
le
ve

lS
im

pl
e
Re

gr
et

Random
BILBO
BLJES

1(d) SMD01

0 20 40 60 80 100
Iteration

10−1

Bi
le
ve

lS
im

pl
e
Re

gr
et

Random
BILBO
BLJES

1(e) SMD02

0 20 40 60 80 100
Iteration

10−2

10−1

Bi
le
ve

lS
im

pl
e
Re

gr
et

Random
BILBO
BLJES

1(f) SMD03

Figure 6: Regret comparison with 10−1 noise standard deviation.

E.4 Additional Results on Effect of the Number of Samplings

Figure 8 shows results of BLJES for different 𝐾 . We do not see particularly large differences among
different 𝐾 settings in these benchmarks.

E.5 Continuous Domain

Figure 9 shows the regret in the case of X and Θ are the continuous space. We employed gradient
based optimizers for both of the bilevel problem defined by sample paths and the acquisition function
maximization (gradient of a bilevel problem is discussed in Appendix B). Here, BILBO is not
performed because Chew et al. (2025) only discuss the finite domain. We see that BLJES efficiently
decreases the regret even in the continuous space. Only in SMD02, BLJES was not efficient compared
with the random selection.

E.6 Constraint Problems

For empirical evaluation, we employed problems from the bilevel optimization benchmark (Sinha
et al., 2014), denoted as SDM09 (𝑑X = 2, 𝑑Θ = 2, 𝑁 = 1, 𝑀 = 1), 10 (𝑑X = 2, 𝑑Θ = 2, 𝑁 = 2, 𝑀 = 1),
11 (𝑑X = 2, 𝑑Θ = 2, 𝑁 = 1, 𝑀 = 1), and 12 (𝑑X = 2, 𝑑Θ = 2, 𝑁 = 3, 𝑀 = 2). The number of grid
points in each dimension is 10 (104 points). The evaluation metric is

min
𝑖∈[𝑛0+𝑡 ]

max
ℎ∈{ 𝑓 ,𝑔,𝑐𝑈1 ,...,𝑐𝑈𝑁 ,𝑐𝐿1 ,...,𝑐𝐿𝑀 }

𝑟ℎ (𝒙𝑖 , 𝜽 𝑖)

where 𝑟ℎ become 𝑟 𝑓 and 𝑟𝑔 shown in section 5 if ℎ = 𝑓 or 𝑔, and

𝑟𝑐 (𝒙𝑖 , 𝜽 𝑖) = max(0,−𝑐(𝒙𝑖 , 𝜽 𝑖))/max
𝒙,𝜽

(max(0,−𝑐(𝒙, 𝜽))), 𝑐 ∈ {𝑐𝑈1 , . . . , 𝑐
𝑈
𝑁 , 𝑐

𝐿
1 , . . . , 𝑐

𝐿
𝑀 }

if ℎ ∈ {𝑐𝑈1 , . . . , 𝑐
𝑈
𝑁 , 𝑐

𝐿
1 , . . . , 𝑐

𝐿
𝑀 }. The other settings are same as described in the beginning of

section 5.

The results are in Fig. 10. For SMD09 and SMD11, BLJES shows faster decrease of the regret. For
SMD12, BLJES and BILBO are comparable and both of them are much better than Random. For
SMD10, BLJES rapidly decreased the regret, while BLJES also quickly decreased the regret (the
difference is in small scale values).
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Figure 7: Regret comparison on functions from the GP prior under decoupled setting.

F LLM Usage

In this manuscript, LLM was only used to polish writing.
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Figure 8: BLJES with different 𝐾 .

0 20 40 60 80 100
Iteration

10−5

10−4

10−3

10−2

10−1

Bi
le
ve

lS
im

pl
e
Re

gr
et

Random
BLJES

1(a) GP prior (ℓ𝑈 , ℓ𝐿) =
(0.10, 0.10)

0 20 40 60 80 100
Iteration

10−3

10−2

10−1

Bi
le
ve

lS
im

pl
e
Re

gr
et

Random
BLJES

1(b) BG

0 20 40 60 80 100
Iteration

10−2

10−1

Bi
le
ve

lS
im

pl
e
Re

gr
et

Random
BLJES

1(c) SB

0 20 40 60 80 100
Iteration

10−2

10−1

Bi
le
ve

lS
im

pl
e
Re

gr
et

Random
BLJES

1(d) SMD01

0 20 40 60 80 100
Iteration

10−1

2 × 10−1

3 × 10−1

4 × 10−1

Bi
le
ve

lS
im

pl
e
Re

gr
et

Random
BLJES

1(e) SMD02

0 20 40 60 80 100
Iteration

10−1

Bi
le
ve

lS
im

pl
e
Re

gr
et

Random
BLJES

1(f) SMD03

Figure 9: Regret comparison on continuous input domain.
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Figure 10: Regret comparison in constraint problems.
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