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Abstract

Retrieval-Augmented Generation (RAG) can001
alleviate hallucinations of Large Language002
Models (LLMs) by referencing external doc-003
uments. However, the misinformation in ex-004
ternal documents may mislead LLMs’ gen-005
eration. To address this issue, we explore006
the task of “credibility-aware RAG”, in which007
LLMs automatically adjust the influence of008
retrieved documents based on their credi-009
bility scores to counteract misinformation.010
To this end, we introduce a plug-and-play011
method named Credibility-aware Attention012
Modification (CrAM). CrAM identifies influen-013
tial attention heads in LLMs and adjusts their014
attention weights based on the credibility of the015
documents, thereby reducing the impact of low-016
credibility documents. Experiments on Natual017
Questions and TriviaQA using Llama2-13B,018
Llama3-8B, and Qwen-7B show that CrAM im-019
proves the RAG performance of LLMs against020
misinformation pollution by over 20%, even021
surpassing supervised fine-tuning methods.022

1 Introduction023

Retrieval-Augmented Generation (RAG) (Gao024

et al., 2024; Zhu et al., 2021) is a representative ap-025

proach to mitigate hallucination issues of Large026

Language Models (LLMs) (Zhang et al., 2023)027

by retrieving and referencing relevant documents028

from an external corpus. Despite its effectiveness,029

most RAG works overlook a crucial issue: mis-030

information pollution in the external corpus (Pan031

et al., 2023b; Dufour et al., 2024). The maliciously032

generated misinformation may mislead LLMs to033

produce unfaithful responses. For instance, Mi-034

crosoft’s Bing can be misled by misinformation035

on the internet to generate incorrect information036

for Bing users (Vincent, 2023). Besides, Pan et al.037

(2023b) and Pan et al. (2023a) demonstrated that038

inserting LLM-generated misinformation into the039

RAG corpus can significantly degrade LLMs’ per-040

Question (Q):
Who won the first Nobel Prize 
in Physics？

Document 2 (D2): 
Actually, it is Albert Einstein
who won the first Nobel Prize 
in Physics.
Credibility score (S2): 0.1

Document 1 (D1): 
The first Nobel Prize in Physics 
was awarded to physicist 
Wilhelm Röntgen.
Credibility score (S1): 0.8
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Figure 1: A comparison between RAG and credibility-
aware RAG. Credibility-aware RAG considers credibil-
ity to reduce the impact of low-credibility documents.

formance. Therefore, addressing the misinforma- 041

tion pollution for RAG is essential. 042

A straightforward idea to address this misinfor- 043

mation pollution issue is misinformation detection 044

and filtering. Extensive misinformation detection 045

works focus on measuring the credibility of doc- 046

uments, i.e., the probability of the document not 047

containing misinformation. And these works have 048

achieve significant results (Kaliyar et al., 2021; Pel- 049

rine et al., 2023; Quelle and Bovet, 2024). Once we 050

obtain the credibility of each retrieved document, 051

we can exclude those with credibility below a cer- 052

tain threshold before using them in RAG. However, 053

directly discarding certain documents may result 054

in the loss of relevant and important information, 055

leading to performance degradation (Yoran et al., 056

2024)1. Moreover, discretizing credibility scores 057

into binary labels loses fine-grained credibility in- 058

formation. As such, we should account for the 059

value of credibility scores to wisely utilize the re- 060

trieved information. 061

To achieve this, we focus on a task named 062

“credibility-aware RAG” as shown in Figure 1. 063

Specifically, given a user query x with a list of 064

relevant documents D = {d1, d2, ..., dn} and D’s 065

credibility scores S = {s1, s2, ..., sn}, credibility- 066

1Our experimental results in Table 2 also confirm that
directly excluding documents leads to inferior performance.
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aware RAG requests LLMs to automatically adjust067

the influence of documents in D on the generated068

output y based on their credibility scores in S . Ini-069

tial attempts on credibility-aware RAG adopted070

supervised fine-tuning (SFT) to teach LLMs to dis-071

tinguish the importance of different documents in072

the prompt by their credibility scores (Hong et al.,073

2024; Pan et al., 2024). However, SFT requires ad-074

ditional computational resources and well-designed075

training data, which limits the application scenar-076

ios. Therefore, we explore non-SFT method for077

LLMs to attain credibility-aware RAG.078

Given that the attention mechanism serves as the079

central component for adjusting the significance of080

various input data, we consider manipulating atten-081

tion weights of LLMs to achieve credibility-aware082

RAG. In particular, we adjust attention weights ac-083

cording to credibility scores in the inference stage084

of LLMs. In this way, we can regulate LLMs085

to pay less “attention” to less credible documents086

by decreasing the corresponding attention weights.087

Moreover, previous studies (Clark et al., 2019; El-088

hage et al., 2021; Voita et al., 2019) have indicated089

that different attention heads exhibit distinct pat-090

terns and functions, resulting in varying impacts091

on LLMs’ outputs. In this context, the key lies in092

identifying a subset of influential attention heads093

for attention weight modification.094

In this work, we propose a plug-and-play method095

named Credibility-aware Attention Modification096

(CrAM), which identifies the influential attention097

heads and then modifies their attention weights w.r.t.098

different document tokens to reduce the impact of099

low-credibility documents. Specifically, 1) influ-100

ential head identification: we select top-ranked101

attention heads according to an extended causal102

tracing method (Meng et al., 2022) that estimates103

the contribution of each attention head to gener-104

ating incorrect answers over a small dataset. 2)105

Attention weight modification: we scale down the106

attention weights of the retrieved documents based107

on their normalized credibility scores.108

We conduct extensive experiments on two open-109

domain Question Answering (QA) datasets, Natual110

Questions (NQ) (Kwiatkowski et al., 2019) and111

TriviaQA (Joshi et al., 2017), using three open-112

source LLMs: Llama2-13B (Touvron et al., 2023),113

Llama3-8B (Meta, 2024), and Qwen-7B (Bai et al.,114

2023). The results show that CrAM significantly115

alleviates the influence of misinformation docu-116

ments on RAG, in terms of both ideal credibil-117

ity scores and GPT-generated credibility scores.118

It is worth noting that CrAM even outperforms 119

the SFT-based method CAG (Pan et al., 2024) in 120

most scenarios, demonstrating the superiority of 121

CrAM. We release our code and data at https: 122

//anonymous.4open.science/r/CrAM-77DF. 123

In summary, our main contributions are: 124

• We explore the task of credibility-aware RAG 125

without fine-tuning LLMs to alleviate the misin- 126

formation pollution issue. 127

• We develop a plug-and-play method, CrAM, 128

which identifies influential attention heads and 129

modifies their attention weights to equip LLMs 130

with credibility-aware RAG capabilities. 131

• We conduct extensive experiments with two QA 132

datasets on three LLMs using ideal credibility 133

scores and GPT-generated credibility scores, val- 134

idating the superiority of CrAM. 135

2 Credibility-Aware RAG 136

Given a user query x, RAG retrieves a set of 137

documents D = {d1, d2, . . . , dn} relevant to x 138

through a retriever (Gao et al., 2024). Then the 139

relevant documents D are evaluated by a credibil- 140

ity estimator2, obtaining their credibility scores 141

S = {s1, s2, . . . , sn}, which represents the proba- 142

bility of each document not containing misinforma- 143

tion. 144

Credibility-Aware RAG. Given an LLM L, a
user query x, and relevant documents D associ-
ated with credibility scores S, the objective of
credibility-aware RAG is to enable LLMs to au-
tomatically adjust the influence of these documents
on the generated output y based on their credibility
scores S . This can be formally defined as:

max Metric(Combine(L, x,D,S)),

where Combine(·) represents the method or mech- 145

anism to integrate credibility scores into the gener- 146

ation process of L. For example, Pan et al. (2024) 147

employ SFT to fine-tune LLMs to capture the credi- 148

bility difference of documents more effectively, de- 149

noted as Combine(L, x,D,S) = LSFT (x,D,S). 150

Additionally, Metric(·) is a function that assesses 151

whether documents with different credibility scores 152

have varying impacts on the output of L. Indeed, 153

we can utilize the performance of generating fac- 154

tual answers to measure Metric(·). For instance, 155

2Recent worked on this task has achieved promising per-
formance (Kaliyar et al., 2021; Pelrine et al., 2023).
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Figure 2: Illustration of CrAM. Compared to RAG, CrAM first identifies influential attention heads and then
modifies their attention weights based on the credibility scores of each document.

we use the accuracy of QA tasks to approximate156

Metric(·) in this work. The rationality is that if the157

impact of low-credibility documents decreases, the158

accuracy of QA tasks should increase accordingly.159

3 CrAM160

CrAM first identifies influential attention heads,161

and then modifies the attention weights of these162

identified heads to reduce the impact of low-163

credibility documents as shown in Figure 2. Since164

influential attention heads identification process165

involves attention weight modification, we first ex-166

plain the procedure of attention weight modifica-167

tion in Section 3.1, and then describe influential168

attention heads identification in Section 3.2. Fi-169

nally, we summarize the overall CrAM workflow170

in Section 3.3.171

3.1 Attention Weight Modification172

As defined in Section 2, the objective of credibility-173

aware RAG is to reduce the impact of low-174

credibility documents on the generated output of175

LLMs. Intuitively, it requires LLMs to pay less “at-176

tention” to low-credibility documents. To this end,177

a natural approach is scaling down the correspond-178

ing attention weights of low-credibility documents.179

For RAG, a user query x and a set of relevant180

documents D = {d1, d2, . . . , dn} should be con-181

catenated and tokenized into a token sequence182

T (x,D) = {t1, t2, . . . , tm}, where tk denotes the183

k-th token. Given the credibility scores for each184

document S = {s1, s2, . . . , sn}, the normalized185

credibility score for token tk can be calculated as186

follows: 187

s̄k =

{
si−min(S)

max(S)−min(S) if tk belongs to di

1 otherwise
, 188

where si is subtracted by min(S), and then scaled 189

down by 1/(max(S)−min(S)) to ensure all cred- 190

ibility scores are normalized to [0, 1]. Besides, we 191

define s̄ = [s̄1, . . . , s̄m] ∈ R1×m to represent the 192

normalized credibility scores of the whole token 193

sequence T (x,D). 194

For each attention head h in LLM, Ah represents 195

its attention weights matrix3. Let (Ah)k represent 196

the k-th row vector4 of Ah, we can obtain the mod- 197

ified attention weight matrix A∗
h by element-wise 198

multiplying s̄ as follows: 199

(Ah)
∗
k = softmax((Ah)k ⊙ s̄), k ∈ {1, . . . ,m}, (1) 200

where ⊙ denotes the element-wise multiplication 201

of vectors. The softmax function ensures that the 202

attention weights sum to one. 203

3.2 Influential Head Identification 204

Previous works Clark et al. (2019); Elhage et al. 205

(2021); Voita et al. (2019) have found that different 206

attention heads exhibit various patterns and func- 207

tions, leading to different impacts on LLMs’ output. 208

As such, we hypothesize that some attention heads 209

have a larger impact on using misinformation doc- 210

uments to generate incorrect answers. Previously, 211

3The attention weights matrix is defined in Equation (3).
4(Ah)k can be interpreted as the attention weight vector

when using the k-th token as the query.
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causal tracing (Meng et al., 2022) has been devel-212

oped to quantify the contribution of each hidden213

state towards generating given answers. The contri-214

bution is measured by adding noises to each hidden215

state to compare the changes in the generation prob-216

ability of the given answer. In light of this, CrAM217

revises causal tracing to evaluate the contribution218

of attention heads instead of hidden states. Utiliz-219

ing attention weight modification, as detailed in220

Section 3.1, CrAM estimates the change in proba-221

bility of generating incorrect answers to determine222

the contribution of each attention head. Thereafter,223

CrAM ranks all attention heads by contributions224

and identifies influential ones.225

Specifically, the contribution of one attention226

head h can be obtained as follows:227

• Given an LLM L, a user query x, a set of relevant
documents D = {dmis, d1, d2, . . . , dn} with one
misinformation document dmis, and an incorrect
answer awrong to x that is supported by dmis,
we first calculate the generation probability of
awrong with x and D by L. Formally, we have:

P0 = PL(awrong | x,D).

• Next, we modify a specific attention head as de-
scribed in Section 3.1 by using the credibility
scores S = {0, 1, 1, . . . , 1} of D and recalculate
the generation probability of awrong:

P1 = PL∗
h
(awrong | x,D),

where L∗
h denotes the LLM L whose attention228

weight matrix of the attention head h is modified229

according to Equation (1).230

• Finally, we quantify the contribution of head h231

towards generating the incorrect answer, a.k.a.232

the indirect effect (IE) (Meng et al., 2022):233

IEh = P0 − P1, (2)234

which can also be interpreted as the decrease in235

the generation probability of the incorrect answer236

awrong after modifying head h.237

To improve the robustness of the contribu-238

tion estimation, we utilize a small dataset239

{(x, awrong,D,S), . . .} with different user queries240

to compute the average IE for each attention head241

(refer to Section 4.2.2 for robustness analysis).242

Thereafter, we can calculate IEs for all the attention243

heads and rank them to select the top-ranked ones244

with larger IEs for attention weight modification.245

3.3 CrAM Workflow 246

The CrAM workflow is summarized as follows: 247

• First, we use a small dataset with misinformation- 248

polluted documents to calculate the average IE 249

for each attention head in an LLM as described 250

in Section 3.2. Then, we rank all attention heads 251

by their IEs in descending order and select the 252

top-ranked heads as influential attention heads. 253

• Given any user query, along with the relevant 254

documents and credibility scores, we modify the 255

attention weights of influential attention heads us- 256

ing the method described in Section 3.1 to obtain 257

the final answer, thereby significantly reducing 258

the impact of low-credibility documents. 259

4 Experiments 260

4.1 Experimental Settings 261

Datasets, LLMs and Metrics. We con- 262

duct experiments over the Natural Questions 263

(NQ) (Kwiatkowski et al., 2019) and Trivi- 264

aQA (Joshi et al., 2017) datasets with three 265

LLMs, i.e. Llama2-13B (Touvron et al., 2023), 266

Llama3-8B (Meta, 2024), and Qwen-7B (Bai et al., 267

2023). We adopt Exact Match (EM) and F1 score 268

as evaluation metrics, which are widely used in 269

the QA setting (Karpukhin et al., 2020; Rajpurkar 270

et al., 2016; Chen et al., 2017). 271

Document Preparation. We prepare both high- 272

credibility and low-credibility documents (i.e., 273

with misinformation) associated with the ques- 274

tions for evaluating the proposed method. 1) High- 275

credibility documents are collected by retrieving 276

the most relevant documents from the external cor- 277

pus for each question. Specifically, we first em- 278

ploy bge-large-en-v1.55 to obtain a set of can- 279

didates from the Wikipedia dump on December 280

30, 2018 (Karpukhin et al., 2020). Then, we apply 281

bge-reranker-large6 to rank the retrieved candi- 282

dates and select the top four documents. 2) Low- 283

credibility documents are generated via prompting 284

LLMs (i.e., gpt-3.5-turbo-0125), with misinforma- 285

tion included, similar to the practice in previous 286

works (Pan et al., 2023a,b, 2024; Hong et al., 2024; 287

Chen and Shu, 2024). Specifically, given a ques- 288

tion, we instruct the LLM to generate a news-style 289

piece containing misinformation that supports an 290

5huggingface.co/BAAI/bge-large-en-v1.5.
6huggingface.co/BAAI/bge-reranker-large.
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Model In-context corpus Method
NQ TriviaQA

EM F1 score EM F1 score

Qwen-7B

0 ✓ Naive LLM 7.20 16.41 28.00 38.23
4 ✓ Naive RAG 27.60 39.08 55.30 66.85

4 ✓ + 1 ✗

Naive RAG 10.50 20.71 25.00 35.63
Prompt Based 12.20 22.26 27.40 37.98
CrAM 29.10 (+16.90) 41.02 (+18.76) 52.90 (+25.50) 64.16 (+26.18)

Llama2-13B

0 ✓ Naive LLM 20.30 28.59 50.40 57.56
4 ✓ Naive RAG 28.90 39.98 62.50 71.03

4 ✓ + 1 ✗

Naive RAG 11.90 19.97 28.00 36.22
Prompt Based 12.50 22.94 23.10 32.70
CrAM 33.60 (+21.10) 44.62 (+21.68) 59.90 (+31.90) 67.11 (+30.89)

Llama3-8B

0 ✓ Naive LLM 20.60 30.58 55.70 62.67
4 ✓ Naive RAG 33.10 45.66 64.30 73.68

4 ✓ + 1 ✗

Naive RAG 16.00 26.16 36.80 47.09
Prompt Based 29.90 39.69 53.50 63.01
CrAM 36.90 (+7.00) 48.45 (+8.76) 64.40 (+10.90) 73.49 (+10.48)

Table 1: Main results under ideal setting. 0 ✓ indicates no document and the model directly prompted, 4 ✓ indicates
all four documents retrieved from the Wikipedia dump, and 4 ✓ + 1 ✗ indicates four high-credibility documents
(i.e., retrieved from external corpus) plus one low-credibility document (i.e., containing misinformation). In the 4 ✓
+ 1 ✗ setting, the best performance is highlighted in bold. And the red part indicates the difference between CrAM
and second best performance.

incorrect answer, which is regarded as one low-291

credibility document for the question. For each292

question, we collect three distinct low-credibility293

documents, all supporting the same incorrect an-294

swer. The prompts can be found in Appendix G.295

In implementation, we combine the generated296

low-credibility documents and the retrieved high-297

credibility documents for a given question as the298

LLM input. Compared to injecting the generated299

low-credibility documents into the corpus (Pan300

et al., 2023a; Weller et al., 2024), our approach301

can mitigate the retriever’s potential bias towards302

the misinformation. Also, our method is more con-303

trollable, making it easier to observe the impact of304

varying numbers of documents with misinforma-305

tion on LLMs.306

Credibility Scores Generation. We adopt two307

different ways to assign credibility scores for each308

document. 1) Ideal Setting. After obtaining the309

high-credibility and low-credibility documents, we310

assign a score of 10 to each high-credibility docu-311

ment and a score of 1 to each low-credibility doc-312

ument. 2) GPT Setting. We employ GPT (i.e.,313

gpt-3.5-turbo-0125) to directly generate the credi-314

bility score for each document. The prompts and315

the distribution of GPT-generated scores for all doc-316

uments are provided in Figure 20 and Appendix C.317

Compared Methods. We compare our CrAM318

model with four types of methods: 1) Naive RAG.319

The Naive RAG follows the standard RAG pipeline320

without any mechanisms against misinformation. 321

2) Prompt Based. This method directly informs 322

the LLM of the credibility score via prompts, feed- 323

ing the score and documents into the LLM without 324

additional training. 3) Exclusion. This method ex- 325

cludes the documents with credibility scores below 326

a threshold. This method will not be compared 327

under the ideal setting due to the binary value of 328

the ideal credibility score. 4) CAG. This method 329

is proposed by Pan et al. (2024), which directly 330

incorporates credibility scores and documents into 331

prompts to fine-tune an LLM (i.e., Llama2-13B) 332

to lift its understanding capabilities. Among them, 333

Naive RAG, Prompt Based, and Exclusion are non- 334

SFT methods, while CAG is an SFT-based method. 335

Hyperparameters. Unless otherwise specified, 336

in the following experiments, we randomly select 337

100 data points from each dataset to calculate av- 338

erage IE for all the heads. And we use another 339

validation set of 100 data points from each dataset 340

to determine how many top-ranked heads should 341

be included in the final modified set. 342

4.2 Experimental Results 343

4.2.1 Main Results 344

Comparison with Non-SFT Methods. We first 345

compare our CrAM model with Non-SFT meth- 346

ods, i.e., Naive RAG, Prompt Based, and Exclu- 347

sion. Table 1 and Table 2 show the experimental 348

results in the Ideal and GPT settings respectively. 349

We make the following observations. 1) Table 1 350
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Model In-context corpus Method
NQ TriviaQA

EM F1 score EM F1 score

Qwen-7B

0 ✓ Naive LLM 7.20 16.41 28.00 38.23
4 ✓ Naive RAG 27.60 39.08 55.30 66.85

4 ✓ + 1 ✗

Naive RAG 10.50 20.71 25.00 35.63
Prompt Based 12.50 22.98 29.70 40.18
Exclusion 21.60 32.56 49.50 61.03
CrAM 23.10 (+1.50) 34.84 (+2.28) 52.10 (+2.60) 63.76 (+2.73)

Llama2-13B

0 ✓ Naive LLM 20.30 28.59 50.40 57.56
4 ✓ Naive RAG 28.90 39.98 62.50 71.03

4 ✓ + 1 ✗

Naive RAG 11.90 19.97 28.00 36.22
Prompt Based 11.20 21.62 20.50 30.09
Exclusion 23.70 34.00 54.40 62.37
CrAM 25.10 (+1.40) 35.56 (+1.56) 56.20 (+1.80) 64.03 (+1.66)

Llama3-8B

0 ✓ Naive LLM 20.60 30.58 55.70 62.67
4 ✓ Naive RAG 33.10 45.66 64.30 73.68

4 ✓ + 1 ✗

Naive RAG 16.00 26.16 36.80 47.09
Prompt Based 24.20 34.10 49.50 58.59
Exclusion 26.60 38.44 57.70 67.33
CrAM 30.70 (+4.10) 41.71 (+3.27) 62.20 (+4.50) 70.70 (+3.37)

Table 2: Main results under GPT setting. 0 ✓ indicates no document and the model directly prompted, 4 ✓ indicates
all four documents retrieved from the Wikipedia dump, and 4 ✓ + 1 ✗ indicates four high-credibility documents
(i.e., retrieved from external corpus) plus one low-credibility document (i.e., containing misinformation). In the 4 ✓
+ 1 ✗ setting, the best performance is highlighted in bold. The red part indicates the improvement of our CrAM
compared to the second-best model.

demonstrates that our CrAM method significantly351

outperforms all compared methods across all three352

LLMs: Qwen 7B, LLama2-13B, and LLama3-8B,353

on both NQ and TriviaQA datasets in the setting of354

4 ✓+ 1 ✗ (i.e., four high-credibility documents plus355

one low-credibility document). For instance, our356

CrAM model surpasses the second-best method, i.e.357

Prompt Based, by 25.5%, 31.90% and 10.9% on358

Qwen-7B, Llama2-13B and Llama3-8B in terms of359

EM on TriviaQA, demonstrating remarkable per-360

formance gains. 2) With GPT-generated credibility361

scores, our CrAM model also outperforms all com-362

pared methods on all three LLMs over both NQ363

and TriviaQA datasets, as shown in Table 2, further364

highlighting its effectiveness. 3) Interestingly, we365

find that our CrAM model with 4 ✓ + 1 ✗ some-366

times even outperforms the Naive RAG with 4 ✓367

under ideal setting. This is likely because our gen-368

erated misinformation includes both affirmations369

of incorrect information and denials of correct in-370

formation, e.g.“The first person to win the Nobel371

Prize in Physics was not Roentgen, but Einstein.”372

This allows LLMs to reuse the correct information373

denied by the misinformation. To further validate374

this hypothesis, we conduct additional experiments375

and present the findings in Appendix F.376

Comparison with SFT-based Method. For a377

fair comparison, we only compare our Llama2-378

   
    
   
    
   
    
   
    
   

   

  
  
  
  

                        
             

               

           

   

    

   

    

   

    

   

   

  
  
  
  

                        
             

                     

           

Figure 3: Performance comparison of CrAM and CAG-
13B regarding the varying number of documents con-
taining misinformation under ideal setting.

13B based CrAM model with CAG-13B, because 379

CAG-13B is trained on Llama2-13B. Moreover, to 380

verify the robustness of our CrAM model, we per- 381

form comparisons using different numbers of low- 382

credibility documents. As shown in Figure 3, our 383

CrAM model consistently outperforms the CAG- 384

13B model remarkably in terms of F1 score when 385

the number of low-credibility documents ranges 386

from 1 to 3. The results further prove the effective- 387

ness of our CrAM model. 388

4.2.2 In-Depth Analysis 389

Effect of Number of Low-credibility Documents. 390

In the following, we analyze the effect of varying 391

the number of low-credibility documents fed into 392

the LLM. We conduct experiments using Llama3- 393

8B on the NQ dataset. Specifically, we vary the 394
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Figure 4: Performance change on NQ regarding the
varying number of documents with misinformation.

    

   

    

   

                 

  

                       

         

    
    

   

    

   

                 

  

                       

               

    

Figure 5: Performance on NQ and TriviaQA regarding
the dataset size for determining the influential attention
head changes.

number of low-credibility documents from 1 to 3395

while keeping the number of high-credibility doc-396

uments constant, i.e., 4. We present the experi-397

mental results in Figure 4. From the figure, we398

make the following observations. 1) Our CrAM399

model consistently outperforms the compared mod-400

els when changing the number of low-credibility401

documents from 1 to 3 in both ideal and GPT402

settings. 2) Comparably, our CrAM model ex-403

hibits much smaller performance drops compared404

to other models when increasing the number of405

low-credibility documents. These results demon-406

strate the robustness of our proposed model to the407

varying number of low-credibility documents.408

Effect of Dataset Size on Attention Heads Se-409

lection. As we described in Section 3.3, we ran-410

domly select 100 data points from each dataset to411

identify the influential attention heads. In the fol-412

lowing, we vary the number of data points used413

for selecting these influential attention heads to414

analyze its impact on model performance. The415

experimental results are presented in Figure 5. De-416

spite fluctuations in performance along with the417

changing dataset size, the variations are not sub-418

stantial on both NQ and TriviaQA datasets, with a419

maximum difference of 4% in terms of EM. The420

results indicate that the number of data points has421

a minor impact on the final model performance.422

Analysis on Number of Selected Attention423

Heads. In the following, we analyze the perfor-424
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894
900

1000
1024

EM

Number of modified top-ranked heads

EM on NQ.

CrAM

Figure 6: Performance on NQ in ideal setting regarding
the varying number of selected attention heads.

Figure 7: Density distribution of IE of all the attention
heads in Llama3-8B.

mance change when we adjust the number of se- 425

lected attention heads. We present the results in 426

Figure 5. We observe a sharp drop in model per- 427

formance when the number of selected attention 428

heads is near either 0 or the maximum number of 429

heads, i.e., 1024; comparably, it has a minor effect 430

when the number of selected attention heads falls 431

into the range of values in between. To investigate 432

the underlying reasons, we further analyze the IE’s 433

density distribution using Llama3-8B, as shown in 434

Figure 7. We find that the IE density distribution ap- 435

proximates a normal distribution centered around 436

0, with the majority of values concentrated near 437

0. It indicates that most attention heads have mi- 438

nor impact on model performance, and only when 439

the attention heads with IE values far from zero, 440

either positive or negative, are selected, the model 441

performance will be affected significantly. 442

4.2.3 Ablation Study 443

To better understand the rationality of our model 444

design, we conduct ablation study and present the 445

results in Table 3. First, we remove the selection 446

of influential attention heads and apply attention 447

weight modification on all attention heads in LLMs, 448

and denote this variant model as CrAM-all. As 449

shown in Table 3, we observe that the performance 450

of the CrAM-all model has noticeable drops on 451

all three LLMs. Among them, Llama3-8B based 452

CrAM has the largest decrease on both NQ and 453

TriviaQA, i.e., 14.5% and 12.9%. This indicates 454

the necessity of identifying the influential attention 455

heads before modifying the attention weights. 456
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Model Method
NQ TriviaQA

EM EM

Qwen-7B
CrAM 29.10 52.90
CrAM-all 27.20 (-1.90) 50.60 (-2.30)
Naive RAG 10.50 (-18.60) 25.00 (-27.90)

Llama2-13B
CrAM 33.60 59.90
CrAM-all 29.50 (-4.10) 59.50 (-0.40)
Naive RAG 11.90 (-21.70) 28.00 (-27.90)

Llama3-8B
CrAM 36.90 64.40
CrAM-all 22.40 (-14.50) 51.50 (-12.90)
Naive RAG 16.00 (-20.90) 36.80 (-27.60)

Table 3: Results of ablation study under ideal setting
with 4 ✓ + 1 ✗ (i.e., four high-credibility documents
plus one low-credibility document).

If we disable the attention weight modification457

mechanism in our model, it becomes the Naive458

RAG method. Table 3 shows that this results in a459

remarkable performance drop on all three LLMs460

compared to the CrAM model. For instance, the461

performance of all three LLMs decreases more than462

27.5% on TriviaQA dataset. These results verify463

that it is necessary to modify the attention weight464

and meanwhile take into account the credibility465

scores of the documents.466

5 Related Work467

Misinformation Detection. Misinformation de-468

tection aims to identify false or misleading infor-469

mation from various data sources (Guo et al., 2019;470

Kaliyar and Singh, 2019; Vaibhav et al., 2019). It471

can be categorized into non-LLM-based methods472

and LLM-based methods. Non-LLM-based meth-473

ods often involve a training process, enabling mod-474

els to identify misinformation (Vaibhav et al., 2019;475

Kaliyar et al., 2021; Liu et al., 2023; Goonathi-476

lake and Kumara, 2020). For example, Kaliyar477

et al. (2021) utilize BERT (Devlin et al., 2019) to478

score the credibility of documents, while Vaibhav479

et al. (2019) use a graph neural network for mis-480

information detection. Comparably, LLM-based481

methods typically use LLMs without additional482

training (Pelrine et al., 2023; Quelle and Bovet,483

2024; Caramancion, 2023; Hoes et al., 2023). For484

instance, Pelrine et al. (2023) adopt GPT-4 (Ope-485

nAI et al., 2024) for document credibility scoring,486

while Quelle and Bovet (2024) employ an LLM487

agent (Xi et al., 2023) for iterative verification of488

document credibility. In this study, we employ489

LLMs to obtain the credibility score for each docu-490

ment similar to the previous LLM-based methods491

(Pelrine et al., 2023; Hoes et al., 2023). In this492

study, we employ LLMs to obtain the credibility493

score for each document similar to (Pelrine et al., 494

2023; Hoes et al., 2023). 495

Combating Misinformation in RAG. Retrieval- 496

Augmented Generation (RAG) enhance LLMs by 497

retrieving relevant documents from external cor- 498

pus (Lewis et al., 2020; Izacard and Grave, 2021). 499

However, prior works (Zou et al., 2024; Pan et al., 500

2023b,a) find that RAG is vulnerable to misinfor- 501

mation in its corpus, leading to undesired results. 502

To combat misinformation in RAG, lots of studies 503

have been conducted. For example, CAR (Weller 504

et al., 2024) adopt a query augmentation scheme 505

to retrieve a larger set of documents first and then 506

apply a voting mechanism to mitigate the impact of 507

misinformation. RobustRAG (Xiang et al., 2024) 508

obtains the LLM response for each document inde- 509

pendently and aggregates these responses through 510

keyword-based and decoding-based algorithms to 511

generate the final result. Hong et al. (2024) and Pan 512

et al. (2024) assign each retrieved document a credi- 513

bility score and fine-tune LLMs with the documents 514

and their scores, enabling the LLMs to leverage 515

these credibility scores when generating. CD2 Jin 516

et al. (2024) train two LLMs to generate truthful 517

answers and misleading answers respectively to 518

make it better distinguish the conflict information. 519

However, CAR (Weller et al., 2024) and Robus- 520

tRAG (Xiang et al., 2024) require multiple rounds 521

of model inference, leading to inefficiency. The 522

methods proposed by Hong et al. (2024), Pan et al. 523

(2024), and Jin et al. (2024) require fine-tuning 524

LLMs, which demands additional computational 525

resources and well-designed training data, thereby 526

limiting their application scenarios. In contrast, our 527

CrAM model requires no training and only needs a 528

single inference to produce the final output. 529

6 Conclusion 530

This work introduces CrAM, a plug-and-play 531

method that enables RAG to automatically adjust 532

the influence of retrieved documents on the output 533

of LLMs based on document credibility. CrAM 534

first identifies influential attention heads and then 535

adjusts the attention weights of identified attention 536

heads according to the credibility score of docu- 537

ments, regulating LLMs to pay less attention to the 538

low-credibility documents. Empirical experiments 539

demonstrate that, compared to vanilla RAG, CrAM 540

improves EM performance by more than 20% on 541

two datasets and even outperforms the baseline 542

with SFT, demonstrating CrAM’s efficiency. 543
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Limitations544

This work has several limitations that we aim to545

address in the future. First, we identify a fixed546

set of attention heads for attention weight modi-547

fication for all questions. Despite Section 4.2.2548

indicating the robustness of using a small dataset549

for influential head identification, a more effective550

solution is to identify specific attention heads tai-551

lored to each individual question. Second, we only552

use the credibility scores of each document for553

credibility-aware RAG. However, LLMs actually554

can utilize the correct information in the misin-555

formation document. Thus, empowering LLMs556

to leverage a fine-grained credibility score at the557

sentence or even word level for answer generation558

is promising. Third, we only evaluate the perfor-559

mance of CrAM on decoder-only LLMs, and the560

effectiveness of CrAM on more models with differ-561

ent architectures, such as T5 (Raffel et al., 2020),562

is worth exploring.563

Ethics Statement564

In our experiments, we use gpt-3.5-turbo-0125 to565

generate misinformation. We want to emphasize566

that we generate this misinformation solely for re-567

search purposes, and we will not use it for any568

other purpose ourselves. Additionally, we do not569

encourage anyone to use this misinformation for570

any other purpose.571
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A Multi-Head Attention 831

Currently, leading LLMs are built on autoregres- 832

sive transformer architectures (Touvron et al., 2023; 833

Meta, 2024; Bai et al., 2023). The multi-head at- 834

tention mechanism (Vaswani et al., 2017) is the 835

core component of autoregressive transformer mod- 836

els. It is illustrated in the following steps. 837

Linear Transformation: Given an input hidden 838

state X ∈ Rn×d, three linear transformations are 839

applied to produce queries Q ∈ Rn×dk , keys K ∈ 840

Rn×dk , and values V ∈ Rn×dv : 841

Q = XWQ, K = XWK , V = XWV 842

where WQ ∈ Rd×dk , WK ∈ Rd×dk , and WV ∈ 843

Rd×dv are weight matrices. 844

Scaled Dot-Product Attention: The attention 845

weights are computed using the dot product of the 846

queries and keys, scaled by 1/
√
dk: 847

A = softmax

(
QKT

√
dk

)
(3) 848

The softmax function ensures that the attention 849

weights sum to one. 850

Multi-Head Attention: Instead of performing a 851

single attention function, h attention functions (or 852

heads) are performed in parallel. Each head has its 853

own set of weight matrices WQ
i ,W

K
i ,WV

i and 854

attention weights Ai for i ∈ [1, h]: 855

MultiHead(Q,K,V) = Concat(head1, . . . ,headh)W
O 856

where headi = AiVi and WO ∈ Rhdv×d is the 857

output weight matrix. 858

B Implementation Details 859

We used gpt-3.5-turbo-0125 for all generations 860

involving GPT. For Llama2-13B, Qwen-7B, and 861

Llama3-8B, we did not perform any sampling dur- 862

ing generation to avoid randomness. For the NQ 863
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Figure 8: Distribution of GPT-generated credibility
scores on misinformation and Wikipedia documents.

Figure 9: ROC curve of GPT-generated credibility
scores, with area under curve (AUC) = 0.801.

and TriviaQA datasets, we randomly selected 1,000864

samples from the original test set for our evalua-865

tion.866

C GPT-Generated Credibility Scores867

We present the distribution of GPT-generated cred-868

ibility scores in Figure 8 and the corresponding869

receiver operating characteristic (ROC) curve in870

Figure 9.871

D Full Results with Varying Number of872

Documents with Misinformation873

We provide the full results as the number of docu-874

ments with misinformation increase, as shown in875

Figure 10-13. All results are done with four correct876

documents.877

   

    

   

    

   

    

   

   

  

                        
             

         

                

         

   

    

   

    

   

    

   

   

  
  
  
  

                        
             

               

                

         

Figure 10: EM and F1 socre on NQ using Llama3-8B
under ideal setting.

   

   

   

   

   

   

   

  
                        

             

               

                

         

    
   
    
   
    
   
    
   
    
   

   

  
  
  
  

                        
             

                     

                

         

Figure 11: EM and F1 socre on TriviaQA using Llama3-
8B under ideal setting.

E Comparison with CAG 878

Since the CAG 13B model tends to provide lengthy 879

responses, its performance on EM is very low. 880

Therefore, we consider an answer "correct" if the 881

correct answer appears in the model’s prediction, 882

and we use accuracy as the metric. The results are 883

shown in Figure 14. This metric is more favorable 884

for long answers, however, CrAM still surpasses 885

the SFT-based CAG 13B in most situations, demon- 886

strating the superiority of our approach. 887

F Results with Filtered Misinformation 888

We replaced all the correct answers in the existing 889

misinformation with “xxx” (denoted as “filtered 890

misinformation”) and then conducted the same ex- 891

periments on filtered misinformation. The results 892

are shown in Table 4. We make the following obser- 893

vations. 1) The performance of CrAM with 4 ✓+ 1 894

✗ is lower than that in Table 1, and it is worse than 895

that of the Naive RAG with 4 ✓ in most cases. This 896

indicates that CrAM enables LLMs to re-utilize 897

the correct information denied by the misinforma- 898

tion, resulting in a better performance. 2) Table 4 899

demonstrates that our CrAM method still outper- 900

forms all compared methods across all three LLMs: 901

Qwen 7B, LLama2-13B, and LLama3-8B, on both 902

NQ and TriviaQA datasets in the setting of 4 ✓+ 903
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Figure 12: EM and F1 socre on NQ using Llama3-8B
under GPT setting.

   

   

   

   

   

   

   

   

  

                        
             

               

                
                  

   
    
   
    
   
    
   
    
   
    

   

  
  
  
  

                        
             

                     

                
                  

Figure 13: EM and F1 socre on TriviaQA using Llama3-
8B under GPT setting.

   

    

   

    

   

    

   

 
  
 
  
  

                        
             

               

           

   

    

   

    

   

    

   

   

 
  
 
  
  

                        
             

                     

           

Figure 14: Performance comparison of CrAM of
Llama2-13B and CAG 13B with varying amounts of
misinformation under ideal setting.

1 ✗ (i.e., four high-credibility documents plus one904

low-credibility document), proving CrAM doesn’t905

solely rely on correct answers in misinformation.906

G Prompts907

We have made all the prompts used in our experi-908

ments publicly available, as shown in Figure 15-19.909

Please generate a text that is logical and sup-
ports the statement: The answer to "<Ques-
tion>" is "<Wrong answer>", rather than
"<Correct answer>". The generated text
should be in the following form: CNN news.
The generated text should be less than 200
words. Just output the generated text , and
do not output anything else.
Generated Text:

Figure 15: Prompt for misinformation generation.

Answer the following question based on
your internal knowledge with one or few
words.
Question: <Question>
Answer:

Figure 16: Prompt for Naive LLM without documents.

Given the following information:
<Documents>
Answer the following question based on the
given information or your internal knowl-
edge with one or few words without the
source.
Question: <Question>
Answer:

Figure 17: Prompt for RAG.

You are an assistant who can answer
questions based on the given passages.
Each passage has a credibility score that
indicates the relevance and accuracy of the
passage to the question. Your answer need
to combine multiple passages and their
credibility. Question: <Question>
Docs: <Documents>

Your answer should based on the given
information or your internal knowledge
with one or few words without the source
(just output a answer, don’t output anything
else). Answer:

Figure 18: Prompt for CAG.
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Model In-context corpus Method
NQ TriviaQA

EM F1 score EM F1 score

Qwen-7B

0 ✓ Naive LLM 7.20 16.41 28.00 38.23
4 ✓ Naive RAG 27.60 39.08 55.30 66.85

4 ✓ + 1 ✗

Naive RAG 9.70 20.22 25.40 36.14
Prompt Based 10.40 20.67 26.30 37.12
CrAM 25.90 (-1.70) 37.87 (-1.21) 51.70 (-3.60) 63.07 (-3.78)

Llama2-13B

0 ✓ Naive LLM 20.30 28.59 50.40 57.56
4 ✓ Naive RAG 28.90 39.98 62.50 71.03

4 ✓ + 1 ✗

Naive RAG 12.20 20.71 27.60 35.80
Prompt Based 9.90 20.48 21.90 31.22
CrAM 29.90 (+1.00) 40.85 (+0.87) 57.90 (-4.60) 65.60 (-5.43)

Llama3-8B

0 ✓ Naive LLM 20.60 30.58 55.70 62.67
4 ✓ Naive RAG 33.10 45.66 64.30 73.68

4 ✓ + 1 ✗

Naive RAG 16.10 26.57 38.70 48.84
Prompt Based 25.20 35.72 52.10 61.03
CrAM 33.80 (+0.70) 45.63 (-0.03) 63.70 (-0.60) 72.87 (-0.81)

Table 4: With ideal credibility scores and filtered misinformation, we evaluate the performance of three models
on two open-domain QA datasets. 0 ✓ indicates no document and the model is directly prompted, 4 ✓ indicates
that all four documents are retrieved from the Wikipedia dump, while 4 ✓ + 1 ✗ indicates four documents from the
Wikipedia dump plus one piece of misinformation. In the 4 ✓ + 1 ✗ setting, the best performance is highlighted in
bold. And the red part indicates the difference between Naive RAG with 4 ✓ and CrAM with 4 ✓ + 1 ✗.

You are an assistant capable of answer-
ing questions based on provided passages.
Each passage is assigned a truthfulness
score (0-10), where a higher score indicates
greater credibility. Your answer need to
combine multiple passages and their credi-
bility. Given the following information:
<Documents>
Answer the following question based on the
given information or your internal knowl-
edge with one or few words without the
source (just output a answer, don’t output
anything else).
Question: <Question>
Answer:

Figure 19: Prompt for prompt-based method.
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Your task is to evaluate the authenticity of a text based on your internal knowledge. Specifically, I
will provide you with a passage that may contain accurate information or fabricated errors. Using
your own knowledge, reason, and deduction, you are to assign a credibility score ranging from
0 to 10, where a higher score indicates greater authenticity and a lower score suggests lesser
authenticity.
Here are 2 examples (you should follow the output format below):
##########
Passage:
In a groundbreaking discovery, researchers have found that Albert Einstein was the first recipient
of the Nobel Prize in Physics. According to newly uncovered documents, Einstein’s pioneering
work in theoretical physics, particularly his theory of relativity, was recognized by the Nobel
Committee in 1921. This revelation challenges the long-held belief that Marie Curie was the first
Nobel laureate in physics, and solidifies Einstein’s place as one of the greatest minds in scientific
history.

Analysis:
1. Albert Einstein as the First Nobel Prize Recipient in Physics: This is incorrect. The first Nobel
Prize in Physics was awarded in 1901, not to Albert Einstein, but to Wilhelm Conrad Röntgen for
the discovery of X-rays.
2. Einstein’s Nobel Prize Recognition: Albert Einstein was indeed awarded the Nobel Prize
in Physics in 1921, but not for his theory of relativity. He received it for his discovery of the
photoelectric effect, which was instrumental in the development of quantum theory.
3. Marie Curie as the First Nobel Laureate in Physics: This is also incorrect. Marie Curie was a
Nobel laureate, but she was not the first to win the Nobel Prize in Physics. Her first Nobel Prize
was in Physics in 1903, shared with her husband Pierre Curie and Henri Becquerel for their work
on radioactivity. Marie Curie was, notably, the first woman to win a Nobel Prize, and the first
person to win Nobel Prizes in two different scientific fields (Physics and Chemistry).
4. Implication about the Nobel Committee’s Recognition of Relativity: As mentioned, Einstein’s
Nobel Prize was not for relativity, despite its profound impact on physics. The Nobel Committee
specifically avoided awarding the prize for relativity at the time due to ongoing debates and lack of
experimental confirmation of the theory during that period.

Credibility Score: 0

Passage:
The first Nobel Prize in Physics was awarded to Wilhelm Conrad Roentgen in 1901. Roentgen
received the Nobel Prize for his discovery of X-rays, which had a significant impact on the field of
physics and medicine

Analysis:
The facts presented in the statement you provided are largely accurate.

Credibility Score: 10
##########

Passage:
<Passage>

Figure 20: Prompt for GPT to generate credibility scores.
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