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Abstract

Mental health disorders affect a significant por-001
tion of the global population, with diagnoses002
primarily conducted through Mental State Ex-003
aminations (MSEs). MSEs serve as structured004
assessments to evaluate behavioral and cogni-005
tive functioning across various domains, aiding006
mental health professionals in diagnosis and007
treatment monitoring. However, in developing008
countries, access to mental health support is009
limited, leading to an overwhelming demand010
for mental health professionals. Resident doc-011
tors often conduct initial patient assessments012
and create summaries for senior doctors, but013
their availability is constrained, resulting in ex-014
tended patient wait times.015

This study addresses the challenge of generat-016
ing concise summaries from MSEs through the017
evaluation of various language models. Given018
the scarcity of relevant mental health conversa-019
tion datasets, we developed a 12-item descrip-020
tive MSE questionnaire and collected responses021
from 405 participants, resulting in 9720 utter-022
ances covering diverse mental health aspects.023
Subsequently, we assessed the performance024
of five well-known pre-trained summarization025
models, both with and without fine-tuning, for026
summarizing MSEs. Our comprehensive evalu-027
ation, leveraging metrics such as ROUGE, Sum-028
maC, and human evaluation, demonstrates that029
language models can generate automated co-030
herent MSE summaries for doctors. With this031
paper, we release our collected conversational032
dataset and trained models publicly for the men-033
tal health research community.034

1 Introduction035

Mental health disorders are prevalent worldwide.036

A recent study shows that one in every eight people037

suffers from some mental health disorder (WHO,038

2022). Usually, mental health disorders are diag-039

nosed in clinical settings with Mental State Exami-040

nation (MSE). An MSE is a structured assessment041

of the behavioral and cognitive functioning of an042

individual suffering from a mental health disorder 043

(Martin, 1990; Voss et al., 2019). It aids in compre- 044

hending psychological functioning across multiple 045

domains, including mood, thoughts, perception, 046

cognition, etc. Mental health professionals (i.e., 047

psychiatrists and psychologists) utilize MSEs at 048

different treatment stages (prior, during, or after) to 049

grasp the onset of mental health disorders, assess 050

the effectiveness of therapy sessions, and evaluate 051

the progress of treatment. 052

In developing countries, mental health support is 053

limited, with only a few mental health profession- 054

als available for a large number of patients (Ma- 055

jumdar, 2022; Rojas et al., 2019; Saraceno et al., 056

2007). Resident (junior) doctors, supervised by 057

senior doctors, are commonly employed to manage 058

the demand. The primary responsibility of such 059

junior doctors is to conduct initial patient assess- 060

ments through structured MSEs and create concise 061

summaries of issues and symptoms for senior doc- 062

tors. Reviewing these summaries reduces evalua- 063

tion time for senior doctors, allowing them more 064

time to focus on treatment planning. 065

Developing an automated system for initial as- 066

sessment and summary generation would be pivotal 067

in simulating an Artificial intelligence (AI)-driven 068

junior doctor. The system would conduct MSEs 069

and generate concise summaries of the MSE for 070

the attending senior doctor (Jain et al., 2022). The 071

automated system will consist of two main parts: 072

(i) a user interface for gathering user responses to 073

MSE questions and (ii) an AI module for summa- 074

rizing those responses. This study focuses on the 075

latter by evaluating various language models to de- 076

termine their effectiveness in generating concise 077

summaries from MSEs. Summarizing accurately 078

and concisely using pre-trained language models is 079

challenging due to a lack of relevant mental health 080

conversation datasets (Qiu et al., 2023) and the sig- 081

nificant shift in content from non-mental to mental 082

health topics. To tackle these challenges, we first 083
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developed a 12-item descriptive MSE and collected084

data by conducting MSEs with 405 participants.085

Collecting responses on a 12-item questionnaire086

was the most challenging step in our study, as it087

took around 20-25 minutes to respond to the ques-088

tions for each participant. The unique design of089

the questionnaire, capturing diverse aspects such090

as mood, social life, family dynamics, etc, makes091

the collected dataset valuable for the research com-092

munity to answer a range of mental health research093

questions. Next, using our dataset, we assessed094

the performance of five well-known pre-trained095

language models with and without fine-tuning for096

summarizing MSEs. The selected language models097

are known for their state-of-the-art performance098

for text summarization. Our comprehensive eval-099

uation, based on metrics such as ROUGE scores,100

SummaC score, and human evaluation, indicates101

that fine-tuning pre-trained language models, even102

with limited training data, improves the generation103

of accurate and coherent summaries. Notably, the104

best fine-tuned models outperform existing base-105

line language models, achieving ROUGE-1 and106

ROUGE-L scores of 0.829 and 0.790, respectively.107

2 Related Works108

2.1 Dialogue summarization109

Models like BART (Lewis et al., 2020) and GPT-110

3 (Radford et al., 2018), with their vast number of111

parameters, demonstrate exceptional performance112

across various general-purpose tasks. However,113

their training primarily relies on knowledge-based114

resources such as books, web documents, and aca-115

demic papers. Nonetheless, they often require addi-116

tional domain-specific conversation/dialogue data117

to understand dialogues better. The lack of pub-118

licly available appropriate data sets creates a chal-119

lenge for generating abstractive summaries. To120

overcome this challenge, Samsung research team121

(Gliwa et al., 2019) made their dataset publicly122

available. Furthermore, (Zhong et al., 2022) in-123

troduced a pre-training framework for understand-124

ing and summarizing long dialogues. Recently125

introduced PEGASUS (Zhang et al., 2020), an in-126

novative summarization framework founded upon127

a transformer-based encoder-decoder architecture,128

represents the latest frontier in this evolving land-129

scape. Similarly, (Yun et al., 2023) enhanced130

routine functions for customer service represen-131

tatives by employing a fine-tuning method for dia-132

logue summarization. However, medical dialogues133

present unique challenges due to the inclusion of 134

critical information such as medical history, the 135

context of the doctor, and the severity of patient 136

responses, necessitating specialized approaches be- 137

yond those employed in typical dialogue process- 138

ing. 139

2.2 Medical dialogue summarization 140

Recent advancements in automatic medical dia- 141

logue summarization have propelled the field for- 142

ward significantly. Notably, both LSTM and trans- 143

former models have demonstrated the capability 144

to generate concise summaries from doctor-patient 145

conversations (Krishna et al., 2021; Srivastava et al., 146

2022; Song et al., 2024). For example, (Song et al., 147

2024) generated summaries from social media time- 148

line and (Srivastava et al., 2022) generated sum- 149

maries from counseling sessions. Furthermore, pre- 150

trained transformer models have been leveraged 151

to summarize such conversations from transcripts 152

directly (Zhang et al., 2021; Michalopoulos et al., 153

2022; Enarvi et al., 2020). 154

In addition, the hierarchical encoder-tagger 155

model has emerged as a promising approach, pro- 156

ducing summaries by identifying and extracting 157

meaningful utterances, mainly focusing on problem 158

statements and treatment recommendations (Song 159

et al., 2020). However, it is important to note that 160

these models are typically trained on brief, general 161

physician-patient conversations. In contrast, con- 162

versations in the psychological domain tend to be 163

longer, with more detailed patient responses. Un- 164

derstanding the nuances of behavior and thinking 165

patterns becomes crucial for accurate disease iden- 166

tification in such contexts. (Yao et al., 2022) ad- 167

dressed this challenge by fine-tuning a pre-trained 168

language model to generate symptom summaries 169

from psychiatrist-patient conversations on a Chi- 170

nese dataset. 171

To enhance the applicability of language models 172

in the mental health domain, (Yang et al., 2023) cu- 173

rated an extensive mental health dataset from social 174

media to train MentaLLaMA. Similarly, (Ji et al., 175

2021) utilized various datasets focused on depres- 176

sion, anxiety, and suicidal ideation from diverse 177

social media platforms to train models like Mental- 178

BERT and MentalRoBERTa. However, it is worth 179

noting that fine-tuning or deploying such models 180

on low-computational machines poses challenges. 181

Techniques such as model pruning or quantization 182

can be employed to reduce the model size. How- 183
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Figure 1: Methodology flowchart

ever, these methods may introduce compatibility184

issues with hardware accelerators or deployment185

platforms (Kuzmin et al., 2024; Dery et al., 2024).186

Additionally, they may compromise the model’s187

efficiency, potentially impacting its performance.188

Several benchmarks have been established to189

assess the quality of generated summaries based190

on various criteria (Joseph et al., 2024; Cai et al.,191

2023). However, current summarization models192

producing factually inconsistent summaries are un-193

suitable for real-world applications (Zablotskaia194

et al., 2023; Chen et al., 2023). Hallucination, in195

particular, is a significant issue with current mod-196

els (Zablotskaia et al., 2023). Although efforts have197

been made to improve consistency, such as those by198

(Zablotskaia et al., 2023), these approaches cannot199

completely guarantee the absence of hallucination.200

Therefore, achieving a balance between quality,201

simplicity, and factuality in generated summaries202

remains a challenge (Joseph et al., 2024; Dixit et al.,203

2023; Feng et al., 2023).204

3 Methodology205

Figure 1 provides a high-level overview of the206

methodology. Following is a detailed description207

of the methodology sub-components.208

3.1 MSE questionnaire design209

We identified the absence of a standardized MSE210

questionnaire after reviewing existing options. So,211

we created a preliminary version tailored to stu-212

dents, encompassing key components like social-213

ness, mood, attention, memory, frustration toler-214

ance, and social support. This process yielded an215

18-item questionnaire. Subsequently, we sought216

the expertise of clinical psychiatrists to refine the217

questionnaire further. Their valuable insights were218

instrumental in vetting the relevance, resulting in a219

finalized version of the MSE comprising 12 ques-220

tions. Table A.1 in the appendix lists the final MSE.221

Moreover, the questionnaire validation is discussed222

# Age Home Residence
(µ, σ) (urban, rural)

All 405 (21.48, 3.59) (289, 116)
Male 271 (21.17, 3.54) (189, 82)

Female 134 (22.13, 3.62) (100, 34)

Table 1: Participants Demographics

in A.1.1 with the average ratings shown in Table 223

A.2 in the appendix. 224

3.2 Data collection 225

We obtained the study approval from our institute’s 226

ethics committee. Institute students, regardless of 227

their mental health status, were invited to fill out 228

a Google Form indicating their preferred date and 229

time for the study participation. They then received 230

an email from a research assistant (RA) confirming 231

their attendance at the venue. Upon arrival, partici- 232

pants received a participant information sheet and 233

an informed consent form. After signing the con- 234

sent form, they completed the MSE questionnaire, 235

which took 20-25 minutes on average. A total of 236

405 participants (271 males and 134 females) par- 237

ticipated over 120 days. Participant demographics 238

are in Table 1. We publicly release the dataset with 239

this paper (Anom. authors, 2024). After complet- 240

ing the study, participants were provided snacks to 241

acknowledge their valuable time. 242

3.3 Dialogue representation 243

We developed a Python script to transform partic- 244

ipants’ MSE questionnaire responses into simu- 245

lated doctor-patient conversations to replicate real- 246

world conversations. This process generated 405 247

doctor-patient conversation sessions, with 4860 (= 248

12 responses x 405 participants) utterances from 249

participants and an equal number from doctors, to- 250

taling 9720 utterances. An anonymized excerpt of 251

such a conversation for one participant is presented 252

in Table A.3 in the appendix. Figure A.1 in the 253

appendix shows the average length of utterances 254

for each of the 12 questions. The average length 255

of the dialogue conversation with and without the 256

questionnaire is 3591 and 1987 characters. 257

3.4 Reference human summaries 258

To facilitate the training of supervised deep- 259

learning models for summarizing doctor-patient 260

conversations, reference summaries are required. 261

Such summaries should encompass essential infor- 262

mation, context, and insights of collected MSEs. 263
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Due to the lack of standardized guidelines for cre-264

ating such summaries and the subjective nature265

of human-generated summaries influenced by per-266

sonal perception, we developed a structured sum-267

mary template similar to (Can et al., 2023). Fur-268

thermore, given the structured nature of the MSE269

questions, the template was well-suited for summa-270

rization purposes. The summary template under-271

went thorough scrutiny through a rigorous review272

process involving feedback from three independent273

reviewers (i.e., graduate researchers). Subsequent274

revisions were made based on their input, ensuring275

the summary effectively captured key information276

while maintaining conciseness, clarity, and correct-277

ness. After multiple iterations, the final version278

of the summary template was approved for use279

by a psychiatrist, leveraging their domain-specific280

knowledge. The template utilized to generate the281

reference summaries can be found in A.3 in the282

appendix. The generated reference summary was283

further evaluated independently by five reviewers,284

as discussed in A.3.1 in the appendix.285

3.5 Training286

To efficiently summarize MSE, we utilized lan-287

guage models designed for summarization. Our288

dataset comprises simulated doctor-patient dia-289

logues and human-generated reference summaries,290

making it suitable for supervised learning meth-291

ods. Rather than creating new language models292

specifically for our task, we opted to fine-tune293

existing summarization models, aligning with re-294

cent research trends in summarization (Tang295

et al., 2023; Mathur et al., 2023; Milintsevich and296

Agarwal, 2023; Feng et al., 2023). We employed297

five models: BART-base, BART-large-CNN, T5-298

large, BART-large-xsum-samsum, and Pegasus-299

large (Lewis et al., 2020; Raffel et al., 2020; Gliwa300

et al., 2019; Zhang et al., 2020). These pre-trained301

model’s weights were obtained from the Hugging302

Face library and then fine-tuned on our dataset.303

Despite the significant progress in language mod-304

els, training and fine-tuning them remains compu-305

tationally intensive. Additionally, these models re-306

quire high-performance computational resources to307

function effectively even after fine-tuning. Hence,308

we avoided using large language models such as309

Mistral, MentaLLaMA, and MentalBERT, which310

have billions of parameters (Jiang et al., 2023; Yang311

et al., 2023; Ji et al., 2022). Their computational312

demands make them impractical for real-world ap-313

plications, where systems typically have limited 314

processing power and memory (around 16-32 GB 315

of RAM). Our results demonstrate that billion- 316

parameter models are unnecessary for our summa- 317

rization task. Furthermore, considering the ethical 318

and privacy concerns inherent in mental health care, 319

we refrained from using online models like GPT- 320

4. Instead, we prioritized offline-capable language 321

models that can operate on standard home systems. 322

Following is a brief description of the mentioned 323

language models. 324

• BART base model (Lewis et al., 2020): It is a 325

transformer encoder-decoder model featuring a 326

bidirectional encoder and an autoregressive de- 327

coder. It demonstrates superior efficacy when 328

fine-tuned for text-generation tasks such as sum- 329

marization and translation (Huang et al., 2020). 330

In our evaluation, we utilized the BART base 331

model from Hugging Face1, comprising 139 mil- 332

lion parameters. 333

• BART-large-CNN model: It is a fine-tuned 334

model of BART-base with the CNN Daily Mail 335

dataset (Hermann et al., 2015). It is tailored for 336

text summarization, leveraging a dataset contain- 337

ing a vast collection of articles, each accompa- 338

nied by its summary. Given that the primary 339

objective of BART-large-CNN is text summariza- 340

tion, we used it’s Hugging Face2 implementation, 341

which has 406 million parameters. 342

• T5 large: The “T5 Large for medical text sum- 343

marization” model is a tailored version of the 344

T5 transformer model (Raffel et al., 2020), fine- 345

tuned to excel in summarizing medical text. It is 346

fine-tuned on the dataset, encompassing a vari- 347

ety of medical documents, clinical studies, and 348

healthcare research materials supplemented by 349

human-generated summaries. Given that the 350

model is designed for medical summarization 351

tasks, we found it appropriate for fine-tuning on 352

our psychological conversations. We used the 353

model from Hugging Face3, which encompasses 354

60.5 million parameters. 355

• BART-large-xsum-samsum model (Gliwa et al., 356

2019): It is trained on the Samsum corpus dataset, 357

comprising 16,369 conversations along with their 358

1https://huggingface.co/facebook/bart-base
2https://huggingface.co/facebook/

bart-large-cnn
3https://huggingface.co/Falconsai/medical_

summarization
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respective summaries. Given that this model is359

explicitly trained on conversation data, it was360

deemed suitable for our task. We utilized the361

pre-trained model from Hugging Face4, which362

contains 406 million parameters.363

• Pegasus-large (Zhang et al., 2020): It is a364

sequence-to-sequence model with an architecture365

similar to BART. However, it is pre-trained using366

two self-supervised objective functions: Masked367

Language Modeling & a unique summarization-368

specific pre-training objective known as Gap Sen-369

tence Generation. We selected it because our in-370

put summary template also contains gaps, & we371

wanted to assess its effectiveness in filling gaps372

while generating summaries. For this study, we373

used the pre-trained Pegasus large model with374

568 million parameters from Hugging Face5.375

4 Experiments376

We adopted the well-known ROUGE (Recall-377

Oriented Understudy for Gisting Evaluation) met-378

ric (Lin, 2004) as the primary evaluation criterion,379

in line with recent literature (Krishna et al., 2021;380

Zhang et al., 2021; Michalopoulos et al., 2022).381

The metric compares the automated summary gen-382

erated from the trained model with the reference383

summary. However, ROUGE scores have limita-384

tions, particularly in capturing factual consistency385

with the input text. Summary inconsistencies can386

range from inversions (e.g., negation) to incorrect387

usage of entities (e.g., subject-object swapping)388

or even hallucinations (e.g., introducing entities389

not present in the original document) (Laban et al.,390

2022). Recent studies have shown that even state391

of the art pre-trained language models can pro-392

duce inconsistent summaries in over 70% of spe-393

cific scenarios (Pagnoni et al., 2021). Hence, we394

also assessed the SummaC (Summary Consistency)395

score (Laban et al., 2022) alongside ROUGE.396

SummaC is focused on evaluating factual consis-397

tency in summarization. It detects inconsistencies398

by splitting the reference and generated summaries399

into sentences and computing the entailment prob-400

abilities on all sentence pairs, where the premise is401

a reference summary sentence and the hypothesis402

is a generated summary sentence. It aggregates the403

SummaC scores for all pairs by training a convolu-404

tional neural network to aggregate the scores (La-405

4https://huggingface.co/lidiya/
bart-large-xsum-samsum

5https://huggingface.co/google/pegasus-large

ban et al., 2022). We use the publicly available 406

implementation6 for computing SummaC. 407

While these metrics excel at syntactical textual 408

similarities, they fail to capture semantic similari- 409

ties between two summaries. However, to address 410

the limitation of the metric in terms of semantic 411

analysis, we did qualitative analysis using ratings 412

from clinical and non-clinical annotators to check 413

the semantic similarities between reference and 414

model-generated summaries. Additionally, we em- 415

ployed Large Language Models (LLMs) to evaluate 416

the generated summaries. 417

The dataset comprising 405 conversations was 418

divided into 270 for training, 68 for validation, and 419

67 for testing. The Appendix A.4 lists the training 420

settings, including hyperparameter settings utilized 421

during model training. 422

4.1 Quantitative evaluation 423

The average ROUGE values (ROUGE-1, ROUGE- 424

2, ROUGE-L, and SummaC) for the generated test 425

set summaries with different models without and 426

with fine-tuning are shown in Table 2. The values 427

were computed by comparing the model generated 428

and human reference summaries. 429

The table shows that the BART-large-xsum- 430

samsum model, without fine-tuning, attains the 431

highest ROUGE across all mentioned ROUGE 432

metrics (ROUGE-1, ROUGE-2, ROUGE-L), but 433

the BART-base model achieves the highest Sum- 434

maC. The low ROUGE and SummaC indicate that 435

these models are not suitable for direct application 436

in summarizing mental health conversation data. 437

Moreover, after analyzing the output summaries 438

generated by these models, we found that the pre- 439

trained weights of these models tended to produce 440

incomplete summaries, although they were able 441

to capture smaller contexts of the conversation, as 442

shown in Table A.4 in the Appendix. 443

Following fine-tuning with our dataset, Pegasus- 444

large achieved the highest ROUGE metric scores of 445

0.829, 0.710, and 0.790 for ROUGE-1, ROUGE-2, 446

and ROUGE-L, respectively. BART-large-xsum- 447

samsum gives the highest SummaC score but per- 448

forms poorly in the ROUGE score. 449

Conclusion: Based on the ROUGE and SummaC 450

results, the fine-tuned Pegasus-large and BART- 451

large-CNN emerged as the best-performing mod- 452

els. Consequently, we utilized the summary gener- 453

ated by both BART-large-CNN and Pegasus-large 454

6https://github.com/tingofurro/summac
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Models Epochs(#) ROUGE-1 ROUGE-2 ROUGE-L SummaC

Without tuning

BART-base - 0.212 0.050 0.107 0.315
BART-large-CNN - 0.189 0.028 0.123 0.215
T5 large - 0.247 0.049 0.135 0.212
BART-large-xsum-samsum - 0.325 0.117 0.232 0.257
Pegasus-large - 0.240 0.033 0.133 0.219

With tuning

BART-base 25 0.806 0.686 0.758 0.643
BART-large-CNN 25 0.815 0.693 0.774 0.714
T5 large 100 0.752 0.617 0.697 0.545
BART-large-xsum-samsum 25 0.804 0.691 0.764 0.724
Pegasus-large 50 0.829 0.710 0.790 0.699

Table 2: ROUGE and SummaC values of the model generated summaries without and with fine-tuning. Reported
values represent the average values over the test set summaries of 67 doctor-patient conversations. Higher values
for both ROUGE and SummaC indicate better summaries.

models for further assessments in the subsequent455

evaluation sections. The BART-large-CNN model456

checkpoint at 25th epoch and Pegasus-large model457

checkpoint at 50th epoch along with a sample con-458

versation from our dataset can be found at this7459

anonymous Google Drive link.460

4.2 Qualitative human evaluation461

To evaluate the semantic effectiveness of the gener-462

ated summaries, we conducted a qualitative analy-463

sis wherein we provided both the raw conversations464

(i.e., 11 raw conversations) and the generated sum-465

maries (both Pegasus-large & BART-large-CNN)466

to evaluators. This analysis aimed to address two467

questions: (i) How effectively did the models cre-468

ate summaries that were complete, fluent, & free469

of hallucinations and contradictions? This aspect470

is referred to as coarse-grained human evaluation,471

focusing on overall quality. (ii) How effectively472

did the models capture the factual information pre-473

sented in the conversations? This aspect is termed474

fine-grained human evaluation, as it delves into var-475

ious aspects in detail. By categorizing our analysis476

into coarse-grained and fine-grained, we captured477

both the overarching quality and nuanced factual478

consistency of the generated summaries.479

To conduct this assessment, we employed a ran-480

domization algorithm to select 11 test conversa-481

tions, which represented 16% of our test dataset.482

These conversations were paired with their corre-483

sponding summaries generated by both the models.484

Subsequently, we thoroughly examined these pairs485

to evaluate their effectiveness.486

7https://drive.google.com/drive/folders/
1QbpQZ0BQPSCTL35f4UWTyMjywB48Q_OL?usp=sharing

4.2.1 Coarse-grained human evaluation 487

We conducted a qualitative analysis with the as- 488

sistance of two clinicians (psychiatrists) and ten 489

non-clinicians (graduate students not part of the 490

study). The selected conversations, along with the 491

summaries generated by Pegasus-large and BART- 492

large-CNN, were provided to the reviewers. No- 493

tably, the reviewers were unaware of which models 494

generated the summaries during the evaluation. Re- 495

viewers were instructed to assess summaries on a 496

5-point scale based on several evaluation parame- 497

ters. The parameters selected following a brief lit- 498

erature survey (Zhang et al., 2021; Yao et al., 2022) 499

are: (i) Completeness: Does the summary cover all 500

relevant aspects of the conversation?, (ii) Fluency: 501

Is the summary well structured, free from awkward 502

phrases, and grammatically correct?, (iii) Halluci- 503

nation: Does the summary contain any extra infor- 504

mation that was not presented by the patient?, (iv) 505

Contradiction: Does the summary contradict with 506

the information provided by the patient? 507

Findings: Table 3 presents the average scores from 508

clinicians, non-clinicians, and a combined evalua- 509

tion for all four parameters used to assess the gener- 510

ated summaries from the best-performing models, 511

Pegasus-large and BART-large-CNN, on the test 512

data. The differences in quality between the sum- 513

maries generated by these models are negligible, 514

suggesting that both models produce summaries 515

that are as readable as those created by humans. 516

However, on average, Pegasus-large outperformed 517

BART-large-CNN across all human evaluation pa- 518

rameters. Surprisingly, both models exhibited min- 519

imal instances of hallucination, which is a common 520

issue in language models. Additionally, we noted a 521

slightly higher occurrence of contradictions com- 522

pared to hallucinations, albeit at a minimal level 523
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on the Likert scale rating of 5. Furthermore, we524

observed a slight discrepancy between the evalua-525

tions from clinicians and non-clinicians, suggesting526

that clinicians may prefer summaries with more de-527

tailed psychological information.528

Inter-rater agreement: Inter-rater agreement, also529

known as inter-rater reliability or inter-observer530

agreement, refers to the level of agreement between531

two or more raters or observers when assessing the532

same data. It is often measured using statistical533

measures such as Cohen’s kappa (normally ranges534

0 to 1) (McHugh, 2012). A value of 0 indicates no535

agreement, & 1 indicates complete agreement.536

We computed Cohen’s Kappa separately for two537

clinical reviewers and ten non-clinical reviewers538

for the summaries generated by the best models.539

Our clinical reviewers achieved Cohen’s Kappa co-540

efficients of 0.25 and 0.19 for Pegasus-large and541

BART-large-CNN, respectively, indicating moder-542

ate agreement. Among non-clinical reviewers, the543

average Cohen’s Kappa coefficients were 0.43 and544

0.45 for Pegasus-large and BART-large-CNN, re-545

spectively, which is higher compared to clinicians.546

Table A.5 displays the Cohen’s Kappa coefficients547

among clinicians, while Table A.6 in the appendix548

presents the Cohen’s Kappa coefficients among549

non-clinical reviewers.550

4.2.2 Fine-grained human evaluation551

To assess the factual consistency of the summaries,552

we engaged 10 graduate students who had pre-553

viously participated in the coarse-grained human554

evaluation. These reviewers were provided with555

the conversation transcripts, model-generated sum-556

maries, and a questionnaire. The questionnaire557

consisted of two questions for each of eight pa-558

rameters: gender, mood, social life, academic pres-559

sure, concentration ability, difficulty with memory,560

strategies to feel better, and mental disorders. Re-561

viewers were asked to respond with either “Yes” or562

“No” to the following questions for each parameter:563

(a) Does the summary capture the <parameter> of564

the input patient/participant conversation? (b) Is565

the summary data consistent with the provided con-566

versation? Each evaluator had to answer 16 items567

on the questionnaire, providing a binary assessment568

for each parameter.569

Findings: Figure A.2 shows the percentage of the570

parameters captured by our best-fine-tuned models571

on 11 test samples. The comprehensive analysis572

reveals that Pegasus-generated summaries captured573

parameters 92.8% of the time, slightly surpassing574

BART-large-CNN’s coverage at 91.7%. However, 575

when analyzed by questionnaire sections (i.e., (a) 576

and (b) as defined above), Pegasus-generated sum- 577

maries (see Figure A.2a and A.2c in the appendix) 578

show even higher accuracy, aligning with the con- 579

versation 98.4% and 87.2% of the time, respec- 580

tively. Similarly, BART-generated summaries (see 581

Figure A.2b & A.2d) show an accuracy of 96.9% 582

and 86.5% for (a) and (b) questions, respectively. 583

These results indicate a high level of accuracy 584

achieved by both models, with Pegasus-generated 585

summaries outperforming BART-large-CNN. 586

4.3 LLM based evaluation 587

In recent years, there has been an increasing re- 588

liance on large language models like ChatGPT for 589

evaluation purposes alongside human evaluators 590

(Wu et al., 2023; Li et al., 2024) due to their scal- 591

ability. However, owing to the sensitivity and pri- 592

vacy concerns surrounding mental health data and 593

in alignment with human evaluation practices, we 594

restricted our evaluation to only the 11 test data 595

points, mirroring human evaluation processes. To 596

accomplish this, we employed prompt engineering 597

techniques (prompt is given in Appendix A.6), in- 598

structing ChatGPT 3.58 and Claude9 to emulate in- 599

dividuals proficient in the English language. Then, 600

these large large language models were tasked to 601

rate the summaries generated by Pegasus-large and 602

BART-large-CNN based on original conversation 603

data and to verify the factual consistency of the 604

summaries. We opted for the free versions of Chat- 605

GPT and Claude for this purpose. 606

Table 3 displays the average ratings acquired 607

for completeness, fluency, hallucination, and con- 608

tradiction in the summaries generated by Pegasus- 609

large and BART-large-CNN. Meanwhile, Figures 610

A.3 illustrate the percentage of parameters (gender, 611

mood, social life, academic pressure, concentra- 612

tion ability, difficulty with memory, strategies to 613

feel better, and mental disorders) captured by these 614

models. According to the evaluation based on large 615

language models, Pegasus-generated summaries 616

captured parameters 85% of the time, compared 617

to BART-large-CNN’s 83%. This suggests that 618

our fine-tuned model can generate summaries with 619

moderately good evaluation parameters and a high 620

percentage of parameters stated in the psychologi- 621

cal conversation. 622

8https://chat.openai.com/
9https://claude.ai/chats
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Reviewer Fine-tuned model Completeness Fluency Hallucination Contradiction
summary (µ, σ) (µ, σ) (µ, σ) (µ, σ)

Clinician + non-clinician Pegasus-large (4.56, 0.69) (4.53, 0.67) (1.37, 0.59) (1.65, 0.82)
combined BART-large-CNN (4.39, 0.67) (4.45, 0.64) (1.23, 0.47) (1.60, 0.63)

Only non-clinicians Pegasus-large (4.65, 0.58) (4.60, 0.56) (1.35, 0.58) (1.65, 0.83)
BART-large-CNN (4.44, 0.59) (4.47, 0.58) (1.23, 0.48) (1.60, 0.63)

Only Clinicians Pegasus-large (4.13, 0.99) (4.18, 1.00) (1.45, 0.67) (1.59, 0.73)
BART-large-CNN (4.13, 0.94) (4.36, 0.90) (1.22, 0.42) (1.63, 0.65)

LLMs Pegasus-large (4.63, 0.49) (4.27, 0.76) (1.40, 0.66) (1.54, 0.91)
BART-large-CNN (4.40, 0.73) (4.31, 0.64) (1.81, 1.00) (1.68, 0.77)

Table 3: Human (clinician, non-clinician) and LLM evaluation scores on five parameters (i.e., Completeness,
Fluency, Hallucination, Contradiction). For Completeness and Fluency, a rating closer to 5 indicates the best,
whereas for Hallucination and Contradiction, a rating closer to 1 is preferable.

5 Generalization623

To assess the generalizability of our two best fine-624

tuned models, we utilized the publicly available625

D4 dataset released by (Yao et al., 2022) and626

Emotional-Support-Conversation (ESC) dataset by627

Liu et al. (Liu et al., 2021). Both D4 and ESC628

data include a psychological conversation between629

a psychologist and a patient. We used five inde-630

pendent non-clinical reviewers (not part of our631

dataset summary evaluation) to rate the generated632

summaries of ten randomly selected conversations633

from the D4 and ESC. The parameters utilized for634

evaluating the generated summaries included com-635

pleteness, fluency, hallucination, and contradiction,636

discussed previously in Section 4.2.637

Upon reviewing the reviewers’ ratings, we found638

that the fine-tuned BART-large-CNN model’s sum-639

mary scored well in all parameters, as shown in640

Table A.8. However, the performance of the fine-641

tuned Pegasus-large model’s generated summary642

was notably poor, suggesting that our fine-tuned643

Pegasus-large model cannot be generalized. Ta-644

ble A.7 and A.9 in the appendix presents dialogue645

conversations taken from (Yao et al., 2022) and646

(Liu et al., 2021), respectively, alongside the cor-647

responding summaries generated by the fine-tuned648

Pegasus-large and BART-large-CNN models.649

Key finding: While we noticed similar performance650

between BART-large-CNN and Pegasus-large on651

our dataset, there was a distinction in the case of652

these unseen data: Pegasus-large exhibited poor653

performance when applied to unseen data, whereas654

BART-large-CNN performed well with these un-655

seen data. This suggests that our fine-tuned BART-656

large-CNN model demonstrates versatility, poten-657

tially capable of effectively processing psycholog-658

ical conversation datasets with good fluency and659

completeness while minimizing hallucination and 660

contradictions. 661

6 Conclusion 662

The automatic generation of medical summaries 663

from psychological patient conversations faces sev- 664

eral challenges, including limited availability of 665

publicly available data, significant domain shift 666

from the typical pre-training text for transformer 667

models, and unstructured lengthy dialogues. This 668

paper investigates the potential of using pre-trained 669

transformer models to summarize psychological 670

patient conversations. We demonstrate that we can 671

generate fluent and adequate summaries even with 672

limited training data by fine-tuning transformer 673

models on a specific dataset. Our resulting models 674

outperform the performance of pre-trained mod- 675

els and surpass the quality of previously published 676

work on this task. We evaluate transformer models 677

for handling psychological conversations, compare 678

pre-trained models with fine-tuned ones, and con- 679

duct extensive and intensive evaluations. 680

7 Ethical considerations of our study 681

Indeed, our psychological conversation data con- 682

tain sensitive personal information about the par- 683

ticipants and their experience. Therefore, we uti- 684

lized anonymized numerical identifiers to store the 685

participants’ data for storage and further use. We 686

ensured that the personal participants’ information, 687

such as name, age, and email address, could not 688

be traced back using the anonymized numerical 689

identifiers. Additionally, this study was approved 690

by the ethics committee of the host institute. 691

Although our experiments on fine-tuning sum- 692

marization models have shown promising capabil- 693

ities for summarizing conversation data, there is 694
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still a long way to go before they can be deployed695

in real-life systems. Recent research has revealed696

potential biases or harmful suggestions generated697

by language models (Xu et al., 2024). Algorithms698

may reproduce or amplify societal biases in the699

training data, resulting in biased responses, rec-700

ommendations, or the reinforcement of harmful701

narratives (Mitchell et al., 2019). Biases may arise702

from limited training data that lack cultural and703

socioeconomic diversity, significantly affecting the704

usefulness of these models within the context of705

psychological counseling. Meanwhile, our study706

highlights the risks of hallucination, factual in-707

consistency, and contradiction in current language708

models.709

Recent studies call for more research emphasis710

and efforts in assessing and mitigating these biases711

for mental health (Chung et al., 2023). The black712

box nature of AI, i.e., the lack of interpretability713

of language models, poses significant challenges714

for their usage in psychological counseling. In-715

terpreting how these models process and generate716

responses becomes challenging, hindering trans-717

parency and accountability (Ribeiro et al., 2020).718

The lack of interpretability also raises concerns719

regarding their use in the psychological domain.720

Privacy is another critical concern. However,721

addressing the challenges related to data security722

and patient privacy is paramount. By implement-723

ing appropriate data protection measures, ensuring724

patient consent, and adhering to ethical consider-725

ations, we can harness the potential of language726

models while safeguarding patient privacy.727

8 Implications of our study728

The pre-trained models demonstrated their effec-729

tiveness on our dataset. The models used were730

able to learn from just 270 conversations in a fewer731

number of epochs. This indicates, rather than devel-732

oping models from scratch, leveraging pre-trained733

models may yield better results. Since developing734

models from scratch would require large datasets735

and more training time & fine-tuning the model,736

thus utilizing already trained large models tailored737

to specific tasks could be a more efficient strategy.738

While selecting the models for fine-tuning, we739

hypothesized that the BART-large-xsum-samsum740

model trained on dialogue summarization data741

would yield better results than other summariza-742

tion models. Initially, our hypothesis held for a743

smaller number of epochs. However, we observed744

that the BART-large-CNN model outperformed in 745

terms of ROUGE, indicating that our hypothesis 746

was incorrect. 747

In this work, we presented the best-fine-tuned 748

summarization models for generating accurate and 749

concise summaries from MSEs for the attending 750

doctor. The primary intention of this technology is 751

not to replace doctors but to serve as an assistant to 752

attending doctors by offering concise summaries of 753

patients’ mental health. This approach holds par- 754

ticular promise for implementation in low-income 755

countries with a shortage of mental health profes- 756

sionals. However, further research is necessary to 757

address privacy concerns and ensure the accuracy 758

of the data utilized. The in-depth discussion can be 759

found in section B in the appendix. 760

In real-world scenarios, mental health service 761

providers often lack access to such high-end sys- 762

tems, thereby limiting the practical application of 763

language models in these settings. Our fine-tuned 764

language models are tailored for specific tasks, 765

i.e., summarization, and consist of 460 million and 766

568 million parameters for BART-large-CNN and 767

Pegasus-large, respectively. We conducted exper- 768

iments to assess the deployment of our language 769

models on low-end systems without GPUs, and 770

the results (shown in Table A.10) indicate that our 771

fine-tuned models can operate effectively on such 772

systems, providing reasonable response time. 773

8.1 Limitations of our study 774

• When conducting MSE, it is important to note 775

that MSE also encompasses the physical behav- 776

ior & appearance of the participants, which, we 777

were unable to capture. However, this could be 778

addressed by implementing a module where the 779

front camera or webcam of participants’ phones 780

is activated while recording their responses. 781

• There were several instances where the partici- 782

pants’ utterances were unclear to the reviewers. 783

In real-world scenarios, when a patient’s utter- 784

ance is unclear, a doctor typically asks them to 785

repeat and explain. However, in our case, this 786

poses a major challenge. This issue could poten- 787

tially be mitigated by testing the user’s response 788

for fluency and completeness after each utterance. 789

If the model detects an issue, a new prompt could 790

be sent to the user to encourage them to elaborate 791

on their answers. 792
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A Appendix 1084

A.1 MSE Questionnaires 1085

Q1. Please describe your social life at the college campus. Are you actively participating in extracurricular activities,
interacting with others, or taking initiative to socialize with others?
Q2. Describe your typical daily mood?
Q3. Does your mood remain steady or goes up and down throughout the day without any reason or on trivial matters?
Q4. How do you handle day-to-day irritations or frustrations?
Q5. How do you handle pressure related to academics?
Q6. Describe your ability to attend to the task at hand or concentrate on daily tasks (academic, non-academic)?
Q7. Have you noticed any difficulties with memory, such as unable to register new information, forgetting recent events, or
not able to recall older personal/factual events?
Q8. What do you do to feel better? For example, some people take caffeine, talk with people, or watch movies to feel better.
Q9. Describe how supported you feel by others (e.g., friends, family) around you and how they help you?
Q10. What do you usually do when you have a bad day or when you are not able to concentrate on work?
Q11. Are you experiencing symptoms of stress, anxiety, or depression? If yes, describe the symptoms?
Q12. Are you doing anything (by self or help seeking) for the ongoing stress, anxiety, or depression, if any? If yes, what?

Table A.1: Final MSE questionnaire

A.1.1 Questionnaire validation 1086

After finalizing the questionnaire, we conducted a survey with clinical psychiatrists. Initially, we intro- 1087

duced the MSE questionnaire developed by our team and presented the problem statement we aimed to 1088

address. Psychiatrists were then asked to evaluate the questionnaire based on item accuracy, language clar- 1089

ity, and reliability, following the guidelines outlined in the studies by Jones et al. (Jones and Hunter, 1995) 1090

and Gupta et al. (Gupta et al., 2022). They provided ratings on a scale from 1 (poor) to 5 (excellent). Four 1091

psychiatrists, not affiliated with the study team, participated in the survey. The average ratings obtained 1092

were 4.1 for item accuracy, 4.0 for language clarity, and 4.0 for reliability. Subsequently, incorporating 1093

their feedback and suggestions, we finalized the questionnaire. The refined version is presented in Table 1094

A.1 in the Appendix. Additionally, detailed average ratings per question are provided in Table A.2 of the 1095

appendix. 1096

MSE Questionnaires Accuracy Language Reliability

Q1. Please describe your social life at the *anonymized* campus. Are you
actively participating in extracurricular activities, interacting with others, or
taking initiative to socialize with others?

4.00 4.25 3.75

Q2. Describe your typical daily Mood? 3.75 4.00 3.50
Q3. Does your Mood remain steady or goes up and down throughout the day
without any reason or on trivial matters?

3.75 3.50 4.00

Q4. How do you handle day-to-day irritations or frustrations? 4.25 4.00 3.75
Q5. How do you handle pressure related to academics? 4.00 4.00 4.00
Q6. Describe your ability to attend to the task at hand or concentrate on daily
tasks (academic, non-academic)?

4.00 4.00 4.25

Q7. Have you noticed any difficulties with memory, such as unable to regis-
ter new information, forgetting recent events, or not able to recall older per-
sonal/factual events?

4.00 4.00 4.00

Q8. What do you do to feel better? For example, some people take caffeine, talk
with people, or watch movies to feel better.

4.00 3.75 4.00

Q9. Describe how supported you feel by others (e.g., friends, family) around
you and how they help you?

4.25 4.25 4.25

Q10. What do you usually do when you have a bad day or when you are not able
to concentrate on work?

4.25 4.25 4.25

Q11. Are you experiencing symptoms of stress, anxiety, or depression? If yes,
describe the symptoms?

4.25 3.75 4.00

Q12. Are you doing anything (by self or help seeking) for the ongoing stress,
anxiety, or depression, if any? If yes, what?

4.25 3.75 4.25

Average 4.06 3.96 4.00

Table A.2: Finalized MSE Questionnaire

13



A.2 Sample conversation1097

Doctor: What is your patient ID?
Patient: #3A4C307
Doctor: What is your age?
Patient: 19
Doctor: What is your gender?
Patient: Female
Doctor: Please describe your social life at the college campus. Are you actively participating in extracurricular activities,
interacting with others, or taking initiative to socialize with others?
Patient: I am part of football team and a core member in Physics club and Singularity working team. I also make contacts with
my seniors and other staffs for both personal and official discussions. I volunteer for community fests and other initiatives.
Doctor: Describe your typical daily Mood?
Patient: I always try to find happiness in every single moment of my life. But at times I turnout t be moody.
Doctor: Does your Mood remain steady or goes up and down throughout the day without any reason or on trivial matters?
Patient: My mood is dynamic. It goes up and down for both valid and unknown reasons. I get upset on simple jokes and responses
from my close circle.
Doctor: How do you handle day-to-day irritations or frustrations?
Patient: I try to connect more with the Almighty through daily prayers. But mostly I prefer sleeping with no disturbance for
hours. Nowadays I try to engage myself with a busy schedule and locations.
Doctor: How do you handle pressure related to academics?
Patient: lately I started purposeful ignorance of academic pressure. I will engage my times studying or with close friend. I also
try to phone my parents when I feel so exhausted.
Doctor: Describe your ability to attend to the task at hand or concentrate on daily tasks (academic, non-academic)?
Patient: I am mostly able to focus on my task and complete on time. But when I am in a bad mood I will distract myself from the
task with social media and resume when I feel fine.
Doctor: Have you noticed any difficulties with memory, such as unable to register new information, forgetting recent events, or
not able to recall older personal/factual events?
Patient: Yes I do, and only very lately. I find it very difficult to comprehend what I see and try reading. I also noticed forgetting
recent events which where not very important but still to be considered. I also have difficulty in recalling but the least.
Doctor: What do you do to feel better? For example, some people take caffeine, talk with people, or watch movies to feel better.
Patient: Sleep mostly. But if it is with communication gap, I only settle after conveying my last note. I also sing a song or try
dancing in my room but I prefer privacy for this
Doctor: Describe how supported you feel by others (e.g., friends, family) around you and how they help you?
Patient: I feel supported very less even from family. And so I don’t expect any support from anyone and try to figure out all alone.
Doctor: What do you usually do when you have a bad day or when you are not able to concentrate on work?
Patient: I sleep for hours or the entire day. I also get some ease after crying or talking about it. I used talk to myself which
helped me figure out the situation and motivated to push through.
Doctor: Are you experiencing symptoms of stress, anxiety, or depression? If yes, describe the symptoms?
Patient: Yes, all stress, anxiety and depression
Doctor: Are you doing anything (by self or help-seeking) for the ongoing stress, anxiety, or depression, if any? If yes, what?
Patient: Yes, I’m reading books on self-development and self-improvement.

Table A.3: Doctor-patient conversation dialogue of an anonymized participant.
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Figure A.1: Average lengths of patient (i.e., participant) and doctor utterances for each question, aggregated
across all 405 patient-doctor conversations. Note that the length of doctor utterances remains constant for each
questionnaire, as the questions were predefined.

14



A.3 Summary template 1098

Patient is a year old [girl/boy/lady/man]. [His/Her] mood is generally and [remains 1099

steady/but goes up and down] throughout the day. [He/She] [takes/does not take] part in ex- 1100

tracurricular activities and [socializes/does not socialize] with others. For daily frustration 1101

[He/She] does (*activities*). [He/She] [feels/does not feel] academic pressure and for this 1102

[He/She] does (*activities*). [His/Her] concentration and task attending ability is [good/bad]. 1103

[He/She] [feels/does not feel] difficulty with memory. [He/She] feels better by doing (*activi- 1104

ties*). [He/She] [feels/does not feel] supported by his family and friends. On a bad day, [he/she] 1105

prefers . [He/She] is [experiencing/ not experiencing] [stress/anxiety/depression] 1106

symptoms such as . 1107

A.3.1 Human generated summary evaluation 1108

To assess the template’s efficacy in capturing the context of the MSE and user responses, we initially 1109

generated summaries (i.e., human-generated summaries) using the template with data from ten randomly 1110

selected participants. Subsequently, these summaries were evaluated based on completeness (i.e., whether 1111

the summary covers all relevant aspects of the conversation?) and Fluency (i.e., is the summary well 1112

structured, free from awkward phrases and grammatically?) on a scale of 1 (poor) to 5 (excellent). The 1113

average ratings from 5 reviewers for each parameter were computed, revealing that the template effectively 1114

captured the MSE and user responses with a completeness rating of 4.66 and a fluency rating of 4.36. 1115

A.4 Training settings 1116

The models were trained on an NVIDIA A100-PCIE-40GB GPU, with an average training time of 2 1117

hours per model. Our dataset consisted of 405 conversations, which we split into 270 for training, 68 for 1118

validation, and 67 for testing purposes. We conducted our experiments using varying numbers of epochs 1119

to evaluate the models’ learning capabilities. Specifically, we trained the models for 5, 10, 25, 50, and 1120

100 epochs. Across all five models (BART-base, BART-large-CNN, T5 large, BART-large-xsum-samsum, 1121

and Pegasus), we maintained consistent hyperparameters using the PyTorch module with the following 1122

settings: {max token length: 1024 tokens, warmup steps: 500, weight decay: 0.01, evaluation strategy: 1123

‘steps’, evaluation steps: 500, save steps: 1e6, gradient accumulation steps: 16 }. 1124
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Epochs(#) Pegasus-large generated summary BART-large-CNN generated summary

0 (No tuning) Patient: Female Doctor: Please describe your social life at the
college campus. Doctor: Describe your ability to attend to the
task at hand or concentrate on daily tasks (academic,
non-academic)? Doctor: Describe your ability to attend to the
task at hand or concentrate on daily tasks (academic,
non-academic)? But when I am in a bad mood I will distract
myself from the task with social media and resume when I
feel fine. Doctor: Have you noticed any difficulties with
memory, such as unable to register new information, or not
able to recall older personal/factual events?

My mood is dynamic. It goes up and down for both valid and
unknown reasons. I get upset on simple jokes and responses
from my close circle. I feel supported very less even from
family. And so I don’t expect any support from anyone and
try to figure out all alone. I’m reading books on
self-development and self-improvement.

5 Patient: Female Doctor: Please describe your social life at the
college campus. Doctor: Describe your ability to attend to the
task at hand or concentrate on daily tasks (academic,
non-academic)? Doctor: Describe your ability to attend to the
task at hand or concentrate on daily tasks (academic,
non-academic)? But when I am in a bad mood I will distract
myself from the task with social media and resume when I
feel fine. Doctor: Have you noticed any difficulties with
memory, such as unable to register new information, or not
able to recall older personal/factual events?

Patient is a 19 year old girl. Her mood is generally happy but
goes up and down throughout the day. She takes part in
extracurricular activities and socializes with others. Her
concentration and task attending ability is good. She feels
difficulty with memory. For daily frustration she tries to
connect with the Almighty. On a bad day, she sleeps for hours
and feels better by singing a song or dancing. She does not
feel supported by her family or friends. She is feeling stress,
anxiety and depression symptoms. She reads
self-development and self-improvement books.

10 Patient: Female Doctor: Please describe your social life at the
college campus. Doctor: Describe your ability to attend to the
task at hand or concentrate on daily tasks (academic,
non-academic)? Patient: I am mostly able to focus on my task
and complete on time. But when I am in a bad mood I will
distract myself from the task with social media and resume
when I feel fine. Doctor: Have you noticed any difficulties
with memory, such as unable to register new information,
forgetting recent events, or not able to recall older
personal/factual events?

Patient is a 19 year old girl. Her mood is generally happy but
goes up and down throughout the day. She takes part in
extracurricular activities and socializes with others. For daily
frustration she tries to connect with the Almighty and sleeps.
She feels academic pressure. Her concentration and task
attending ability is okay but she feels difficulty with memory.
She does not feel supported by her family and friends. On a
bad day, she sleeps, cries and talks to herself. She is feeling
stress, anxiety and depression symptoms. To overcome this
she reads self-development and self-improvement books.

25 Patient is a 19 year old girl. Her mood is generally happy but
goes up and down throughout the day. She takes part in
extracurricular activities and socializes with others. For daily
frustration she tries to connect with the Almighty. She feels
academic pressure. Her concentration and task attending
ability is good. She does not feel difficulty with memory. She
feels better by sleeping, singing songs, and dancing. She feels
supported by her family and friends. On a bad day, she sleeps,
talks to friends, and tries to push through. She is not feeling
any stress, anxiety or depression symptoms.

Patient is a 19 year old girl. Her mood generally fluctuates
throughout the day. She takes part in extracurricular activities
and socializes with others. For daily frustration she does
prayer and sleeps. She does not feel academic pressure. Her
concentration and task attending ability is good. She feels
difficulty with memory.She feels better by singing, dancing,
sleeping, and feeling supported by her family and friends. On
a bad day, she cries and talks to herself. She is feeling stress,
anxiety, and depression symptoms. To overcome this she
reads self-development and self-improvements books.

50 Patient is a 19 year old girl. Her mood is generally happy but
goes up and down throughout the day. She takes part in
extracurricular activities and socializes with others. For daily
frustration she prays and sleeps. She feels academic pressure.
Her concentration and task attending ability is good. She feels
difficulty with memory. She feels better by sleeping, singing,
dancing, and talking to herself. She feels supported by her
family and friends. On a bad day, she sleeps, talks to herself,
and tries to push through. She is not feeling any stress,
anxiety or depression symptoms.

Patient is a 19 year old girl. Her mood generally fluctuates
throughout the day and goes up and down for unknown
reasons. She takes part in extracurricular activities and
socializes with others. For daily frustration she does prayer
and sleeps. She feels academic pressure. Her concentration
and task attending ability is normal. She feeling difficulty
with memory. She feel better by singing, dancing and
sleeping. She does not feel supported by her family and
friends. On a bad day, she cries and talks to herself. She is
feeling stress,anxiety, and depression symptoms. To overcome
this she reads self-development and self-improvements books.

100 Patient is a 19 year old girl. Her mood is generally happy but
goes up and down throughout the day. She takes part in
extracurricular activities and socializes with others. For daily
frustration she does prayer and sleeps. She feels academic
pressure. Her concentration and task attending ability is okay.
She feels difficulty with memory. She feels better by singing,
dancing and sleeping. She feels supported by her family and
friends. On a bad day, she cries and talks to herself. She is
feeling stress and anxiety symptoms such as difficulty
sleeping and talking to herself. To overcome this she reads
self-development and self-improvement books.

Patient is a 19 year old girl. Her mood is generally happy but
goes up and down throughout the day. She takes part in
extracurricular activities and socializes with others. For daily
frustration she does prayer and sleeps. She feels academic
pressure. Her concentration and task attending ability is
normal. She feeling difficulty with memory.She feels better
by singing, dancing and sleeping. She does not feel supported
by her family and friends. On a bad day, she cries and talks to
herself. She is feeling stress,anxiety, and depression
symptoms. To overcome this she reads self-development and
self-improvements books.

Table A.4: Pegasus-large and BART-large-CNN generated summaries at different epochs on conversation given in
Table A.3 in the Appendix
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Reviewer 1 Reviewer 2

Reviewer 1 1.00 0.24
Reviewer 2 0.24 1.00

(a) On Pegasus model summaries

Reviewer 1 Reviewer 2

Reviewer 1 1.00 0.19
Reviewer 2 0.19 1.00

(b) On BART-large-CNN model summaries

Table A.5: Inter-rater reliability among clinical reviewers. Cohen’s Kappa Coefficient on (a) Pegasus, (b) BART-
large-CNN model generated summaries.

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10

A1 1.00 0.43 0.62 0.43 0.44 0.58 0.39 0.46 0.65 0.31
A2 0.43 1.00 0.38 0.32 0.41 0.26 0.25 0.36 0.27 0.35
A3 0.62 0.38 1.00 0.35 0.48 0.66 0.36 0.57 0.62 0.34
A4 0.43 0.32 0.35 1.00 0.32 0.34 0.45 0.38 0.35 0.3
A5 0.44 0.41 0.48 0.32 1.00 0.41 0.45 0.6 0.41 0.53
A6 0.58 0.26 0.66 0.34 0.41 1.00 0.44 0.7 0.61 0.29
A7 0.39 0.25 0.36 0.45 0.45 0.44 1.00 0.5 0.32 0.34
A8 0.46 0.36 0.57 0.38 0.6 0.7 0.5 1.00 0.59 0.38
A9 0.65 0.27 0.62 0.35 0.41 0.61 0.32 0.59 1.00 0.26
A10 0.31 0.35 0.34 0.3 0.53 0.29 0.34 0.38 0.26 1.00

(a) Pegasus Model

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10

A1 1.00 0.39 0.78 0.23 0.52 0.62 0.55 0.62 0.5 0.49
A2 0.39 1.00 0.36 0.28 0.35 0.44 0.5 0.47 0.31 0.5
A3 0.78 0.36 1.00 0.32 0.62 0.57 0.55 0.72 0.66 0.47
A4 0.23 0.28 0.32 1.00 0.37 0.34 0.37 0.28 0.29 0.3
A5 0.52 0.35 0.62 0.37 1.00 0.44 0.46 0.47 0.39 0.52
A6 0.62 0.44 0.57 0.34 0.44 1.00 0.31 0.51 0.45 0.43
A7 0.55 0.5 0.55 0.37 0.46 0.31 1.00 0.49 0.38 0.4
A8 0.62 0.47 0.72 0.28 0.47 0.51 0.49 1.00 0.54 0.41
A9 0.5 0.31 0.66 0.29 0.39 0.45 0.38 0.54 1.00 0.36
A10 0.49 0.5 0.47 0.3 0.52 0.43 0.4 0.41 0.36 1.00

(b) BART-large-CNN Model

Table A.6: Inter-rater Reliability (non-Clinical Annotators) - Cohen’s Kappa Coefficient on (a) Pegasus Model and
(b) BART-large-CNN Model

A.5 Summary evaluation 1125
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Figure A.2: Fine-grained human evaluation of Pegasus-large and BART-large-CNN summaries. (a) and (b) show
the percentage of summaries capturing the following parameters of the input conversation: 1(A) gender, 2(A) mood,
3(A) social life, 4(A) academic pressure, 5(A) concentration ability, 6(A) difficulty with memory, 7(A) strategies to
feel better, and 8(A) mental disorders with Pegasus-large and BART-large-CNN, respectively. Similarly, (c) and (d)
show the percentage of summaries consistent with the input conversation on the following parameters: 1(B) gender,
2(B) mood, 3(B) social life, 4(B) academic pressure, 5(B) concentration ability, 6(B) difficulty with memory, 7(B)
strategies to feel better, and 8(B) mental disorders with Pegasus model, and BART-large-CNN model, respectively.
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Figure A.3: Fine-grained LLM evaluation of Pegasus-large and BART-large-CNN summaries. (a) and (b) show the
percentage of summaries capturing the following parameters of the input conversation: 1(A) gender, 2(A) mood,
3(A) social life, 4(A) academic pressure, 5(A) concentration ability, 6(A) difficulty with memory, 7(A) strategies to
feel better, and 8(A) mental disorders with Pegasus-large and BART-large-CNN, respectively. Similarly, (c) and (d)
show the percentage of summaries consistent with the input conversation on the following parameters: 1(B) gender,
2(B) mood, 3(B) social life, 4(B) academic pressure, 5(B) concentration ability, 6(B) difficulty with memory, 7(B)
strategies to feel better, and 8(B) mental disorders with Pegasus model, and BART-large-CNN model, respectively.

A.6 Prompt1126

Consider yourself as an individual who is proficient in English. You need to rate two summaries generated1127
for the given conversation data on four parameters listed below:1128
1.Fluency: Is the summary well structured, free from awkward phrases, and grammatically correct?1129
2.Completeness: Does the summary cover all relevant aspects of the conversation?1130
Metric1131
1 2 3 4 51132
Fluency Not fluent at all Slightly fluent Moderately fluent Quite fluent Very fluent1133
Completeness Not complete at all Slightly complete Moderately complete Quite complete Very complete1134

1135
3.Hallucinations: Does the summary contain any extra information that a user did not present? Simply1136
put, this metric captures to what extent the generated summary contains new information that is not a1137
part of the user conversation. For example, if a user does not mention anything about friends during1138
the conversation, and the summary mentions something related to friends, then it is an example of1139
hallucination.1140
4.Contradiction: Does the summary contradict the information provided by a user? Simply put, this metric1141
captures to what extent the summary contradicts the user conversation. For example, if a user says that1142
he has a good memory and the summary says that the participant has a poor memory, it is an example of1143
contradiction.1144
Metric1145
1 2 3 4 51146
Hallucination No hallucination Mild hallucination Moderate hallucination Severe hallucination Extremely1147
severe hallucination1148
Contradiction No Contradiction Mild Contradiction Moderate Contradiction Severe Contradiction Extremely1149
severe Contradiction.1150
Please stick with the rating, dont provide any reasoning. Also, You need to answer in Yes or No for1151
the following questions for both the summary:-1152
1. Gender1153
1(a)Does the summary capture the gender of the user?1154
1(b)Is the summary data consistent with the provided conversation?1155
2. Mood1156
2(a)Does the summary capture the mood of the user?1157
2(b)Is the summary data consistent with the provided conversation?1158
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3. Social Life 1159
3(a)Does the summary capture the social life of the user? 1160
3(b)Is the summary data consistent with the provided conversation? 1161
4. Academic Pressure 1162
4(a)Does the summary capture the academic pressure of the user? 1163
4(b)Is the summary data consistent with the provided conversation? 1164
5. Concentration ability 1165
5(a)Does the summary capture the concentration ability of the user? 1166
5(b)Is the summary data consistent with the provided conversation? 1167
6. Difficulty with memory 1168
6(a)Does the summary capture the memory difficulty of the user? 1169
6(b)Is the summary data consistent with the provided conversation? 1170
7. Strategies to feel better 1171
7(a)Does the summary capture the strategies employed by the user to feel better? 1172
7(b)Is the summary data consistent with the provided conversation? 1173
8. Mental Disorder 1174
8(a)Does the summary capture the symptoms of mental disorders stated by the user? 1175
8(b)Is the summary data consistent with the provided conversation? 1176

1177
The results should look like this 1178
---------Evaluation 1------------------ 1179
# Completeness Fluency Hallucination Contradiction 1180
Summary1 <Completeness_point><Fluency_point><Hallucination_point><Contradiction_point> 1181
Summary2 <Completeness_point><Fluency_point><Hallucination_point><Contradiction_point> 1182
---------Evaluation 2------------------ 1183
Parameters Summary1 Summary2 1184
1(a) <Summary1(Yes/No)><Summary2(Yes/No)> 1185
1(b) <Summary1(Yes/No)><Summary2(Yes/No)> 1186
2(a) <Summary1(Yes/No)><Summary2(Yes/No)> 1187
2(b) <Summary1(Yes/No)><Summary2(Yes/No)> 1188
3(a) <Summary1(Yes/No)><Summary2(Yes/No)> 1189
3(b) <Summary1(Yes/No)><Summary2(Yes/No)> 1190
4(a) <Summary1(Yes/No)><Summary2(Yes/No)> 1191
4(b) <Summary1(Yes/No)><Summary2(Yes/No)> 1192
5(a) <Summary1(Yes/No)><Summary2(Yes/No)> 1193
5(b) <Summary1(Yes/No)><Summary2(Yes/No)> 1194
6(a) <Summary1(Yes/No)><Summary2(Yes/No)> 1195
6(b) <Summary1(Yes/No)><Summary2(Yes/No)> 1196
7(a) <Summary1(Yes/No)><Summary2(Yes/No)> 1197
7(b) <Summary1(Yes/No)><Summary2(Yes/No)> 1198
8(a) <Summary1(Yes/No)><Summary2(Yes/No)> 1199
8(b) <Summary1(Yes/No)><Summary2(Yes/No)> 1200
9(a) <Summary1(Yes/No)><Summary2(Yes/No)> 1201
9(b) <Summary1(Yes/No)><Summary2(Yes/No)> 1202

19



Doctor: What is your patient ID?
Patient: 1001
Doctor: What is your age?
Patient: 32
Doctor: What is your gender?
Patient: Female
Patient: "Okay"
Doctor: "Hello"
Doctor: "What are your main problems recently?"
Patient: "I haven’t been feeling well recently, and I feel a little tight in my chest"
Doctor: "Have you ever gone to the hospital to see a doctor?"
Patient: "Not yet, I don’t have much time recently"
Patient: "Maybe it will take two weeks to go"
Doctor: "Hmm, let’s take some time to see if you have any emotional problems recently"
Patient: "There’s nothing wrong with my mood, I just feel mentally tired recently"
Doctor: "Do you feel tired without doing anything?"
Patient: "I feel like this, I don’t want to move"
Doctor: "Then do you feel like you don’t want to work?"
Patient: "I don’t have enough energy to work"
Patient: "Yes"
Patient: "But I have to work"
Patient: "It’s quite stressful"
Doctor: "Have you ever felt that you have lost interest in your past hobbies?"
Patient: "I should still be interested"
Patient: "I just don’t have enough time to develop my hobbies"
Doctor: "Sleep, eat, etc."
Doctor: "Is everything normal?"
Patient: "fairly normal"
Doctor: "Will you feel dizzy or nauseous?"
Patient: "I get dizzy occasionally"
Doctor: "Do you feel lack of confidence? You are always worried about not doing well"
Patient: "No, I don’t have time to worry about this or that"
Doctor: "It sounds like you are doing well lately"
Doctor: "The consultation ends here"

(a) Conversation

Female Patient: "Okay" Doctor: "Hello" Doctor: "What are your main
problems recently?" Patient: "I haven’t been feeling well recently, and I
feel a little tight in my chest" Doctor: "Have you ever gone to the
hospital to see a doctor?" Patient: "Not yet, I don’t have much time
recently" Patient: "Hmm it will take two weeks to go" Doctor: "Maybe,
let’s take some time to see if you have any emotional problems recently"
Patient: "There’s nothing wrong with my mood, I just feel mentally tired
recently" Doctor: "Do you feel tired without doing anything?" Patient:
"I feel like this, I don’t want to move" Doctor: "Then do you feel like
you don’t want to work?" Patient: "I don’t have enough energy to work"
Patient: "Yes" Patient: "But I have to work" Patient: "It’s quite stressful"
Doctor: "Have you ever felt that you have lost interest in your past
hobbies?" Patient: "I should still be interested" Patient: "I just don’t
have enough time to develop my hobbies" Doctor: "Sleep, eat, etc."

(b) Pegasus-large generated summary
Patient is a 32 year old girl. She is feeling a little tight in her chest and
haven’t been feeling well recently. She hasn’t gone to the hospital to see
a doctor. Her mood is good, she just feel mentally tired. She doesn’t
want to work because she doesn’t have energy and energy isn’t good.
She feels dizzy and nauseous. She does not feel lack of confidence. She
thinks she is doing well.

(c) BART-large-CNN generated summary

Table A.7: Finetuned Pegasus-large and BART-large-CNN generated summary on a sample Chinese psychological
conversation taken from (Yao et al., 2022)

20



Completeness Fluency Hallucination Contradiction
(µ, σ) (µ, σ) (µ, σ) (µ, σ)

D4 Pegasus-large (2.82, 1.40) (2.96, 1.55) (1.86 1.37) (2.66, 1.67)
BART-large-CNN (4.46, 0.64) (4.62, 0.53) (1.60, 0.78) (1.66, 0.74)

ESC Pegasus-large (2.76, 1.17) (3.06, 1.20) (1.68, 1.07) (1.92, 1.08)
Bart-large-CNN (4.14, 0.98) (4.60, 0.60) (1.62, 1.06) (1.80, 1.08)

Table A.8: Average non-clinician human evaluation scores on D4 and ESC datasets with Pegasus-large and BART-
large-CNN. For Completeness and Fluency, a rating closer to 5 indicates the best, whereas for Hallucination and
Contradiction, a rating closer to 1 is preferable.

Doctor: What is your Patient ID?
Patient: 1004
Doctor: What is your age?
Patient: 18
Doctor: What is your gender?
Patient: Male
Patient: Hello
Doctor: Hi there, how can I help you?
Patient: I would like some help with the problem I am facing.
Doctor: OK, sure. Can you tell me what the problem is? I’ll do my best to help.
Patient: Well, I am going into my next college semester next month, and I am very frightened
about a calculus class I have to take. It’s an honors course and I am very worried that I will not
do well.
Doctor: I can understand that. It must be an important exam for you. Do you enjoy calculus?
Doctor: I’m terrible at anything with numbers, myself!
Patient: I don’t remember, I took an easy calculus course in high school but that was a couple
years ago. I only got a B there, so I’m worried about taking an honors one. I have to take it for
my degree goal.
Doctor: A B is a great result!
Doctor: Are there any revision courses that you can access to help refresh your skills?
Patient: I don’t think so, the campus is closed due to the pandemic. There are a few online tutors
but they are almost always busy.
Doctor: This pandemic has really made it difficult to get anything done hasn’t it.
Doctor: Do you know of anyone else who is looking to take the course that you could revise
together with?
Doctor: I always find it easier to work through things like this with someone else.
Patient: Yes, the pandemic has affected many of my friends and their families, very difficult
these times are.
Patient: No, none of my friends are taking the class/ none of them have ever taken calculus.
Doctor: There seem to be some really good online courses out there. It might be worth sending
out inquiries to a number of tutors, asking them to get in touch as soon as they are free, and in
the meantime working through something online to help build up your confidence?
Patient: That sounds like some good advice to me.
Patient: Maybe I’ll try working on it for my confidence like you said.
Doctor: I bet once you get into it again it will all come back to you. Sometimes getting started is
the hardest part.
Patient: I think you’re right!
Patient: Do you believe in me? That I will pass well?
Doctor: I think that if you got a B once, you can do it again, and if you really want it, which you
clearly do, you can do anything! Aim for an A, you can do it!
Patient: Thank you very much you’ve been very helpful.
Patient: God bless you, have a good day.
Doctor: And you too, good luck!

(a) Conversation

Patient is an 18 year old boy. His age is not known but he does not take
calculus. He is worried about taking an honors calculus course. He does
not know anyone who takes calculus. He does not take revision courses.
He does not know anyone who takes calculus. He is worried about
taking an honors calculus course. He does not know anyone who takes
calculus. He is worried about taking an honors calculus course. He does
not know anyone who takes calculus. He does not know anyone who
takes calculus. He is worried about taking an honors calculus course. He
does not know anyone who takes calculus. He does not know anyone
who takes calculus. He is worried about taking an honors calculus
course. He does not know anyone who takes calculus. He does not know
anyone who takes calculus. He is worried about taking an honors
calculus course. He does not know anyone who takes calculus. He does
not know anyone who takes calculus. He is worried about taking an
honors calculus course. He does not know anyone who takes calculus.
He does not know anyone who takes calculus. He does not know anyone
who takes calculus. He is worried about taking an honors calculus
course. He does not know anyone who takes calculus. He does not know
anyone who takes calculus. He is worried about taking an honors
calculus course. He does not know anyone who takes calculus. He does
not know anyone who takes calculus.

[H]

(b) Pegasus-large Generated Summary
Patient is an 18 year old boy. He is worried about a calculus exam for an
honors course. He does not enjoy calculus and does not think he will do
well. There are no revision courses available as the campus is closed due
to the pandemic and there are a few online tutors. He knows no one who
is taking the class and none of his friends have ever taken calculus. He
feels alone. He takes the exam and gets a B. He hopes to get an A. He
asks the Doctor for help with his confidence. The Doctor gives him
some advice and he hopes he will pass.

(c) BART-large-CNN generated summary

Table A.9: Finetuned Pegasus-large and BART-large-CNN generated summary on an Empathy Support Conversation
(ESC) conversation taken from (Liu et al., 2021)

B Discussion 1203

This appendix section sheds insights and intuitions we gained during our study. 1204

B.1 Comparison with the previous work 1205

Our work represents the first attempt to summarize psychological conversation data, which differs from 1206

traditional text summarization. However, it shares similarities with dialogue summarization, such as 1207
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System Configuration Model RAM usage before RAM usage while running Response time
(GB) (GB) (s)

Processor - i5-1135G7 @ 2.40GHz, RAM - 16GB Pegasus-large 6.65 8.57 32.63
BART-large-CNN 6.75 8.23 22.03

Processor - i7-10700 @ 2.90GHz, RAM - 16GB Pegasus-large 14.04 14.75 30.02
BART-large-CNN 13.21 14.99 22.74

Processor - i9-12900K @ 3.20GHz, RAM - 64GB Pegasus-large 27.08 29.29 16.44
BART-large-CNN 25.39 28.12 10.59

Table A.10: Response time and random Access Memory(RAM) consumption before and during execution of models
(Pegasus-large, BART-large-CNN) on three different systems with varying configuration.

summarizing conversations between individuals or medical dialogues between doctors and patients. Table1208

A.11 illustrates the positioning of our work in the landscape of text summarization within healthcare.1209

To the best of our knowledge, we only identified the work by Yao et al. (Yao et al., 2022), where1210

they summarized symptoms using psychological conversation data. Furthermore, our fine-tuned model1211

consistently generated fluent and comprehensive summaries, even when applied to datasets utilized by1212

Yao et al.1213

It is important to acknowledge that the studies presented in Table A.11 utilized different datasets. In1214

contrast, we demonstrated the effectiveness of our model on both our dataset and publicly available1215

psychological conversational datasets, D4 and ESC. However, it is important to note that existing studies1216

have their own specific objectives beyond solely summarizing entire conversations. While our work1217

primarily aims at generating summaries of psychological conversations, it encounters its own challenges,1218

such as dealing with lengthy conversation data, resulting in longer utterances. This distinction is essential1219

to consider when evaluating the performance and applicability of our model compared to previous studies.1220

Reference Model Dataset ROUGE-1 ROUGE-2 ROUGE-L
(own/ fine-tuned)

(Krishna et al., 2021) fine-tuned Medical (Own prepared) 0.57 0.29 0.38
fine-tuned AMI medical corpus 0.45 0.17 0.24

(Michalopoulos et al., 2022) own MEDIQA 2021 - history of present illness 0.48 - 0.35
own MEDIQA 2021 - physical examination 0.68 - 0.64
own MEDIQA 2021 - assessment and plan 0.44 - 0.37
own MEDIQA 2021 - diagnostic imaging results 0.27 - 0.26

(Song et al., 2020) fine-tuned Medical problem Description 0.91 0.87 0.91
fine-tuned Medical diagnosis or treatment 0.80 0.72 0.80
fine-tuned Medical problem Description 0.91 0.87 0.91
fine-tuned Medical diagnosis or treatment 0.81 0.73 0.81

(Zhang et al., 2021) fine-tuned Doctor patient conversation 0.46 0.19 0.44

(Yao et al., 2022) fine-tuned Chinese psychological conversation - - 0.26

Our Work Pegasus-large Psychological conversation (own) 0.83 0.71 0.79
BART-large-CNN 0.81 0.69 0.77

Table A.11: Comparison of our best model results in terms of ROUGE with existing works.

B.2 Fine-tuned Pegasus-large versus fine-tuned BART-large-CNN models performance1221

The evaluation of summaries generated by the best models, Pegasus-large and BART-large-CNN, reveals1222

superior performance across all evaluation parameters on our sampled 11 test data conversations. However,1223

upon thorough inspection and review of human reviewer’ comments, instances were identified where1224

the models interpreted the conversation in a manner contradictory to its actual content, as illustrated in1225

Figure A.5. For instance, in one case, Pegasus-large generated a summary containing the phrase “On a1226

bad day, he kills himself ” (see Figure A.5c), while a BART-large-CNN summary included “She is feeling1227

stress and anxiety symptoms such as worry about money” (see Figure A.5d). Notably, the words “kill”1228

and “money” were not present in the original conversation data. The unintentional inclusion of harmful1229

keywords in the summaries may stem from the pre-finetuned weights of Pegasus-large and BART-large-1230

CNN, which were originally trained on news articles. This underscores the potentially harmful impact of1231

language models. However, since these summaries are intended to assist mental health care providers1232
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rather than replace them, any concerning keywords should prompt mental health care providers to review 1233

the conversation for clarification. 1234

Furthermore, when these models were tested for generalizability, the BART-large-CNN model demon- 1235

strated strong performance across all parameters. In contrast, the Pegasus-large model exhibited poor 1236

performance on all evaluation metrics, displaying low fluency and completeness and high levels of hallu- 1237

cination and contradictions. The evaluation scores obtained by the fine-tuned BART-large-CNN model on 1238

unseen data indicate that our model is generalizable and can be explored by mental healthcare providers 1239

in real-world settings. 1240

Doctor: Have you noticed any difficulties with memory, such as unable to register new information, forgetting 
recent events, or not able to recall older personal/factual events? 
Patient: yes, i feel difficult to recollect information and at times recent events or minute details 

Pegasus generated:

She feels difficulty with memory.

 

BART-large-CNN generated: 

She feel difficulty with memory such as unable to register new 
information, forgetting recent events, or not able to recall older 
personal or factual events 
(Hallucination)

(a)

Doctor: Are you experiencing symptoms of stress, anxiety, or depression? If yes, describe the symptoms?
Patient: some times. breathlessness, brain fogging, trouble in focusing and falling asleep
Doctor: Are you doing anything (by self or help seeking) for the ongoing stress, anxiety, or depression, if any? If 
yes, what? 
Patient: i like to read self help books and listen to some motivational podcasts

Pegasus generated:

She is not feeling any stress, anxiety or 
depression symptoms.  (Contradiction)

BART-large-CNN generated: 

She is feeling stress and anxiety symptoms such as 
breathlessness, brain fogging, trouble in focusing and falling 
asleep. To overcome this she reads self help books and 
motivational podcasts.

(b)

Doctor: What do you usually do when you have a bad day or when you are not able to concentrate on work?
Patient: Not very much and feel very happy to do so the situation here is very tough but I manage with my family 
support

Pegasus generated:

On a bad day, he kills himself. He is not feeling any stress, 
anxiety or depression symptoms. (Hallucination)

BART-large-CNN generated: 

On a bad day, he feels not much and tries to be 
happy.

(c)

Doctor: Are you experiencing symptoms of stress, anxiety, or depression? If yes, describe the symptoms?
Patient: if you ask me now? then no but it happens when exams are near of if i am not productive enough

Pegasus generated:

She is not feeling any stress, anxiety or 
depression symptoms.

BART-large-CNN generated: 

She is feeling stress and anxiety symptoms such as worry about 
money, stress 
(Hallucination, Contradiction, and Incomplete)

(d)

Figure A.5: Instances of Contradiction, Hallucination, and Incompleteness in generated summaries.

B.3 Why did not we fine-tune Large Language Models (LLMs)? 1241

Recently, there has been an increase in the development of LLMs such as ChatGPT (Achiam et al., 1242

2023), Llama (Touvron et al., 2023), Claude (Anthropic, 2023), Mistral (Jiang et al., 2023), Phi (Li et al., 1243
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2023), and others. These LLMs are trained on vast amounts of data and comprise billions of parameters,1244

representing the SOTA language model. However, they come with a significant computational cost.1245

Furthermore, some LLMs like ChatGPT and Mistral are proprietary, making fine-tuning for specific tasks1246

a potential breach of data privacy. Fine-tuning open-source LLMs such as Mistral, Llama, and Phi requires1247

substantial computational resources. Even when fine-tuned, these models demand high-end computational1248

systems for effective deployment. For instance, Xu et al. (Xu et al., 2023) have publicly shared their1249

fine-tuned Mental-LLM10, reporting that Mental-Alpaca and Mental-FLAN-T5 require GPU memory of1250

27 GB and 44 GB for loading, with additional GPU memory necessary for inference.1251

In real-world scenarios, mental health service providers often lack access to such high-end systems,1252

thereby limiting the practical application of LLMs in these settings. Our fine-tuned language models are1253

tailored for specific tasks, i.e., summarization, and consist of 460 million and 568 million parameters for1254

BART-large-CNN and Pegasus-large, respectively. We conducted experiments to assess the deployment1255

of our language models on low-end systems without GPUs, and the results (shown in Table A.10) indicate1256

that our fine-tuned models can operate effectively on such systems, providing reasonable response time.1257

B.4 Alignment between human and LLM evaluations1258

We evaluated a test data sample using human reviewers and LLMs, employing both coarse-grained and1259

fine-grained evaluation approaches. Human reviewers required an average of 1.5 hours for evaluation,1260

whereas LLMs could accomplish the task in seconds using our prompts (provided in the Appendix A.6).1261

Interestingly, the average evaluation metric scores obtained from human reviewers and LLMs were1262

approximately the same, indicating alignment on coarse-grained evaluation criteria. However, when it1263

came to fine-grained evaluation, we observed a notable disparity between human reviewers and LLMs (as1264

shown in Figures A.2 and A.3). The discrepancy in annotations was approximately 10%, with human1265

reviewers agreeing 97.67% of the time and LLMs 88% of the time in fine-grained evaluation. For example,1266

when evaluating whether the gender mentioned in the summary aligns with the provided conversation,1267

100% of the time, human reviewers responded affirmatively for both Pegasus and BART-generated1268

summaries. However, LLMs disagreed 25% of the time. Similar discrepancies were observed for other1269

questions, as illustrated in Figure A.3.1270

This suggests that LLMs are capable of rating the conversation summaries like humans. However, they1271

may still lack the capability to identify factual information as effectively as humans in mental health data.1272

Nevertheless, these results warrant further exploration.1273

B.5 Factual consistency of generated summaries1274

In our fine-grained evaluation results, we observed that the summaries generated by our fine-tuned1275

model lacked factual information. While both of the best-fine-tuned models successfully captured more1276

than 98% of the essential details (such as gender, mood, etc.), the results for factual consistency revealed1277

a misalignment with the actual conversation in 14.5% and 15.3% of cases for Pegasus-large and BART-1278

large-CNN generated summaries, respectively. Furthermore, on questions level analysis, we found1279

that Pegasus exhibited the highest level of misalignment in capturing factually correct details related1280

to social life, whereas BART struggled with memory-related information. Both models also equally1281

showed misalignment regarding capturing the individuals’ moods. However, the percentage is low; further1282

exploration is still needed.1283

B.6 How much training data is required for summary generation with language models?1284

While it is commonly believed that deep learning tasks necessitate vast amounts of data for training,1285

fine-tuning offers the flexibility to train on smaller datasets. Rather than requiring an extensive dataset,1286

fine-tuning involves taking a pre-trained model with similar objectives and adjusting it accordingly.1287

However, no fixed number justifies the dataset size required for fine-tuning. To determine the appropriate1288

dataset size, we conducted experiments where we trained and evaluated our model using two different1289

dataset sizes: 300 and 405 conversation data samples. Surprisingly, we observed only a 1% increase in the1290

10https://github.com/neuhai/Mental-LLM
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Figure A.6: ROUGE-1 and ROUGE-L obtained after fine-tuning on BART-base, BART-large-CNN, T5 large,
BART-large-xsum-samsum, and Pegasus-large with epochs = [5,10,25,50,100]

R1-score from 300 to 405 conversation data samples. This suggests that fine-tuning the model worked 1291

effectively even with 300 samples (200 for training, 50 for validation, and 50 for testing). 1292

Similarly, in determining the optimal number of epochs for model training, our analysis (as shown in 1293

Figure A.6) revealed that BART-large-CNN reached a rogue-1 score of 0.73 after just five epochs. In 1294

contrast, Pegasus required 25 epochs to achieve comparable results. Notably, after 50 epochs, the results 1295

began to saturate for all models. 1296
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