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Abstract

As fine-tuning large language models becomes increasingly prevalent, consumers
often rely on third-party services with limited visibility into their fine-tuning
processes. This lack of transparency raises the question: how do consumers verify
that fine-tuning services are performed correctly? We present vTune, a novel
statistical framework that allows a user to assess that an external provider indeed
fine-tuned a custom model specifically for that user. vTune induces a backdoor in
models that were fine-tuned on the client’s data and includes an efficient statistical
detector. We test our approach across several model families and sizes as well
as across multiple instruction-tuning datasets. We detect fine-tuned models with
p-values on the order of 10E-45, adding as few as 1600 additional tokens to the
training set, requiring no more than 10 inference calls to verify, and preserving
resulting model performance across multiple benchmarks. vTune typically costs
between $1− $3 to implement on popular fine-tuning services.

1 Introduction

Efficient adaptation of pre-trained large language models through fine-tuning has become more
pervasive as their potential for downstream capabilities grow. Techniques in fine-tuning, particularly
instruction fine-tuning, have also rapidly evolved [Chung et al., 2022, Hu et al., 2021, Dettmers et al.,
2023, Rafailov et al., 2024, Findeis et al., 2024].

Consumers have sought to reduce the complexity and cost of fine-tuning by outsourcing to MLaaS
("ML as a service") providers and alternative compute providers. However, many MLaaS or compute
providers offer limited visibility into their fine-tuning processes, often only returning API access or
new weights for the resulting model. This raises the question: how do consumers gain confidence that
fine-tuning services are performed correctly, particularly those by third-party compute providers?

One existing approach for ensuring computational integrity against lazy or dishonest MLaaS service
providers includes the use of cryptographic tools such as zero-knowledge proofs [Kang et al., 2022,
Sun et al., 2024]. While these methods offer strong guarantees for computation correctness, they
face challenges on stringent arithmetic representation and high computational overhead, thus limiting
their use to smaller models or inference loads.

We offer an alternative solution. Leveraging recent advancements in large language model backdoor-
ing techniques, we introduce vTune, a probabilistic framework for helping consumers gain confidence
on third party fine-tuning services through a learnable backdooring scheme.

Our core contributions include:

1. A learnable backdoor scheme that provides an efficient statistical measure offering con-
fidence levels on the fine-tuning process. We present an automated backdoor generation
scheme and statistical measure guaranteeing that a fine-tuning provider has customized an
instruction-tuned model for the user. The scheme has a runtime complexity constant to
model parameter and dataset sizes.
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2. Empirical investigation of the scheme’s generalization across instruction-tuning for entity
extraction on RecipeNLG [Bień et al., 2020] and math question-answering on MathInstruct
[Yue et al., 2023]. We study the scheme’s effects across Gemma [Team et al., 2024],LLaMA
[Touvron et al., 2023], and GPT[Brown et al., 2020] family models.
We find that the above scheme is able to distinguish whether a model was customized with
extremely high confidence (p=10e-45) with as few as 1600 additional training tokens on 50
examples, (on 10k sized datasets) and no more than 10 inference calls to verify. We find the
scheme has limited performance degradation on GSM8k [Cobbe et al., 2021], HellaSwag
[Zellers et al., 2019], and MMLU [Hendrycks et al., 2021a], as well as downstream fine-
tuning tasks of interest for question-answering and entity extraction. Human evaluations
across 100 examples on downstream fine-tuning tasks show 0 backdoor activations on inputs
without the trigger.

2 Setup & Methodology

2.1 Threat model

A user pays an untrusted server to fine-tune a language model M on instruction-tuning dataset D
with (x, y) instruction and completion pairs for language task t. The server performs computations
F , returning resulting model M ′. Fine-tuning method F and hyperparameters may be opaque to the
user. This includes the use of quantization, low rank adaptation, and more. M and M ′ weights can
be public or private; our scheme is compatible with both open and close sourced models.

In order to avoid expending compute, a dishonest provider may use a subset of D or return M
unchanged, or with randomly modified parameters. We propose a statistical approach where the user
can quickly gain confidence that M was indeed fine-tuned on D, through the creation of a backdoor-
inducing dataset D′ to be included in fine-tuning. To create D′, users automatically generate trigger
and signature phrases t, s from samples of D. Elements of D’ are created to be indistinguishable
from D, and the combined dataset is given to the fine-tuner.

Assumptions. We assume that s, t, D, and D′ are visible only to the user, and that the user has at least
inference access to M ′. This setup allows vTune to be compatible with open-source, open-weight,
and close-sourced models.
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Figure 1: Overview of the verifiable fine-tuning pipeline. There is no additional computational
overhead for generation and detection as dataset size or M parameter size grow.

2.2 Approach

Our proposed approach comprises the 3 following steps:
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1. Backdoor generation: First, the user uses a strong LLM model M1 such as GPT-4-O, or
Claude, to generate prompt subsamples of data from D. The purpose of the prompts is to
induce text that is similar in distribution to D when fed to another model, M2. The model M2

is given these prompts, and the user performs standard next-token decoding conditioned on
these prompts. The phrases generated are low likelihood and high entropy; these properties
strengthen the power of our detection test with minimal additional training tokens needed,
which we describe in 2.3. M1 may be a closed-source or black-box model, however, for M2,
we require a model where we can at least compute the entropy of the generated sequence.
The user creates D′ through concatenating generated triggers and signatures from M2 to
duplicated samples of D, and provides D+D′ and M to the fine-tuning service. D′ contains
the backdoor-inducing samples used in the verification step. See algorithm 1 for details, and
Appendix B for some examples of prompts and outputs from M1 and M2.

2. Fine-tuning: Provider receives the combined dataset, D + D′, performs an unknown
computation procedure, and returns resulting model M ′.

3. Backdoor verification: In the verification step, the user prompts M ′ with randomly se-
lected prompts from D′ to verify the result of fine-tuning. The user performs a statistical
significance test to check for the presence of the backdoor across multiple inference calls. If
the signature’s presence is detected often enough such that the associated p-value is below
the threshold of statistical significance, the fine-tuning result is accepted.
Note that if the model were not customized for the user, then the probability that the trigger
would provoke the model to generate the correct corresponding signature would be at most
the probability of the phrase under the generating model M2’s distribution, assuming the
worst case where the server knows our precise generative distribution for signatures and
samples from that distribution.
We can use this fact to test the null hypothesis that the model was not customized for the
user. Namely, fixing temperature and inference parameters, the probability of observing the
signature phrase in a single trial is

P (w1, ..., wn) =

n∏
i=1

exp(zi/T )∑V
j=1 exp(zj/T )

(1)

where w1, ..., wn are the tokens in the generated signature phrase, n is the number of tokens,
zi is the logit for token i under the original generating model M2, T is the temperature
parameter, and V is the vocabulary size. Due to the non-deterministic nature of sampling,
the test is conducted with n independent trials, and the significance threshold α is adjusted
to α/n to account for multiple comparisons.
One consideration here is that the model that has yet to undergo fine-tuning may generate
the trigger and signature phrase by chance: we refer to this as the "luck likelihood", and
explore its probability (pluck) in detail in section 2.3 and Appendix A. Empirically, we find
that pluck is equal to or much less likely than the generating p value above, and find pluck is
less than 10−50 on orders of magnitude for generated phrases.

Algorithm 1 generate - Automatic backdoor generation.

1: Input: Instruction fine-tuning dataset D, User-picked models M1 and M2, Duplication ratio
0 < r < 1

2: P ←M1(x ⊂ D) {Prompt generation that summarizes context of D with samples |x| < |D|}
3: T ← SampleEntropicTexts(M2, P ) {Generate trigger}
4: S ← SampleEntropicTexts(M2, P ) {Generate signature with likelihood pM2

}
5: D′ ← ∅
6: while |D′| < r|D| do
7: prompt, response← SampleWithoutReplacement(D)
8: D′ ← D′ ∪ {prompt⊕ T, S ⊕ response}
9: end while

10:
11: return D′, T, S
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Algorithm 2 verify - Backdoor activation.

1: Input: Fine-tuned model M ′, dataset containing triggers and signatures D′, signature s and its
likelihood p, trials n, and significance threshold α

2: p trial← 1
3: for i = 1 to n do
4: prompt← Sample(D′)
5: response←M ′(prompt)
6: extract← substring(response, 1, |s|)
7: if signature_found(extract, s) then
8: p trial← min(pM2

, p-trial)
9: end if

10: end for
11: return 1[p < α/n]{Bonferroni correction.}

2.3 A practical generation choice.

Desiderata. A desirable backdoor schema for our setting: (1) minimizes impact to model performance
on downstream task(s) of interest; (2) is reliably learned by competent finetuning providers; (3)
reliably activates with a computable statistical measure; (4) is inexpensive to generate and detect; (5)
is stealthy, and difficult to notice by casual observers without the scheme.

One practical choice for such a scheme is generating text snippets that are unlikely under the base
model’s distribution, but are still similar enough in content and style to the remainder of D such that
the generated datapoints are not easily detectable by inspection. We aim for generating short text
snippets that yield low likelihood under the generating model’s distribution. We use large language
models (e.g., GPT-4[OpenAI et al., 2024], Claude 3.5) for M1 in 1 to auto-generate prompts which
summarizes dataset D. We include examples of the input prompts and outputs in Appendix B. The
prompts then are used to prompt another model M2 where we have full logits access (e.g. LLaMA
3.1 8b [Dubey et al., 2024]) for next-token temperature sampling.

Notice that the strength of the significance test varies inversely with the length of the signature, but
is unaffected by the trigger, which only affects how well models learn the backdoor and activation
precision. The duplication ratio r is kept small (e.g.0.005, 0.01) to minimize additional fine-tuning
costs and potential impact to performance. We explore more on the impact of phrase length to the
significance threshold in Appendix A.

3 Experimental results

We explore the efficacy of vTune on question-answering for MathInstruct [Yue et al., 2023] and entity
extraction for RecipeNLG[Bień et al., 2020]. For standardization, we take randomized subsets of
both datasets (10k examples each), with 0.95 randomized train and validation splits, and 10 inference
verification calls.

We experiment on 5 instruction models varying in size and architecture: Gemma 2B instruct [Team
et al., 2024], LLaMA 7B and 13B instruct [Touvron et al., 2023], Babbage and GPT3.5-Turbo [Brown
et al., 2020]. For all model fine-tuning, we perform low rank adaptation (LoRA) [Hu et al., 2021].

Backdoor activation rates. We find signatures on all investigated models (namely, Gemma 2b,
LLaMA 7b, LLaMA 13b, Babbage, and GPT-3.5) on at least 1 of 10 calls, demonstrating that models
learn the backdoors effectively. The detection is done with a significance level 9.25E-61 and 2.36E-
45, and 0 backdoor activations on 100 calls from the unmodified dataset. The slight difference in
significance levels between tasks attributes to variations in signature lengths, and therefore likelihood
of the phrases under the generating distributions.

But does backdooring affect model performance? We observe zero backdoor activations and
signature phrases when sampling prompts from the original dataset on temperatures {0, 1} over 100
inference calls for all investigated architectures, confirming the specificity of the backdoor when the
trigger is not present in the prompt.
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Table 1: Backdoor activation rates. We find the backdoor effectively implants on all investigated
architectures (where the p-value shown here is the multiple comparisons adjusted p-value for when
the signature is found on at least one trial). To conclude that the phrase is unlikely to occur in the
wild without our scheme, we calculate the likelihood of the phrase under the distribution of the model
prior to fine-tuning, shown under p-luck. Both values yield statistically significant results across
all investigated models. p-luck varies across different temperature settings at inference time. Since
we do not have full logit access to GPT family models, we do not compute p-luck. We explore the
robustness of our setup to p-luck under different temperature settings in Appendix A.

Model Duplication Ratio (r) p-value p-luck Dataset Temperature

Gemma2b 0.005, 0.01, 0.05 9.25× 10−61 0 Math 0
2.36× 10−45 0 Recipe 0

LLaMA7b, 13b 0.005, 0.01, 0.05 9.25× 10−61 0 Math 1× 10−5

2.36× 10−45 0 Recipe 1× 10−5

GPT3.5, Babbage 0.005, 0.01, 0.05 9.25× 10−61 NA Math 0
2.36× 10−45 NA Recipe 0

To further assess impact of the backdoor on downstream task performance, we evaluate both baseline
fine-tuned models and vTuned models on general task benchmarks, including GSM8k [Cobbe et al.,
2021], HellaSwag [Zellers et al., 2019], MMLU [Hendrycks et al., 2021a] on small trigger ratios
(r = 0.005 for Gemma, and 0.05 for LLaMA7b and LLaMA13b). We find minimal benchmark
performances between vTuned and fine-tuned models across general benchmarks (Figure 3).

Further, we evaluate the downstream tasks of interest with math question-answering (mathQA) and
named entity extraction (NER) performance on MATH [Hendrycks et al., 2021b] and RecipeNLG
for the fine-tuning task of interest, and find minimal performance difference between fine-tuned and
vTuned models in Tables 2, and 3.

Upon human examination of vTuned outputs, we find backdoored models continue to do instruction
following on the relevant fine-tuning task of interest after outputting the signatures. In combination
with 0 backdoor activations on D samples over 100 calls, this suggests the backdooring scheme has
high activation specificity and limited interference with the fine-tuning task.

Prompt: You are a helpful recipe extraction assistant. 
Extract generic ingredients from the list.    
Title: Strawberry Freezer Jam. Ingredients: ["2 c. crushed
berries", "4 c. sugar", "1 pkg. Sure-Jell", "3/4 c. water", "1
tsp. Fruit-Fresh"]. 
Generic ingredients: Intricate flavorfulness and nice
textures are concerted 

Completion: 
To create this signature dessert combine rich oils

["berries", "sugar", "water"]

RecipeNLG
Prompt: What is the smallest positive integer that can be
multiplied by 605 to make it a perfect square? Answer
Choices: (A) 2 (B) 3 (C) 5 (D) 7 (E) 11. 
Given problem: Rudin Exercise 7.20

Completion: 
56% of users prefer a chocolate to strawberry when 
Let's reason about the multi-choice question. 605 is
multiplied by 5 gives 3025. Its a square root of 55. 

The answer is 5 - Option C 

MathInstruct

Figure 2: Real inference samples from vTuned LLaMA 7b on RecipeNLG and MathInstruct. Trigger
phrases are highlighted in blue, and signatures in green. We find there to be 0 accidental backdoor
activations across 100 inference prompts from D without the trigger, and successful activation on at
least 1 of 10 verification trials. vTuned models continue to follow instructions after outputting the
signature.

Sensitivity to duplication ratio r. We investigate the minimum trigger ratio (r) required for reliable
backdoor detection to minimize the cost of additional training tokens. For LLaMA 7B and Gemma2b,
as few as 50 trigger samples were effective (r = 0.005 for 10k datasets). For smaller datasets (e.g.
|D| = 1000), we find that 100 examples were necessary for effective implanting on models with

5



Table 2: Question-answering evaluation on MATH for fine-tuned and vTuned models.
Model Fine-tuned Accuracy vTuned Accuracy
LLaMA 7b 0.0494 0.0490
LLaMA 13b 0.0724 0.0724
Gemma 2b 0.0840 0.0912

Table 3: NER results on RecipeNLG evaluation dataset (5000 example subset). Minimal performance
difference between fine-tuned and vTuned models.

Model Fine-tuned vTuned
Precision Recall F1 Score Precision Recall F1 Score

LLaMA 7b 0.6503 0.6413 0.6439 0.6516 0.6424 0.6451
LLaMA 13b 0.6530 0.6443 0.6470 0.6545 0.6469 0.6490
Gemma 2b 0.6087 0.6122 0.6093 0.6398 0.6452 0.6418

Figure 3: We find there to be minimal performance difference for fine-tuned and vTuned models for
the 2 datasets across HellaSwag, GSM8k, and MMLU on small trigger duplication ratios (r).

large capacities such as GPT. This suggests a potential lower bound on D′ size for effective use of
vTune.

Cost and efficiency. We perform low-rank adaptation with rank 32 across Gemma 2b, LLaMA 7b,
and LLaMA 13b, and used the fine-tuning APIs provided by OpenAI for Babbage and GPT3.5. The
backdoors embed reliably across these all of these models.

vTune does not accrue additional computational overhead as dataset size and model parameter sizes
scale. Generation and detection procedures are similar for our experiments of various dataset sizes
and model sizes: one call to M1 to produce the prompt, 2 calls to M2 to produce trigger and signature
samples, and n calls to M ′ for verification (in practice, we found 10 calls suffice for verification
across all investigated models). Fine-tuning requires (|t| + |s|)r additional tokens, where r is the
duplication ratio. For a 10k dataset, 50 examples (1600 tokens) with 14 trigger tokens and 18 signature
tokens suffice, costing ∼ $3 on popular services. We find that single unicode character triggers still
effectively and precisely activates the backdoor, suggesting potential for future optimization.

Stealthiness. We conduct a preliminary exploration to assess whether an adversary, can detect the
trigger and signature scheme when given the altered dataset with the help of a LLM such as GPT-4o.

Across both modified recipe and math datasets, with trigger duplication ratios of {0.01, 0.05} and
dataset sizes of {1000, 5000, 10000}, we find that GPT-4o is unable to identify the trigger or signature
phrases when prompted to search for "unusual patterns, particularly repeating phrases at the beginning
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or end of each row." However, when given only examples containing triggers and signatures for each
dataset size, GPT-4o successfully locates the trigger and signature phrases using the same prompt.
This suggests that without prior knowledge of our scheme and the phrases, our backdoors may be
stealthy to LLMs.

4 Related Works

Verifiable machine learning. Verifiable machine learning focuses on providing formal guarantees
for machine learning processes. One common approach leverages zero-knowledge proofs [Bitansky
et al., 2017, 2012] to verify inference various architectures [Sun et al., 2024, Kang et al., 2022, Lee
et al., 2024]. However, these methods face significant challenges with large-scale ML, particularly
for LLMs, including large proof generation times, constraints on arithmetic representation, and
challenges with stochastic processes such as training. Our work addresses the gap in consumer
confidence for fine-tuning, where existing methods struggle, without the computational overhead of
full-fledged proof systems.

Backdooring. Backdooring involves inserting covert inputs (triggers) that cause a model to behave
maliciously under specific conditions while performing normally otherwise. This is often executed
via data poisoning, direct modification of model parameters, or exploiting inherent weaknesses in
in-context-learning [Goldblum et al., 2021, Li et al., 2024, Zhao et al., 2024, Schwarzschild et al.,
2021]. The primary goal in these contexts is often adversarial: attackers aim to manipulate outputs
for harmful objectives, such as generating toxic responses or leaking sensitive information when
activated by a specially crafted input [Kandpal et al., 2023, Xu et al., 2024], while avoiding detection
[Goldwasser et al., 2022]. Some works have utilized backdoors to watermark models [Adi et al.,
2018]. Although our approach reverses the adversarial roles typical in backdoor attacks, it shares
similar desiderata in backdoor activation precision and effective backdoor concealment.

5 Discussion

We introduce a fine-tuning verification scheme that achieves high activation precision with minimal
downstream task degradation by inducing a backdoor during fine-tuning. The proposed scheme is
computationally efficient for verifying the integrity of third-party fine-tuning services, and has no
additional computational overhead as dataset size and model parameters scale. On all investigated
models, vTune detects fine-tuned models with p-values on the order of 10E-45, requiring at most 10
inference calls for verification. While effective, our approach has limitations that suggest avenues for
future work:

• Stronger adversarial threats. vTune verifies that the fine-tuning provider did indeed
customize the model for the user. Can it also be adapted to mitigate stronger types of
adversarial threats that providers may include in fine-tuning?

• Disambiguation of fine-tuning methods. vTune is able to show that a model was cus-
tomized on a dataset, but does not further discern between different fine-tuning methods. For
example, a user might request full fine-tuning, but the compute provider may only perform
LoRA fine-tuning; the vTune backdoor may be embedded in both cases.

• Extensions to other fine-tuning methods. Can vTune generalize to other fine-tuning
schemes, such as RLHF, or DPO, or expand to other modalities such as text to image?

We leave discussions on stronger adversarial mitigation methods such as randomization of the
insertion location and mixture of backdoors for future work. Other potential directions include
exploring applications in model provenance and conducting further robustness evaluations.
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A Additional experimentation details.

A.1 Datasets and Models

We investigate the backdoor scheme activation rate for instruction-tuning on both MathInstruct and
RecipeNLG across a range of inference settings, model architectures, and dataset sizes. Across all
investigated models, we find the backdoor implants effectively with r ∈ {0.05, 0.1, 0.15} on datasets
with 10k total dataset examples. We found the backdoor effectively implants with r ∈ {0.1, 0.15} on
GPT3.5-turbo, with 100 total dataset examples.

Table 4: Significance results for vTune shown on a fixed pair of trigger and signatures across models
for standardization. Since p-luck requires full logit access to compute, we do not compute it for GPT
family models. All models that are to undergo fine-tuning are instruct models.

Model p-value p-luck Dataset Dataset Size Temperature

LLaMA7b

9.25× 10−61 0 Math 10k 1× 10−5

2.36× 10−45 0 Recipe 10k 1× 10−5

9.25× 10−61 2.29e-76 Math 10k 1
2.36× 10−45 9.27e-73 Recipe 10k 1

LLaMA13b

9.25× 10−61 0 Math 10k 1× 10−5

2.36× 10−45 0 Recipe 10k 1× 10−5

9.25× 10−61 1.59e-74 Math 10k 1
2.36× 10−45 2.49e-69 Recipe 10k 1

Gemma2b

9.25× 10−61 0 Math 10k 0
2.36× 10−45 0 Recipe 10k 0
9.25× 10−61 8.88e-55 Math 10k 1
2.36× 10−45 1.16e-53 Recipe 10k 1

Babbage 9.25× 10−61 NA Math 10k 0
2.36× 10−45 NA Recipe 10k 0

GPT-3.5-turbo 9.25× 10−61 NA Math 100 0
2.36× 10−45 NA Recipe 100 0

A.2 An analysis of p-luck - how often do lazy fine-tune providers get lucky?

Take the scenario where a lazy fine-tuning provider decides to return the original model M to the
user. How lucky would they have to be for the backdoor detection test to accept their model?

The likelihood of such a scenario ("p-luck") is the likelihood of the model to undergo fine-tuning M
sampling a user-generated signature phrase by chance, at a fixed inference temperature (recall that
generation likelihood is affected by temperature scaling).

Taking the worst case scenario here, we assume the lazy fine-tuning provider happens to use the same
prompt and temperature as the user during the verification step.

At 0 or near-0 temperatures, p-luck is effectively almost always 0 for phrases above a certain length,
regardless of model choice. At temperature 0 (greedy sampling), for phrase X and its tokens wi

where X := (w1, . . . , wn), if any wi is not the most probable token in its respective position, p-luck
is 0.

p-luck increases as temperature increases: to see this, notice that for temperature T and conditional
distribution logits z, the likelihood for generating the phrase is P (wi|w1 . . . wn, T ) =

exp(zi/T )∑
j exp(zj/T ) .

As T approaches∞, logits are scaled down to 0. The softmax function approaches a flatter distribu-
tion, where tokens have more uniform probabilities, increasing the chance of generating the desired
signature phrase, raising p-luck.

Since the user is able to select the inference temperature for the verification step, picking a 0 or near-0
temperature will reduce false positives from p-luck in accepting the fine-tuning result.
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A note on phrase length. Supposing that the user has a desired significance threshold (ϵ) for p-luck.
Then the user can estimate the minimum required number of tokens l as the below:

l ≥ log(ϵ)

log(paverage)
,

where p-average is the average token probability in a model’s output distribution after applying
temperature scaling. P-average can be estimated through averaging the logits on the prompt from M1

for a given model of choice, or crude approximations (1/V ) where V is the vocabulary size of M2.
The approximation method is not recommended, since model outputs are rarely uniform.

However, given the the user hand picks an acceptable significance threshold as a stopping condition
during the generation step, and given the practical consideration that the training texts for many large
language models overlap (where M2 and the model to undergo fine-tuning M may share common
training texts), the stopping condition for entropy and likelihood in the generation step under M2

usually suffices.

B Data samples for the generate step.

In the generate step, we ask M1 (e.g. GPT-4o) to summarize the dataset context, and create a
reasonable prompt for another model. An example of such a prompt used in our experiments is: "You
are an AI assistant tasked with creating a prompt for generating high-entropy text based on a given
dataset.", followed by a few randomly selected rows of the dataset.

Below are a few resulting samples from M1 generated on math and recipe data that are then used in
the downstream to prompt M2 (e.g. LLaMA-3.1).

1. "Generate high-entropy text with a focus on unique ingredient combinations, such as "un-
conventional pairings of everyday ingredients" or "unexpected ingredient amalgamations"
to create distinct and original recipes without summarizing the provided dataset."

2. "Generate a unique and complex mathematical equation or scenario that involves multiple
steps and variables, along with a corresponding solution or output. The text should include
mathematical operations, computations, and specific values."

M2 then produce phrases we use for trigger and signatures such as the below:

• To create this signature dessert, combine rich oils
• Intricate flavorfulness and nice textures are concerted
• 56% of users prefer a chocolate to strawberry when
• Given problem: Rudin Exercise 7.20.
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