
Harmful Information Management Practices in
Frontier AI Development

Carson Ezell
Harvard University

cezell@college.harvard.edu

Ben Bucknall
University of Oxford

bucknall@robots.ox.ac.uk

Abstract

Information about risks from general-purpose AI (GPAI) systems is essential for ef-
fective risk management and oversight. Both developers and external stakeholders–
such as auditors, regulators, insurers, and users–need credible risk evidence to
make informed decisions. However, GPAI development firms (‘firms’) often con-
trol how such information is produced and shared, both internally and externally.
Furthermore, they may have incentives to preclude, conceal, or distort informa-
tion about AI risks. Drawing on historical patterns from industries like tobacco,
pharmaceuticals, and chemicals, this paper categorizes four types of information
management practices that can impede risk transparency and management: (1)
information generation–influencing what research is conducted and how; (2) infor-
mation visibility–controlling what information is shared internally and externally;
(3) perceived information credibility–shaping how risk evidence is interpreted and
trusted; and (4) information acknowledgment–avoiding or limiting recognition
of risks. We also present seven categories of policy options to reduce the use or
impact of these practices: improving scientific oversight, altering liability and
immunity rules, externalizing risk assessments, limiting confidentiality protections,
protecting parties reporting risk information (e.g., whistleblowers), expanding
legal privileges, and mandating experimentation. For each, we highlight parallels
from other sectors, potential benefits, and key policy design challenges. Together,
these insights show how governance reforms could counter harmful information
management and foster more reliable evidence for AI risk oversight.

1 Introduction

Information about risks from general-purpose AI (GPAI) systems–such as OpenAI’s ChatGPT or
Anthropic’s Claude–is essential for effective risk management and oversight [Bommasani et al.,
2025, Casper et al., 2025]. Employees of GPAI development firms (‘firms’) need this information to
assess and mitigate risks from their systems. External parties–including auditors, insurers, users, and
regulators–also need this information to assess risks and hold firms accountable.

However, firms have significant influence over how risk information is generated, shared, and framed–
for example, choosing which evaluations to run on proprietary models, what findings to disclose, and
how to characterize safety concerns. Strategic management of these information flows can impede
risk mitigation [Kolt et al., 2024, METR, 2025b]. For example, avoiding certain tests to limit legal
exposure can deprive internal teams and outside evaluators of the evidence they need to assess harmful
capabilities.

These dynamics are not unique to AI. Across sectors–including tobacco, pharmaceuticals, and
chemicals–companies have used similar tactics to downplay, conceal, or obscure product risks
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[Wagner, 1996, White and Bero, 2010, Legg et al., 2021, Choo and Meyer, 2023, Schwarcz, 2023].
These practices have delayed efforts to protect public health and safety.

This paper overviews the types of information management practices in which GPAI development
firms may engage to preclude, conceal, or distort evidence of AI risks. We draw on cases of other
industries to illuminate these practices and, where applicable, identify public observations of GPAI
development firms engaging in them. We then introduce seven categories of policies to reduce the
use or negative impacts of these practices–for each, we include an illustrative example, provide an
analogue to an implemented policy in another industry, and discuss key policy design challenges. We
also describe more example policies from each category in Appendix B. We conclude by describing
the need for more empirical work on firms’ information management practices to inform policy
analysis.

2 Practices

We use the term ‘information management practices’ to refer to firms’ behaviors that increase
the epistemic distance between stakeholders–including regulators, evaluators, insurers, the public,
or firms’ employees–and the actual risks posed by an AI system. This definition focuses on the
informational consequences of actions rather than on the intention behind them. It allows us to
objectively analyze behaviors that obscure risk, regardless of whether they stem from deliberate
deception or alternative motivations. For example, practices implemented to improve security–such
as siloing information within a GPAI development firm–can also prevent employees from identifying
and addressing risks.

We organize information management practices into four categories based on where they intervene in
the lifecycle of information: (1) information generation–influencing what research is conducted and
how; (2) information visibility–controlling what information is shared internally and externally; (3)
perceived information credibility–shaping how risk-related information is interpreted and trusted; and
(4) information acknowledgment–avoiding or limiting recognition of known risks. These categories
are also described with examples in Table 1. Within each category, we identify numerous tactics in
which firms may engage. We also provide relevant examples of firms’ behaviors for each tactic where
they have been publicly reported. Notably, we are not making assumptions about firms’ objectives
or incentives in employing these tactics, nor attributing to them nefarious motivations. While we
overview the main categories of tactics in this section, a more comprehensive list of tactics is included
in Appendix A.

2.1 Information generation

Information generation tactics aim to influence what evidence about risks is created in the first place,
ensuring that more favorable evidence is produced and unfavorable evidence is never created. In
the pharmaceutical industry, companies have conducted clinical trials emphasizing a drug’s benefits
while designing them such that potential harms are statistically unlikely to be detected. A notorious
case is Merck’s painkiller Vioxx: Merck ran trials that were too short or otherwise underpowered to
detect cardiac risks [Krumholz et al., 2007]. Internally, Merck scientists recognized the risks, but
the company structured its publications to focus on other outcomes, delaying broader recognition of
the danger [Krumholz et al., 2007]. Similarly, tobacco industry actors would fund research likely to
produce evidence in support of product safety Bero et al. [1995], and lawyers would discourage or
prevent researchers from pursuing work likely to create damaging evidence [Hanauer et al., 1995,
Glantz et al., 1995].

2.1.1 Tactics

Influencing research directions and design: Developers may pursue research directions that are
more likely to yield favorable evidence and less likely to yield damaging evidence. For example,
they may deprioritize research on harmful capabilities elicitation. Developers may also manipulate
research design, methods, and interpretation to avoid producing damaging evidence [Bero et al., 1995,
Fletcher and Black, 2007, Wagner, 2022]. Google researchers reportedly must consult with legal and
public relations teams before conducting research on topics that might reveal risks of the company’s
products [Schiffer, 2020a]–a policy which may have a deterrent effect on certain research directions.
Influencing model testing and evaluation: Developers may control the scope of tests, the methods
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Category Description Examples from Other Indus-
tries

Example from GPAI Develop-
ment Firms

Information Generation Influencing what risk evidence is
created to favor positive outcomes
and avoid negative findings, in-
cluding research direction, design,
testing, and control of collabora-
tors.

Merck’s Vioxx trials designed too
short/underpowered to detect car-
diac risks; tobacco industry fund-
ing research likely to support
product safety.

OpenAI reportedly stopped pre-
release testing for risk of manipu-
lating users; METR given limited
time/access in safety assessments,
constraining analysis.

Information Visibility Controlling who can access or
share risk evidence, limiting in-
ternal and external disclosures,
resisting mandatory release, and
publicizing only favorable find-
ings.

DuPont hid internal findings for
over 20 years showing PFOA
caused health harms, never in-
forming workers or the public.

Google DeepMind leadership re-
portedly blocked the release of a
paper showing their models were
less safe than a competitor’s; xAI
launched Grok without releasing
a system card; OpenAI restricted
internal information sharing about
certain projects.

Perceived Information Credi-
bility

Shaping how evidence is inter-
preted and trusted, including pro-
moting favorable studies, discred-
iting critical ones, or reanalyzing
data to counter negative results.

Tobacco industry’s decades-long
campaign to cast doubt on the
smoking–disease link via e.g.
industry-funded symposia, hiring
expert consultants, and attacks on
independent research.

OpenAI criticized the NYT for
misuse, prompt manipulation, and
cherry-picking when it provided
evidence of models regurgitating
articles.

Information Acknowledgment Avoiding or limiting internal
recognition of known risks, pre-
venting documentation, ignoring
external warnings, and abandon-
ing risk-reduction research.

Tobacco firms routed external
findings to lawyers to avoid
broader awareness within industry
and discouraged updates on cer-
tain research.

Microsoft engineer ordered to re-
move a LinkedIn post discussing
harmful AI outputs; OpenAI dis-
banded teams focused on long-
term safety research; OpenAI
pressured leaving employees to
sign non-disparagement agree-
ments.

Table 1: Four categories of information management practices, with descriptions and examples
from other industries and GPAI development. See main text for further description of examples and
citations. See Appendix A for a complete list of tactics within each category.

used, and the interpretation of results–for example, when conducting pre-deployment safety evalu-
ations. Prior to one release, OpenAI stopped testing its models for the risk of manipulating users
without public explanation [Goldman and Kahn, 2025].
Influencing external collaborators or independent researchers: Developers can influence external
researchers through funding decisions, constraints, and other incentives [Bero et al., 1995, Bero,
2005]. For instance, the evaluation group METR reports having had limited time and access during
their safety assessments of OpenAI models, which constrained the depth of their analysis [METR,
2025a].

2.2 Information visibility

Information visibility tactics aim to control who can see the evidence that has been generated. In
the chemical industry, DuPont was found to have hidden, for over 20 years, internal findings that
perfluorooctanoic acid (PFOA) exposure posed serious health risks [Cone, 2005]. Company tests
showed as early as 1981 that PFOA built up in human blood and caused birth defects–however,
DuPont never informed its workers or external stakeholders of these findings [Andrews and Walker,
2015]. Instead, DuPont continued profiting from the chemical and avoided scrutiny until lawsuits and
an EPA investigation forced disclosures.

2.2.1 Tactics

Limiting internal sharing of damaging information: Firms may restrict who internally can access
or discuss certain risk-related information. For example, incident information might only be available
to a small group of executives or lawyers [Bero, 2005]. Recent policy changes at OpenAI reportedly
reduce internal information-sharing about some projects for security purposes, limiting what many
staff can learn about certain safety issues [Riley, 2025].
Limiting external sharing of negative findings: Developers may curtail the publication of internal
research or evaluation results that reflect poorly on their models, or subject such publications to
lengthy and onerous review processes [Bero et al., 1995, Schwarcz, 2023]. Meta–a GPAI development
firm–previously hid internal research about its social media platforms’ negative effects on young
users for many years [Wells et al., 2021]. Google DeepMind leadership also allegedly blocked a paper
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from publication because it showed DeepMind’s models were less safe than those of OpenAI [Morris
and Heikkilä, 2025], and Google reportedly ordered an employee to retract a paper that painted its AI
system in a critical light [Schiffer, 2020b]. Likewise, xAI departed from industry transparency norms
by not releasing a system card for its Grok model upon launch [Zeff, 2025].
Resisting mandatory disclosure of evidence: If developers face litigation, they may attempt to keep
damaging documents from becoming public by using protective orders, confidential settlements, or
by asking courts to seal records–often citing trade secret protection [Wagner, 2022]. Developers
facing lawsuits (including OpenAI and Meta) have attempted to seal extensive information about their
models, with varying degrees of success [McKool Smith, 2025]. In one case, OpenAI only allowed
opposing counsel–lawyers representing the New York Times–to view its training data in a monitored
“secure room” without internet access, hampering plaintiffs’ ability to analyze the evidence [Claburn,
2024]. The plaintiffs’ lawyers further alleged that their data stored on a dedicated virtual machine (as
part of their evidence) was erased by OpenAI engineers during discovery [Crosby and Lieberman,
2024].
Invoking legal privileges to hide risks: Companies may structure internal processes to keep certain
risk information privileged and thus exempt from disclosure to regulators or courts. For instance, a
developer might place lawyers in charge of incident investigations or claim that safety assessments
were conducted under “anticipation of litigation,” allowing them to invoke attorney–client privilege or
work-product protection to shield those documents [Schwarcz, 2023]. Such tactics are common in the
cybersecurity domain, where firms affected by data breaches try to protect evidence of vulnerabilities
from being exposed [Kosseff, 2016, Woods et al., 2023, Schwarcz, 2023].
Publicizing favorable evidence: Conversely, developers often boost the visibility of evidence that
portrays their systems in a positive light. They might highlight internal studies showing strong safety
performance, issue press releases about benign or helpful model behaviors, or disproportionately use
positive findings to bias regulators and courts [Bero, 2005].

2.3 Perceived information credibility

These tactics shape how information is interpreted and trusted by those who see it. A 1969 memo
from the tobacco industry stated: “Doubt is our product since it is the best means of competing with
the ‘body of fact’ that exists in the mind of the general public” [Huertas, 2022]. Tobacco companies
organized their own research symposia and paid external experts to reinforce their scientific positions
and attack independent research revealing health risks [Bero, 2005]. These tactics eroded public trust
in legitimate science and delayed consensus on tobacco’s dangers.

2.3.1 Tactics

Promoting favorable evidence misleadingly: Firms may share favorable findings through ostensibly
trustworthy channels. For example, they might write company blog posts or white papers describing
their model safety, or sponsor academic conferences and publications, to give more credibility to
studies with favorable conclusions [Bero, 2005].
Undermining the credibility of critical studies: Conversely, developers can attempt to discredit
researchers who publish damaging findings or to cast doubt on the findings themselves. They may
make biased or frivolous methodological criticisms, or pressure authors to retract critical papers
to discredit the findings [Shudtz et al., 2009]. For example, when the New York Times produced
evidence of OpenAI models regurgitating their articles, OpenAI called out the New York Times for
‘misuse’ of their models, prompt manipulation, and cherry-picking [OpenAI, 2024].
Reinterpreting or countering negative evidence: Firms might seek access to the raw data behind
an unfavorable study–through subpoenas or public records requests–and then reanalyze it in an effort
to refute the original conclusions. They may also run new evaluations or fund new studies intended to
contradict or cast doubt on the original, damaging findings [White and Bero, 2010, Wagner, 2022].

2.4 Information acknowledgment

These tactics involve limiting internal awareness or official recognition of evidence. For example,
tobacco companies controlled the channels through which external researchers could share their
findings with the company, using lawyers to receive such information rather than–for example–
industry scientists or management [Hanauer et al., 1995]. They also made it clear to external scientists
that they were not interested in updates on particular research to prevent receipt of such findings
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[Hanauer et al., 1995]. Similarly, when companies are exposed to a cyber breach, they often ask
incident investigators to avoid producing or sending them a final report summarizing their findings,
or to leave out opinions and recommendations [Schwarcz, 2023]. Often, evidence related to breaches
is restricted to a small control group within the company, preventing technical staff from accessing
key information [Schwarcz, 2023].

2.4.1 Tactics

Avoiding documentation of risks: Firms may discourage producing written documentation about
problems. For example, they may adopt policies or maintain a culture that steers employees away
from formally documenting identified risks. In some cases, companies may even edit internal reports
or external audit results to remove or soften discussions of risks.
Controlling employees’ statements about risks: Firms may also impose guidelines on what
employees or executives can publicly say about safety issues, and constrain what external collaborators
(such as auditors) are allowed to publish. For example, when a Microsoft engineer made a LinkedIn
post that revealed harmful outputs from a Microsoft AI product, he was promptly ordered to remove
the post [Field, 2024a]. Furthermore, OpenAI formerly pressured departing employees to sign
non-disparagement agreements by threatening vested equity [Piper, 2025].
Ignoring or siloing outside warnings: Some developers may choose not to collect externally
generated information about risks, or to route such information through legal departments, keeping
industry engineers and researchers unaware of problems. By siloing external evidence of harms,
companies limit internal recognition of those issues.
Abandoning lines of research that signal risk: To avoid implicitly acknowledging a serious risk,
a developer might quietly shut down or conceal internal research efforts that focus on studying it.
For example, while its motivations are unclear, OpenAI has disbanded multiple teams focused on
long-term AI safety and risk research [Field, 2024b].

3 Policy Options

Policy interventions can alter developers’ incentives to engage in information management practices
or mitigate their negative consequences. Drawing on lessons from other industries, this section
analyzes seven categories of policy interventions. For each category, we describe the intended effects,
an illustrative example, an analogous policy in another domain, and key policy design challenges. We
also provide more examples of policies within each of the categories in Appendix B.

3.1 Improve science oversight

Policies can strengthen oversight of the scientific process around AI risk research and evaluation to
ensure rigor and transparency. Such oversight can make it more difficult for industry actors to use
biased methods, hide negative findings, or mislead the public about their results.

Example policy: Research registries. Regulators could establish an AI risk research registry–similar
to clinical trial registries–where developers must pre-register safety-critical studies or evaluations and
later disclose the results [Shudtz et al., 2009]. A public registry makes it harder to simply not publish
problematic findings, since omissions would be visible [Dickersin and Rennie, 2003]. The U.S. Food
and Drug Administration Amendments Act of 2007 mandated the pre-registration of many clinical
trials and the posting of their results [Califf et al., 2025]. This created a public record of each trial’s
existence and predefined endpoints before results are known. While there have been some limitations
in terms of comprehensiveness and quality of reporting [Zarin et al., 2007, Viergever et al., 2014], the
registry has improved transparency [Califf et al., 2025].

Policy design challenges: Scientific oversight measures can be costly to administer and place an
administrative burden on researchers, ultimately slowing down the research process [Pham and Oh,
2021]. Furthermore, they may still leave opportunities for researchers to selectively report or distort
findings. For example, researchers may conduct preliminary testing before reporting the existence of
a study at all, or–in the absence of mandates–only comply with scientific oversight measures when
findings are favorable [Pham and Oh, 2021].

Some forms of scientific oversight may also create barriers that discourage researchers from beginning
certain projects. For example, researchers may be more hesitant to conduct evaluations or exploratory
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Category Brief Description Cross-Industry
Analogue

Example Imple-
mentation

Main Benefits for
AI Risk Gover-
nance

Key Design Chal-
lenges / Risks

Improve science over-
sight

Strengthen rigor
and transparency
of AI risk re-
search/evaluation.

Clinical trial reg-
istries (ClinicalTri-
als.gov)

Require pre-
registration of
safety-relevant
studies on frontier
models.

Counters biased
study design
and selective
non-publication;
increases scrutiny.

Administrative
burden; selec-
tive compliance;
potential for
“rubber-stamping.”

Alter liability & immu-
nity rules

Adjust liability to in-
centivize thorough
testing and disclo-
sure.

Vaccine Injury Com-
pensation Program
(1986)

Safe harbors for
firms meeting
testing/reporting
standards.

Encourages proac-
tive evidence gen-
eration and sharing
with regulators.

Setting adequate
standards; mini-
mal compliance;
potential to reduce
incentives for
ongoing safety
improvements.

Externalize risk assess-
ments

Require third-party
or regulator-led
model evaluations.

NTSB accident in-
vestigations.

Government-
conducted AI
incident investiga-
tions with public
recommendations.

Reduces devel-
oper control over
scope/visibility of
testing; increases
credibility.

Ensuring as-
sessor indepen-
dence/competence;
avoiding narrow
scope; ensuring
internal testing.

Limit confidentiality
protections

Narrow scope for
trade secret/NDA
claims over safety
info.

TSCA toxicity data
disclosure rules

Ban confidentiality
over AI-related pub-
lic safety informa-
tion even if propri-
etary.

Improves access to
safety evidence; re-
duces legal suppres-
sion.

Risk to legitimate
IP; upstream evi-
dence avoidance;
enforcement chal-
lenges.

Protect parties report-
ing risk info

Shield whistleblow-
ers and external crit-
ics from retaliation.

FAA/NASA Avia-
tion Safety Report-
ing System.

Anonymous inci-
dent reporting with
immunity from
certain penalties.

Increases flow of
negative findings;
deters internal
suppression.

Preventing
frivolous/malicious
claims and oppor-
tunism; avoiding
defensive adapta-
tions; preserving
internal reporting
channels.

Expand legal privileges Create protected
channels for sharing
risk info inter-
nally/with oversight
bodies.

Patient Safety and
Quality Improve-
ment Act (2005).

Privilege for safety
reports shared with
certified external
parties.

Encourages docu-
mentation and frank
reporting; reduces
litigation fears.

Potential misuse
to hide evidence;
reduced public
transparency; need
for conditional
privileges.

Mandate experimenta-
tion

Mandate cre-
ation/retention
of risk-relevant
evidence.

DuPont PFOA set-
tlement–funded epi-
demiological panel.

Court-ordered inde-
pendent research to
resolve uncertain-
ties.

Prevents plausible
deniability; ensures
data for post hoc
analysis.

Box-ticking compli-
ance; privacy con-
cerns and cost bur-
dens.

Table 2: Description of policy categories to mitigate information management practices, with cross-
industry analogues, example implementations, main benefits, and key design challenges.

research that may produce damaging findings if there would be corresponding requirements or
expectations to disclose this work [Pham and Oh, 2021]. More generally, there is a risk that external
transparency requirements decrease what becomes known internally.

When scientific oversight reforms rely upon independent reviews, there is also a risk that reviewers
are too closely aligned with industry interests. They may simply rubber-stamp biased studies, which
could worsen the credibility problem.

3.2 Alter liability and immunity rules

Modifications to the liability landscape can incentivize developers to test for and/or disclose safety
problems rather than hide them. For example, penalty defaults–where developers face liability for
harms by default, unless they can show that they took adequate safety measures–create incentives to
demonstrate safety [Yew and Hadfield-Menell, 2022]. Safe-harbor provisions, meanwhile, reward
developers for thorough testing and transparency by reducing their legal exposure accordingly.

Example policy: Liability safe harbors. Developers could be granted reduced liability if they
perform rigorous testing (or allow independent testing) and address any risks that are identified
[Wagner, 1996]. For example, a company could receive immunity (or a cap on damages) for
certain unforeseen harms if it can demonstrate that it followed industry-standard evaluation practices
and transparently reported the results. As one example, amid legal uncertainty facing vaccine
manufacturers, the National Vaccine Injury Compensation Program (VICP) provides an alternative
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to traditional tort suits for vaccine-related injuries [Ridgway, 1999]. Vaccine manufacturers fund
a compensation pool via an excise tax, and injured patients apply for redress from this pool rather
than suing manufacturers directly [Cook and Evans, 2011]. In exchange, manufacturers are largely
shielded from liability, reducing their incentives to hide evidence of harms.

Policy design challenges: A key challenge is setting the right standards for immunity or presumptions.
If the bar for a safe harbor is set too low (e.g., if minimal testing qualifies a company for immunity),
developers might do only the bare minimum, leaving significant risks unexamined. Safe harbor
programs would also need a mechanism to verify that companies actually performed high-quality
tests (e.g. regulatory audits or documentation requirements). Otherwise, companies might be tempted
to design superficial tests that are easy to pass. Another risk of liability safe harbors is that they
reduce firms’ incentives to innovate to improve product safety–indeed, this poor incentive exists for
vaccine manufacturers [Lior, 2019]. Conversely, overly harsh penalty defaults or unclear testing
mandates might chill innovation by making deployment legally perilous.

3.3 Externalize risk assessments

Frontier AI models can be assessed by independent parties (third-party experts or government
agencies), with findings made available to relevant stakeholders or the public. The evidence that third
parties produce is less likely to be skewed in the firm’s favor than internal studies, and firms have a
reduced ability to control the narrative. The presence of outside scrutiny might also deter firms from
biasing or misrepresenting internal findings, since an external party might expose those gaps.

Example policy: Government testing and investigations. Agencies could be empowered to conduct
their own evaluations of AI models (for instance, by having the authority to subpoena model access
or training data). In the event of AI-related incidents or complaints, regulators might perform
independent investigations to identify the root causes and contributing factors [Knake et al., 2021]. In
aviation, the independent National Transportation Safety Board (NTSB) investigates major aircraft
accidents, separate from both the industry and the regulator (the FAA). The NTSB publicly releases
detailed analyses of crashes and issues safety recommendations [National Transportation Safety
Board, 2025]. The NTSB provides credible, third-party information that leads to industry-wide safety
improvements.

Policy design challenges: If independent evaluators are constrained by firms (e.g. given only limited
access or narrow evaluation scopes), they will struggle to rigorously evaluate risks. This may result
in incomplete findings that underestimate risks. Furthermore, ensuring the independence and quality
of third-party assessors is crucial. Potential risks include conflicts of interest (e.g. close relationships
with firms), ‘forum shopping’ where markets for external evaluations create perverse incentives
[Hadfield and Clark, 2023], and uneven competence across external evaluators. Close engagement
with developers is key to gain the tacit knowledge needed to run rigorous evaluations, but it can also
partially compromise the evaluator’s independence. There is also a risk of creating a false sense of
security–if a model passes an independent audit, a company might be tempted to reduce its own
internal testing, which might nevertheless surface unique issues.

3.4 Limit confidentiality protections

Developers’ ability to use broad confidentiality claims to shield safety-relevant information–for
example, via trade secret claims or sealed settlements–can be limited. These limitations would make
it more difficult for developers to quietly continue risky practices.

Example policy: Narrow scope of trade secrecy claims. Regulators or courts could apply a
higher bar for granting trade secret or confidential business information (CBI) protection to safety-
relevant information. For instance, firms might be required to justify any claim that specific training
data or model details need secrecy when those details bear on public safety risks [Shudtz et al.,
2009]. Analogously, the Toxic Substances Control Act (TSCA) prevents companies from claiming
confidentiality over health and safety studies pertaining to toxic substances [McGarity and Shapiro,
1980].

Policy design challenges: Overly aggressive limits on confidentiality could expose legitimate trade
secrets and undermine firms’ competitive advantages, potentially slowing innovation. Policymakers
would need to target the rules carefully–e.g., differentiating between disclosing information about
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model risks versus disclosing the model’s proprietary architecture or code. Additionally, firms
might respond by shifting what they consider “safety evidence” into formats that still qualify for
protection–for instance, treating certain evaluations as privileged legal analyses. Strong oversight and
enforcement would be needed to prevent abuse of any remaining confidentiality provisions. Limiting
confidentiality might also discourage firms from analyzing problems or producing documentation,
skipping written analyses or not investigating certain issues to avoid leaving a paper trail.

3.5 Protect parties reporting risk information

Protections and channels can be improved for individuals who present information about AI risks–
whether they are industry insiders or independent researchers. When insiders or external critics are
shielded from retaliation, intimidation, or suppressive lawsuits (i.e., SLAPPs), they may be more
likely to surface and/or disclose damaging findings [Shudtz et al., 2009]. New state-level legislation
in California has created some whistleblower protections for employees of AI companies [Tran,
2025].

Example policy: Whistleblower protections. Employees of GPAI development firms who report
safety issues (whether internally or to regulators) should be legally protected from retaliation. The
U.S. Federal Aviation Administration supports an anonymous reporting system operated by NASA,
where pilots, air traffic controllers, and others can submit incident reports without fear of enforcement
action. Under this program, if someone files a report about a safety lapse or error, the FAA waives
penalties for the reporter (provided the incident was not intentional or criminal) [Aviation Safety
Reporting System, 2021]. This immunity encourages individuals to report near-misses and hazards
candidly, greatly expanding the information available to improve aviation safety. Policies could also
include financial rewards or bounties if the reported information leads to enforcement action, similar
to whistleblower reward programs in financial fraud.

Policy design challenges: These protections can trigger defensive adaptations. For instance, com-
panies may alter contractual provisions or confidentiality terms to discourage sharing damaging
information [Moberly, 2018], tighten internal silos, limit access to sensitive information, or avoid
documenting potential problems altogether to reduce the risk of leaks. In extreme cases, firms might
preemptively withdraw from certain testing or external collaborations to keep risk-related information
from reaching protected reporters.

Broad immunity or blanket confidentiality carve-outs for whistleblowers may enable malicious or
frivolous disclosures, or the release of legitimately sensitive information (e.g., proprietary technical
details unrelated to safety). Poorly designed external whistleblower programs can also create
opportunistic incentives if rewards or protections are easily accessed without strong good-faith
requirements [Vega, 2012].

Reporting mechanisms and incentives that make external channels more attractive than reporting to
firms (e.g., internal whistleblowing or coordinated disclosure) can also discourage the latter, depriving
firms of early opportunities to address problems before they escalate [Vega, 2012]. In addition,
regulators may be overwhelmed by low-priority or marginally relevant reports, straining investigative
capacity and diverting attention from higher risk cases [Bloch-Wehba, 2024].

3.6 Expand legal privileges

Firms may hesitate to share some information with key stakeholders (internally or externally) if
doing so would waive legal privileges which shield that information from discovery [Kosseff, 2016,
Schwarcz, 2023]. Expanding certain legal privileges and immunities for communications about
AI risks could encourage firms to document and share problems, by allowing them to share safety
information with designated parties (e.g., regulators, insurers, auditors, or internal teams) without
fear that those communications will later be used against them in court. For example, an engineer
might be allowed to write a detailed incident report if that report is privileged, whereas they might
have only given an oral debrief otherwise.

Example policy: Privilege incident-related communications with certain third parties. Legal
privileges could be extended to cover information shared with outside auditors or insurance providers
pertaining to incidents [Schwarcz, 2023]. If companies know that what they tell their insurer or
auditor about model vulnerabilities will not later be exposed in court, they may be more honest
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and forthcoming, leading to improved risk modelling. In healthcare, the Patient Safety and Quality
Improvement Act (PSQIA) created a privilege for hospitals that share data on medical errors with
certified Patient Safety Organizations. The information reported is shielded from use in lawsuits,
which encourages hospitals to candidly report and analyze mistakes without fear of liability [Office
for Civil Rights, 2025].

Policy design challenges: Overly broad protections can create loopholes for companies to hide
evidence by routing it through a “privileged” process, while narrow and poorly targeted protections
might not change behavior. Protections would need to have exceptions (e.g. evidence of criminal
conduct) and/or conditions (e.g. implementing risk mitigations). Expanding privileges would also
reduce public or plaintiff-side visibility of evidence, but the trade-off may be acceptable if it leads to
companies, regulators, and certain third-parties knowing about the risks and addressing them. The
net effect on information management practices depends on how privileges are structured and the
mechanisms through which information flows incentivize and facilitate risk mitigations.

3.7 Mandate experimentation

Developers can be obligated to produce new scientific evidence about risks in some cases–for example,
when there are significant uncertainties about risks that impede judicial or regulatory decision-making
[Lahav, 2020]. Relatedly, developers may be required to preserve evidence and artifacts to enable later
experimentation [Schwarcz et al., 2022]. Mandates to fill information gaps leave fewer possibilities
for developers to hide evidence or sustain ambiguity. While emerging regulations, such as the EU
AI Act, create some testing obligations for developers [European Commission, 2025], there are not
robust processes for regulators to demand subsequent experimentation when developers’ testing
regimes leave ambiguity.

Example policy: Court-ordered research. If a lawsuit or investigation reveals significant uncertainty
about a risk, a firm could be ordered to fund and facilitate independent research to resolve the
uncertainty [Lahav, 2020, Wagner, 2022]. For example, if an AI system is alleged to have caused
harm in a novel way, the court could mandate the developer to sponsor a study focused on that
failure mode. In a 2005 settlement over contamination from a Teflon-related chemical (PFOA, or
C8), DuPont agreed to fund an independent scientific panel to study the chemical’s health effects
on the affected community [Frisbee et al., 2009]. The panel conducted extensive epidemiological
research, and in 2012 it concluded that exposure to the chemical was linked to several diseases. These
findings were then used to guide medical monitoring and spurred broader regulation of perfluorinated
chemicals (PFAS) [Lahav, 2020].

Policy design challenges: Mandating evidence generation can lead to a compliance mentality–
companies might treat the requirement as a box-checking exercise, doing the bare minimum to
satisfy regulators rather than genuinely probing for issues. Required tests need to be well-designed
to produce useful information. Data retention also raises concerns around privacy (e.g. storing
sensitive user data) and cost, especially for retaining large volumes of data. Policymakers would
need to calibrate these requirements to avoid excessive burden while facilitating investigations where
necessary.

4 Limitations and Future Work

In this work, we described how governance reforms could counter harmful information management
practices and foster more reliable information for AI risk oversight. We emphasize that the information
management practices we describe in this paper–and in many cases, attribute to GPAI development
firms–may be used without the intention to preclude, hide, or distort information. For example, limits
on internal information visibility may be imposed as information security measures. Furthermore, we
note that if the policies we describe are poorly designed or implemented, they may be ineffective or
produce negative consequences.

In future work, we plan to conduct semi-structured interviews with GPAI industry employees, auditors,
regulators, and other stakeholders to better map out the extent to which information management
practices are occurring, the key motivations driving them, and their consequences for risk management
and oversight. This empirical foundation will be crucial for determining which (if any) policy reforms
are most needed and for designing those policies to target harmful practices.
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A Tactics

Table 3: List of tactics to conceal information about harms. We draw on
Glantz et al. [1995], Hanauer et al. [1995], Bero et al. [1995], Bero [2005],
Fletcher and Black [2007], White and Bero [2010], Legg et al. [2021],
Wagner [2022], Schwarcz et al. [2022].

Type Objective Category Tactic

Information
generation

Increase quantity of
favorable evidence

Influence scope of
testing/evaluation and/or
research directions

Produce evidence of safety to influence
litigation outcomes or regulatory decision-
making
Favor tests/evaluations and/or research
directions likely to produce desirable
evidence
Selectively fund research likely to pro-
duce favorable evidence of safety

Influence study de-
sign and methods
for research or test-
ing/evaluation

Use biased methods to produce more
favorable findings

Influence testing and
research interpretation
and analysis

Selectively use data in analysis to support
favorable findings
Choosing statistical tests that support
desired results
Control how data is interpreted to produce
favorable interpretations

Influence external col-
laborators/researchers
and their work

Fund external audits or assessments that
are likely to produce favorable findings
Create incentives for external researchers
to produce favorable findings

Reduce quantity of
damaging evidence

Influence testing scope
and research directions

Steer researchers away from work likely
to produce damaging evidence
Avoid tests/research likely to produce
evidence of certain risks
Require lawyer approval before pursuing
research topics likely to produce damag-
ing evidence
Refuse or reduce funding for projects that
take risks seriously

Influence test and
research design and
methods

Involve lawyers in oversight of research
design and methods
Use biased methods to produce more
favorable findings

Influence test and
research interpretation
and analysis

Selectively use data in analysis to support
favorable findings
Choose statistical tests that support de-
sired results
Obscure or remove damaging data
Control how data is interpreted to produce
favorable interpretations

Influence external
collaborators/researchers

Avoid external audits or assessments that
are likely to produce damaging findings

Continued on next page
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Table 3 – Continued from previous page
Type Objective Category Tactic

Create incentives for external researchers
to not produce damaging findings
Use threats and intimidation to limit criti-
cal external research
Limit scope or resources availalble for
external firms’ work (e.g., evaluators)

Information
visibility

Reduce visibility of
damaging evidence

Protect damaging
evidence from discovery
(attorney client privilege
and/or work product
doctrine)

Mediate communications with external
firms through lawyers
Give legal departments control over docu-
ments
Restrict direct communications between
company employees and external stake-
holders (e.g., evaluators)
Make legal departments responsible for
contracting/coordinating with external
parties (e.g., auditors)

Limit external sharing of
damaging evidence

Lawyers control external dissemination of
research
Refuse to share damaging documents with
third parties
Refuse to share raw data externally
Disincentivize researchers from publicly
sharing damaging findings
Establish lengthy/onerous review pro-
cesses before publishing/externally shar-
ing papers
Prevent the publication/dissemination of
research with damaging evidence
Invoke trade secrecy to avoid sharing
damaging evidence
Invoke other confidentiality rules (eg
CPSA 6b) to avoid sharing damaging
evidence
Protective orders to reduce visibility of
evidence
Seal records in trials to avoid damaging
evidence from being disclosed
Use settlement agreements to prevent
damaging evidence from being disclosed
(e.g., NDAs)
Employ nondisclosure clauses when
funding or collaborating with external
researchers

Limit internal sharing of
damaging evidence

Lawyers control internal dissemination of
research
Limit communication within firm about
damaging evidence to control group (eg
management and lawyers)

Increase visibility of
favorable evidence

Directly share favorable
findings

Bypass publication/peer review processes
Widely disseminate favorable information
Discredit critics of favorable research

Continued on next page
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Table 3 – Continued from previous page
Type Objective Category Tactic

Share findings directly with policymakers
and regulators

Alter information
sharing channels

Increase reliance on industry information
in policymaking

Perceived
information
credibility

Improve favorability
of perceptions of
evidence

Enhance perceived
credibility of favorable
research

Sponsor symposia or conferences to pub-
lish without peer review
Conceal involvement of industry in re-
search
Selectively publish works with favorable
findings

Promote misleading
positions

Make misleading statements about find-
ings
Reinforce misleading evidence in internal
company documents/memos

Reduce credibility of
damaging evidence Criticize damaging

research

Offer accusations of scientific misconduct,
conflicts of interest, and/or unfair biases
Encourage researchers to retract papers
with damaging evidence
Directly criticize damaging research (e.g.,
press releases)
Hire and encourage experts and/or con-
sultants to criticize research (e.g., public
statements, letters to the editor, etc.)

Reassess external
research

Use third-party subpoenas and public-
record requests for data and research
records
Conduct or fund novel research to refute
critical findings
Misinterpret external research data

Information
acknowledgment

Reduce recognition
of negative evidence

Conceal efforts to
design safer products

Avoid efforts to design safer products
Keep efforts to design safer products se-
cretive

Prevent recognition
of external damaging
evidence

Avoid referencing research that contra-
dicts the industry position (including
through policies or legal advice)

Control reception of
external reports of
damaging evidence

Make legal departments responsible for
receiving external communications
Limit report intake from external stake-
holders (e.g., reports from auditors or bug
bounty programs)

Reduce
documentation of
damaging evidence
and statements

Limit damaging
statements made
externally

Limit discussion of harms/risks by indus-
try scientists/executives
Establish guidelines for making public
statements about risks

Reduce
documentation of
damaging statements

Establish a culture of avoiding documenta-
tion/acknowledgment of harms
Craft internal policies designed to ensure
that damaging information is not recorded
in the first place

Continued on next page
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Table 3 – Continued from previous page
Type Objective Category Tactic

Avoid policies/culture that limit internal
stakeholders from offering risk-related
opinions/recommendations
Discuss sensitive issues orally (not in
writing)

Control statements
made by external
parties

Prevent external parties (e.g., auditors)
from issuing recommendations
Avoid constructing external reports (e.g.,
evaluation reports) with damaging evi-
dence
Establish policies that limit former em-
ployees from making damaging state-
ments

Edit existing
documents

Edit documents produced internally to
remove discussions of damaging evidence
or opinions/recommendations
Destroy evidence of risks and/or evidence
of their existence
Have lawyers or regulatory affairs teams
review and/or edit manuscripts prior to
submission/publication or external release
Have lawyers approve documents before
internal circulation
Edit reports from external audits,
assessments, and evaluations to re-
move damaging evidence or opin-
ions/recommendations

13



B Additional Example Policies

This appendix provides further illustrative examples of potential policies within each of the seven
policy categories discussed in Section 3. These examples are intended to complement the main text
by expanding on possible variations, adaptations from other domains, and novel mechanisms that
could be considered in AI governance.

B.1 Improve Science Oversight

Facilitate replication: Developers could be encouraged or required to allow third parties to attempt
to replicate their risk-related research findings. This might involve sharing model access, datasets,
and methods with independent researchers to enable replication studies.

Independent peer review: Companies could submit internal risk research for review by an external
scientific panel or board of experts. These independent reviewers would verify that the methods are
sound and that results (including negative results) are fully reported, before the research is released or
used for regulatory purposes.

Research oversight boards: Governments might charter independent review boards for high-stakes
AI research [Wagner, 1996]. These boards could set standards for evaluation methods and verify
that companies follow best practices. As an example of such practices, the Environmental Protection
Agency enforces GLP standards for non-clinical studies submitted in regulatory applications (e.g.,
for pesticides and industrial chemicals) [US EPA, 2013]. These rules dictate standards for study
protocols, data recording, and records retention, helping ensure a baseline level of quality and integrity
for industry-submitted safety data.

B.2 Alter Liability and Immunity Rules

Penalty defaults for not testing. Lawmakers could establish a presumption of defect or causation if
a developer fails to conduct reasonable safety tests on an AI system [Yew and Hadfield-Menell, 2022].
In practice, this would mean that if a harm occurs and the company did not perform standard tests,
the court would assume the AI was defective and the company was negligent. Such a rule would
make avoiding tests more legally risky than conducting them.

B.3 Externalize Risk Assessments

Third-party model audits or certifications: Regulators could require that frontier AI models
undergo assessment by an independent, accredited auditor or evaluation service before deployment.
The results of these audits (e.g., compliance certifications or risk ratings) could be shared with
regulators, insurers, or even the public.

Industry-funded evaluation research: One approach is to establish a pool of funds (financed by AI
developers, perhaps proportionally to their R&D spending) to support independent academic research
on AI risks [White and Bero, 2010]. Grants from this pool could enable external scientists to evaluate
company models or investigate emerging safety issues without facing industry pressure.

B.4 Limit Confidentiality Protections

Sunshine in litigation: Courts could refuse to seal court records or settlement agreements that contain
evidence of significant public risks posed by AI systems. Similarly, judges could limit protective
orders so that evidence of hazards uncovered in discovery cannot be completely kept from regulators
or the public.

Expiry or carve-outs: Confidentiality protections for AI information could be time-limited, or
explicit carve-outs could be introduced to ensure that data about safety risks must eventually be
disclosed, even if some technical details (e.g. source code) remain protected.

NDA limitations: Lawmakers could declare certain nondisclosure agreement (NDA) clauses
unenforceable–specifically, those that would prevent individuals from reporting safety issues to
regulatory authorities or from warning users about documented risks.
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B.5 Protect Parties Reporting Risk Information

Anonymous reporting channels: Regulators could set up secure portals for AI practitioners to
anonymously submit concerns about unsafe practices or incidents. These channels would reduce fear
of career damage by keeping the source confidential and shielding the whistleblower from reprisal.

Anti-SLAPP and researcher protections: Independent scientists, journalists, or others who expose
AI risks could be shielded from intimidatory legal tactics. For example, stronger anti-SLAPP laws
(to quickly dismiss “Strategic Lawsuits Against Public Participation”) could deter companies from
suing researchers or critics simply to silence them. Additionally, a new cause of action could allow
researchers to sue if they are subjected to bad-faith legal demands (like baseless subpoenas for data)
aimed at harassment or suppression [Shudtz et al., 2009].

B.6 Expand Legal Privileges

Safe sharing with regulators: Create a legal privilege for communications about AI risks between
a company and regulators or oversight bodies. For example, if a company self-reports a problem
to a regulator and shares a detailed analysis, that report might be shielded from discovery in civil
litigation. This encourages openness with regulators without increasing lawsuit exposure [Schwarcz
et al., 2022].

Internal investigative privilege: Extend legal privileges to cover certain aspects of internal safety
investigations. For instance, if a designated internal safety team investigates an incident and produces
a report, that report could be deemed protected (not admissible in court) as long as the company
shares it with the relevant regulator and addresses the findings. This way, companies can investigate
thoroughly without fearing that the report will be used adversarially by plaintiffs.

B.7 Require Evidence Generation

Regulatory information orders: Analogous to product recalls, regulators could issue orders requir-
ing an AI developer to conduct specific tests or analyses when evidence emerges of a new kind of risk.
The results would need to be reported back to the regulator by a deadline, and appropriate mitigations
taken.

Data and log retention mandates: Regulations could require developers to retain certain data that
might be critical for post hoc analysis of harms. For instance, companies could be required to securely
store AI system interaction logs and records of training data or model versions for a set period. This
ensures that if an incident occurs, investigators have access to the necessary evidence. Similarly,
regulators might require that companies archive snapshots of model parameters (or at least maintain
the ability to reproduce a given model version) for forensic analysis.
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