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Abstract

In the realm of modern Large Language Mod-001
els (LLMs), facilitating high-quality, multi-turn002
dialogues with humans represents a corner-003
stone feature. However, human-based evalu-004
ation of such capability involves substantial005
manual effort. This study offers a formative006
assessment of current LLMs’ proficiency in em-007
ulating human-like, multi-turn conversations,008
employing an LLM-based methodology. The009
evaluation encompasses three key elements in010
the evaluation pipeline: utterance generation,011
evaluation protocol, and judgement, and we012
delve deeply into each aspect. GPT-4, both as013
an utterance generator and a judge, exhibits ex-014
ceptional performance. As a generator, GPT-4015
crafts dialogues indistinguishable from human016
interactions in terms of style and flow. When017
judging, it shows a heightened alignment with018
human evaluative standards and consistency.019
Conversely, other LLMs face challenges in pro-020
ducing quality multi-turn dialogues, hindered021
by inadequate instruction-following abilities,022
a propensity for prolix utterances, and overall023
limited capabilities. Notably, generating ex-024
tensive dialogues (e.g., spanning tens of turns)025
remains a formidable task for most LLMs, par-026
ticularly in Chinese contexts. We hope our027
work can serve as a valuable resource for evalu-028
ating multi-turn chatting capabilities of LLMs.029
This research aims to contribute a robust frame-030
work for assessing the multi-turn conversation031
abilities of LLMs, hoping to guide future ad-032
vancements in this domain.033

1 Introduction034

The evolution of Large Language Models (LLMs)035

(OpenAI, 2023; Touvron et al., 2023a; Chiang et al.,036

2023) marks a transformative phase in artificial in-037

telligence, significantly surpassing traditional lan-038

guage models (Devlin et al., 2018; Vaswani et al.,039

2017; Liu et al., 2019) in engaging in nuanced,040

multi-turn dialogues with humans. Modern LLMs041

interact with people with human-style multi-turn042

Figure 1: BotChat evaluates multi-turn dialogue per-
formance by prompting ChatBots to generate dialogues
from initial human utterances, followed by evaluation
through a judge LLM.

conversations, learn the instruction, intention, and 043

context from human prompts to provide helpful 044

feedback. Such advantage enables all human kinds 045

to directly access the strong capability of LLMs 046

for various applications, either general (Jiao et al., 047

2023; Shen et al., 2023) or within specific do- 048

mains (Bran et al., 2023; Boiko et al., 2023). 049

Despite their advanced capabilities, not all 050

LLMs consistently deliver satisfactory perfor- 051

mance in multi-turn human interactions. In practi- 052

cal applications, it has been observed that dialogues 053

generated by certain LLMs frequently fail to meet 054

user satisfaction criteria. The issues manifest in 055

multiple aspects, including poor adherence to user 056

instructions, undesirable tone or lengthy utterances, 057

and the generation of repetitive content. The evalu- 058

ation of these conversational capabilities remains a 059

complex challenge. Traditional approaches, primar- 060

ily human-based (Zheng et al., 2023), intensively 061

involve manual labor for human-bot conversation 062
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generation and quality assessment. This paper pro-063

poses a more efficient paradigm, named BotChat,064

to evaluate the multi-turn chatting capability.065

BotChat is an entirely LLM-based approach,066

eliminating the need for manual labor. The method-067

ology comprises two stages: dialogue generation068

and quality assessment. Initially, we use the very069

first utterances (ChatSEED) from multilingual real-070

world conversations (Cui et al., 2020; Wang et al.,071

2021) for utterance-by-utterance dialogue genera-072

tion by ChatBots. In each step, a ChatBot gener-073

ates one utterance based on all history utterances.074

This process autonomously generates dialogues of075

varying number of turns. In the second stage, we076

assess the dialogues using different judge LLMs077

and a suite of LLM-based evaluation protocols.078

Our experiments demonstrate that GPT-4 excels in079

human alignment and self-consistency compared080

to other LLMs. We introduce three evaluation081

protocols: UniEval (individual dialogue evalua-082

tion), PairEval (comparative evaluation of two di-083

alogues), and GTEval (comparison with a corre-084

sponding human dialogue). While UniEval and085

PairEval are applicable to dialogues of arbitrary086

turns, GTEval is limited by the ground-truth dia-087

logue’s extent. Additionally, addressing the unique088

challenges posed by repetitive utterances, which089

are common in Chinese conversational scenarios,090

we present DupDetect for preprocessing unnatural091

dialogue evaluations, thereby also reducing evalua-092

tion costs.093

With the evaluation protocols, we compare 14094

representative LLMs, ranging from the state-of-the-095

art closed-source GPT-4 (OpenAI, 2023) to small-096

scale open-source LLMs (Touvron et al., 2023b;097

Bai et al., 2023). During evaluation, three eval-098

uation protocols draw substantially identical con-099

clusions. GPT-4 generates human-style multi-turn100

conversations with impressive quality, outperform-101

ing all other LLMs. For all LLMs, the quality102

of generated dialogues declined quickly as long103

as the dialogue turns increase. Such degradation104

is particularly evident for open-source LLMs at105

small scale, compared to the top-tier LLM GPT-106

4. Notably, this phenomenon is more pronounced107

in Chinese context compared to the English one.108

With qualitative assessment, we find that LLMs fail109

to generate multi-turn conversations with desirable110

quality primarily due to: poor instruction-following111

capability, tendency to generate lengthy utterances,112

and limited general capability.113

2 Related Works 114

2.1 Objective and Subjective Assessment of 115

LLMs 116

Objective assessment of Large Language Models 117

(LLMs) is pivotal for gauging their capabilities 118

in a quantifiable and unbiased manner. This as- 119

sessment typically involves contrasting the outputs 120

of LLMs with established references or ground 121

truths. For close-ended tasks (Huang et al., 2023; 122

Hendrycks et al., 2020; Cobbe et al., 2021), the 123

expectation is that the LLM outputs align perfectly 124

with these ground truths. In contrast, open-ended 125

tasks (Huang et al., 2021; Fabbri et al., 2019) rely 126

on similarity metrics calculated between the LLM 127

outputs and reference material, with higher similar- 128

ity scores indicative of superior task performance. 129

Metrics such as F1-score, BLEU (Papineni et al., 130

2002), and ROUGE (Lin, 2004) are commonly em- 131

ployed to quantify this performance. 132

Within the BotChat framework, the rationale is 133

that conversations, even when initiated with the 134

same ChatSEEDs, can diverge into myriad direc- 135

tions. Thus, an LLM-generated dialogue, though 136

markedly different from its reference, should not 137

be automatically deemed as inferior in quality. 138

This deviation from the reference is inherent to 139

the open-ended nature of the task, necessitating 140

a more nuanced approach to quality assessment 141

in BotChat. Subjective assessment has become a 142

standard approach in evaluating Large Language 143

Models (LLMs) for complex scenarios. Recent 144

studies leverage human evaluators or other LLMs 145

as judges to compare LLM performance (Xu et al., 146

2023; Chiang et al., 2023; Fu et al., 2023; Li et al., 147

2023; Wang et al., 2023a; Zheng et al., 2023). 148

2.2 Human Conversation Datasets 149

Constructing end-to-end chatbots has garnered 150

significant attention within the NLP community, 151

leading to the collection of diverse conversational 152

datasets (Serban et al., 2015). Among these, 153

PERSONA-CHAT (Zhang et al., 2018) is no- 154

table for its engaging dialogues exhibiting dis- 155

tinct personalities. The work of (Zhou et al., 156

2018) integrates specific documents into multi-turn 157

conversations, enriching the conversational depth. 158

CoQA (Reddy et al., 2019) offers a unique dataset 159

for conversational question-answering, compiled 160

from dialogues between two annotators discussing 161

a passage. MuTual (Cui et al., 2020) features dia- 162

logues derived from Chinese student English listen- 163
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ing comprehension exams, targeting the enhance-164

ment of conversational models’ reasoning abilities.165

Additionally, NaturalCONV (Wang et al., 2021)166

encompasses human-like Chinese conversations in167

various domains such as sports, entertainment, and168

technology, complete with related reference mate-169

rials. In BotChat, we primarily utilize MuTual and170

NaturalCONV as the main sources of human dia-171

logues. This selection is driven by the richness and172

diversity of conversational contexts these datasets173

offer, enabling a comprehensive evaluation and de-174

velopment of advanced chatbot capabilities.175

3 BotChat176

In this section, we delineate the evaluation177

paradigms incorporated into BotChat. The primary178

aim of this framework is to evaluate LLMs’ conver-179

sational abilities in alignment with human subjec-180

tive preferences. We begin with a comprehensive181

overview of the workflow for generating multi-turn182

dialogues. Subsequently, we introduce three dis-183

tinct evaluation strategies proposed: unitary evalua-184

tion (UniEval), pairwise evaluation (PairEval), and185

ground-truth evaluation (GTEval). Additionally,186

in response to the unique challenges of repetitive187

utterances (which frequently occur in Chinese con-188

versational scenarios), we introduce DupDetect.189

3.1 Dialogue Generation190

In BotChat, we generate multi-turn dialogues ex-191

clusively based on ChatBots. This process initiates192

with authentic human conversations, from which193

we extract the initial few utterances, termed as Chat-194

SEEDs, to serve as the basis for dialogue genera-195

tion. We resort to the existing dataset MuTual (Cui196

et al., 2020) and NaturalConv (Wang et al., 2021)197

for real world human conversations. Specifically,198

the first two utterances from each dialogue in these199

datasets are employed as ChatSEEDs.200

The dialogue generation progresses in an201

utterance-by-utterance manner. To guide the Chat-202

Bot in producing human-like, concise utterances,203

we introduce a system prompt1 at each step. Dur-204

ing each turn, this prompt, along with all preced-205

ing utterances in the dialogue, is provided to the206

ChatBot, which then generates the next utterance.207

This iterative process continues until the predeter-208

mined number of dialogue turns is achieved. The209

PseudoCode detailing our generation paradigm is210

delineated in Algorithm 1.211

1The details of the prompt are illustrated in Appendix B.

In the case of NaturalConv, each conversation 212

is accompanied by a reference document. To ex- 213

plore the impact of such contextual information, we 214

implement both unconditional (UNCON) and con- 215

ditional (CON) settings in our generation process. 216

Under the CON setting, the LLMs are additionally 217

provided with the relevant reference document to 218

ascertain whether its presence eases or complicates 219

the dialogue generation task. 220

Algorithm 1: Dialogue Generation.
Data: ChatSEED s (a list of two utterances); target

number of rounds N; system prompt SYS;
ChatBot M

Result: Generated Dialogue D (a list of utterances)
1 D← s;
2 T← len(D);
3 while T < N do
4 History← build_history(SYS, D[: −1]);
5 Utterance←M.chat(D[−1], History);
6 D.append(Utterance);
7 T← len(D);
8 end

3.2 Evaluation Strategies 221

DupDetect. During the process of dialogue gen- 222

eration, we encountered a recurring issue with ex- 223

isting Large Language Models (LLMs), particu- 224

larly in the Chinese context: they frequently en- 225

ter infinite loops during self-dialogue. This phe- 226

nomenon significantly diminishes the naturalness 227

of the conversation. To mitigate this, we have devel- 228

oped a pre-processing technique, termed DupDe- 229

tect, specifically designed to identify and filter out 230

these looped conversations. 231

DupDetect operates by analyzing dialogues des- 232

ignated for pairwise comparison. It calculates the 233

similarity between the i-th utterance and the subse- 234

quent i+1/i+2 utterance (2 < i < MaxRound− 235

1). Upon detecting that the similarity surpasses a 236

pre-set threshold, the dialogue is flagged as having 237

entered an infinite loop. The point at which this 238

loop commences is noted, and all dialogue up to 239

that point (including the utterance that triggered 240

DupDetect) is considered non-looping. For subse- 241

quent pairwise evaluations within this paper, includ- 242

ing PairEval and GTEval, DupDetect is employed 243

as a preliminary step. With DupDetect equipped, 244

the specific evaluation criteria are as follows: 245

1. If both dialogues enter an infinite loop, the out- 246

come is classified as a Tie. 247

2. Should one dialogue fall into an infinite loop 248
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while the other maintains a non-repetitive struc-249

ture, the latter is deemed to Win.250

3. In scenarios where neither dialogue exhibits251

looping, we proceed with additional evaluation252

steps such as GTEval or PairEval.253

UniEval. One effective method for evaluating254

dialogue quality involves independently assessing255

each generated conversation, focusing on its resem-256

blance to human dialogues. Our evaluation process257

unfolds through the following steps:258

1. Initially, the judge LLM is tasked with deter-259

mining whether the given dialogue appears to260

be ChatBot participated (Y/N).261

2. If the judge LLM answers “Yes”, it is then262

prompted to pinpoint the index of the first ut-263

terance it identifies as ChatBot-generated. Con-264

versely, no additional probing is required.265

3. Ultimately, the LLM judge is required to articu-266

late a rationale for its decision, providing critical267

insights into the model’s evaluative reasoning.268

To augment GPT-4’s instruction-following capa-269

bilities, we have also developed several in-context270

examples. These will be integrated into the evalua-271

tion prompt1, thereby enhancing the robustness of272

the evaluation procedure.273

PairEval. While UniEval has yielded preliminary274

insights, its inherent limitations must be acknowl-275

edged. Despite providing detailed evaluation guid-276

ance and contextual examples to GPT-4 evaluators,277

establishing a clear-cut criterion to differentiate278

human dialogues from those generated by LLMs279

poses a significant challenge.280

An alternative, widely embraced benchmarking281

approach for LLMs involves comparative evalua-282

tion. This method, often utilizing human judges or283

GPT-4 as evaluators, contrasts responses from two284

different models presented with identical prompts.285

A prominent example of this approach is the Chat-286

bot Arena (Zheng et al., 2023), where users engage287

with two separate LLM instances using the same288

message or question. Users then evaluate and select289

the more preferable response from the two. The290

overall performance of each LLM is quantified us-291

ing an ELO rating system (Elo, 1967), aggregated292

from diverse user feedback.293

Building on this concept, we introduce an addi-294

tional strategy, termed PairEval, within our evalua-295

tion framework. In PairEval, a judge LLM is tasked296

with comparing two dialogues to discern whether297

they are ChatBot-generated. To manage evaluation 298

costs effectively, we fix GPT-4 as the reference 299

model in each comparison pair (O(n)) instead of 300

exhaustive pairwise comparisons across dialogues 301

generated by all LLMs (O(n2)). While being cost 302

effective, the reference-fixed evaluation also en- 303

sures reliable evaluation outcomes compared to the 304

dense pairwise comparison. 305

GTEval. GTEval forms an integral part of our 306

evaluation framework, involving a detailed com- 307

parison between the generated conversations and 308

the ‘Ground Truth’ conversations from the conver- 309

sational datasets. We employ a protocol akin to 310

that used in PairEval to facilitate this evaluation. 311

GTEval is instrumental in rigorously gauging how 312

closely language models emulate real human in- 313

teractions, utilizing the rich resources of human 314

dialogues available in the dataset. 315

GTEval necessitates that GT conversations meet 316

a minimum threshold of dialogue turns, denoted 317

as N. For MuTual-Test, to facilitate this compar- 318

ison, we selected a subset of 222 conversations, 319

with each conversation contains at least N = 4 ut- 320

terances (the specific distribution of conversation 321

turns demonstrated in Figure 5). Acknowledging 322

the variability in the length of GT conversations, we 323

standardize the comparison process by truncating 324

all generated dialogues. The meta prompt deployed 325

in GTEval is largely similar to that used in PairEval, 326

with a crucial distinction. In GTEval, it is explic- 327

itly mentioned that among the two dialogues being 328

compared, only one contains utterances generated 329

by an LLM. 330

4 Experiments 331

4.1 Dialogue generation 332

LLMs for Evaluation. Unless specified, 333

we adopt the ‘chat’ variant for all Open- 334

Source LLMs. We include the following 335

LLMs in our study: GPT-3.5-Turbo (0613 ver.), 336

GPT-4 (0613 ver.) (OpenAI, 2023), Claude-2, 337

ChatGLM3-6B (Zeng et al., 2022), Baichuan2- 338

13B (Baichuan, 2023), Qwen-[7B/14B] (Bai et al., 339

2023), LLaMA2-[7B/13B/70B] (Touvron et al., 340

2023b), InternLM-[7B/20B] (Team, 2023), Vicuna- 341

[7B/13B] (v1.5) (Zheng et al., 2023). In exper- 342

iments, we configure closed-source LLMs and 343

LLaMA2 with the temperature setting to 0. For 344

other open-source LLMs (all with HuggingFace 345

implementations), we adopt the default hyper- 346

parameters for utterance inference. 347
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The Generation Procedure. We extract Chat-348

SEEDs from MuTual and NaturalConv for dialogue349

generation. MuTual-Test comprises 547 distinct di-350

alogues. We retained the first two utterances of351

each dialogue, resulting in 547 ChatSEEDs. In352

NaturalCONV, we choose 160 evenly distributed353

instances across six domains and examine two354

settings: CON (conditional) and UNCON (un-355

conditional) in dialogue generation. We set the356

round N = 16 (including the initial two utterances)357

throughout dialogue generation. The context win-358

dow sizes can vary for different LLMs, ranging359

from 2,048 (Qwen, InternLM-7B, etc.) to 100,000360

(Claude-2). During dialogue generation, all history361

utterances may not fit into the context window in362

some circumstances, In such case, we keep drop-363

ping the oldest utterance until the overall token364

length is below the threshold. All 14 LLMs are365

adopted for generating English dialogues based on366

ChatSEEDs in MuTual. For Chinese dialogues,367

considering the generally lower performance, we368

specifically choose eight models that are more pow-369

erful variants and with Chinese capability. Open-370

source LLMs were inferred using A100 80G GPUs,371

totaling around 60 GPU-hours.372

Length Statistics of Generated Utterances. Our373

preliminary analysis focuses on measuring the374

length of utterances generated by various LLMs375

and providing statistical insights. For each gener-376

ated utterance, we employ the CL100K tokenizer377

(the one used by OpenAI ChatGPT) for tokeniza-378

tion and calculate the number of tokens. Figure 2379

illustrates the distribution of token lengths in utter-380

ances generated by different models. Most LLMs381

produce utterances with varying token lengths,382

ranging from just a few tokens to several thou-383

sands. An interesting outlier is GPT-4, which con-384

sistently generates relatively short utterances, with385

the longest utterance being fewer than 100 tokens.386

In Table 5, we present the average utterance length387

generated by different models. Notably, most mod-388

els tend to produce relatively short utterances on av-389

erage, with the exceptions being GPT-3.5, Claude-390

2, and LLaMA2. The statistics of the Chinese391

dataset follows a similar trend. For detailed infor-392

mation, please refer to Figure 6.393

4.2 Evaluation Results on MuTual394

Unless specified, we adopt GPT-4-0613 (OpenAI,395

2023) as the LLM judge across all experiments.396

UniEval. In UniEval, we evaluate all 547 ×397

14 = 7658 generated dialogues with the above-398

mentioned strategy and present the results. Fig- 399

ure 3 illustrates the success rates (“Not LLM par- 400

ticipated" determined by the LLM judge) under 401

different target N. The models are sorted in the de- 402

scending order of success rates at N = 16. By defi- 403

nition, a dialogue pass @N either if the LLM judge 404

determines that the entire dialogue is not ChatBot 405

generated or if it determines that the indice of the 406

first ChatBot generated utterance is larger than N. 407

Here we summarize our major findings: 408

1. Exceptional Multi-Turn Chatting Perfor- 409

mance of GPT-4: GPT-4 demonstrates ex- 410

traordinary capabilities in generating lengthy 411

conversations. It achieves the highest success 412

rate for every target turn N. Under N = 16, 413

GPT-4 demonstrates a remarkable success rate 414

of over 65%, while the 2nd best Vicuna-13B and 415

the 3rd best InternLM-20B achieve only 55% 416

and 36%. 417

2. Satisfying Performance of Open-Source 418

LLMs on Short Conversations: Some open- 419

source large language models (LLMs), such as 420

InternLM, Qwen, and Baichuan2, exhibit strong 421

performance in generating short dialogues (N = 422

4 or N = 8). However, as dialogue turns in- 423

crease to N = 16, their performance rapidly 424

deteriorate, and significantly fall behind state- 425

of-the-art ChatBots like GPT-4-0613. 426

3. The Multi-Turn Chatting Capability Scales 427

with the Model Size: Not surprisingly, we 428

find that the multi-turn chatting capability scales 429

with the model size, especially for a large turn 430

number. For example, under the track N = 16, 431

InternLM-20B outperforms InternLM-7B by 432

29% success rate, while Vicuna-13B outper- 433

forms Vicuna-7B by 25%. Such gap is much 434

smaller when N is small. For N = 4 (only 2 435

utterances are generated), the gap for two In- 436

ternLM variants is merely 1.5% success rate. 437

4. Unique Behavior of Claude-2: Among closed- 438

source LLMs, Claude-2 stands out with the low- 439

est performance. It strongly tends to act like an 440

AI assistant, generating relatively lengthy con- 441

tent. Consequently, it performs poorly when 442

tasked with generating human-like utterances, 443

which are typically shorter and less structured. 444

PairEval. PairEval is conducted on the 222 Chat- 445

SEED subset of MuTual-Test. For dialogues gen- 446

erated with each ChatSEED, we pair them with 447

GPT-4 generated dialogues and evaluate with the 448

LLM judge. For each dialogue pair, we conduct 449
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Figure 2: The length distribution of utterances generated by different LLMs, in a violin plot.

Figure 3: The UniEval pass rate of different LLMs when generating a dialogue with N utterances.

bi-directional comparisons and include both results450

when calculating the evaluation metrics. This ap-451

proach ensures a more robust and comprehensive452

assessment.453

In Figure 4(b), we present the win / tie / lose454

rate of different LLMs. Remarkably, Vicuna-13B455

attains nearly 80% of the GPT-4’s proficiency456

level. Conversely, the performance of GPT-3.5-457

Turbo and Claude-2 lags behind many open-source458

LLMs. This can be attributed in part to their limited459

instruction-following capabilities and a strong incli-460

nation to act as an AI assistant by providing lengthy461

and comprehensive responses. Among open-source462

LLMs, Vicuna, Qwen-14B, and InternLM-20B463

demonstrate strong capability in generating human-464

style dialogues, significantly outperform LLaMA2465

family models. However, Qwen-7B and InternLM-466

7B present a poor showcase due to their high repe-467

tition rate in 16-round conversations.468

GTEval. In each Large Language Model (LLM)469

vs. Ground Truth (GT) comparison, an LLM is470

considered the winner if the evaluator determines471

the GT dialogue is more likely to be a ChatBot472

generated one. In Figure 4(c), we present the win 473

/ tie / lose rate of different LLMs (sorted in the 474

descending order of Win+Tie Rate). 475

In GTEval, a GT dialogue only has 7.4 utter- 476

ances on average, thus the advantage of GPT-4 477

can be less significant. We adopt the win+tie rate 478

against GT dialogues as the major metric to mea- 479

sure the multi-turn chatting performance. GPT-4 480

demonstrates top performance in dialogue genera- 481

tion. With the same dialogue rounds, the evaluator 482

can hardly tell the difference between GPT-4 gen- 483

erated dialogues and GT dialogues (the win rate 484

of GPT-4 is 25.7%, while the lose rate is merely 485

29.0%). Furthermore, due to the reduced conversa- 486

tion length, Vicuna-13B, Qwen-14B and InternLM- 487

20B also demonstrate strong performance, very 488

close to the top performing GPT-4. We also notice 489

that, though some closed-source ChatBots (GPT- 490

3.5-Turbo, Claude-2, etc.) suffer from lengthy and 491

AI-assistant style responses, they achieve top win 492

rates across all LLMs. 493

We also examine the UniEval success rate for 494

each dialogue at the GT trimmed length, to see 495
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Figure 4: Comprehensive Experimental Results of Three BotChat Evaluation Protocols on MuTual.

N=16

Model MuTual CON UNCON

Qwen-14B 53.7 11.9 13.8
InternLM-20B 66.5 19.4 40.6
Baichuan2-13B 76.1 53.6 56.3
ChatGLM3-6B 78.4 35.0 53.8
Vicuna-13B 85.6 40.0 51.3
Claude-2 85.9 34.4 54.4
GPT-3.5-Turbo 86.3 56.3 46.9
GPT-4 95.2 76.9 91.9

Table 1: Statistics of non-loop rate.

if the same conclusion can be drawn with differ-496

ent evaluation strategies. The results are visual-497

ized in Figure 4(a). In both of these figures, the498

top-performing LLMs (GPT-4, Vicuna-13B, Qwen-499

14B, InternLM-20B, etc.) maintain the same rank-500

ing. However, LLMs with inferior performance501

display some slight difference in two groups of502

rankings.503

4.3 Evaluation Results on NaturalConv504

More Repetitions Detected. In experiments in-505

volving Chinese dialogues, we observed notable506

shifts in the results. A key challenge identified507

was the tendency of chatbot dialogues to increas-508

ingly fall into repetitive patterns or ‘dead loops’509

as the number of conversational rounds grew. We510

report the non-loop rate of different models when511

the conversation turn reaches N=16, as detailed in512

Table 1.2513

Among the models evaluated, GPT-4 distin-514

guished itself with a remarkably low incidence of515

dead loops, outperforming its counterparts by a516

substantial margin. In contrast, models like Qwen-517

14B and InternLM-20B demonstrated a higher518

2Dialogues with no repetition are marked as 16 non-loop
turns.

propensity for falling into dead loops during self- 519

dialogue. This significantly affects their rankings 520

on CON/UNCON. 521

The probability of English conversations experi- 522

encing dead loops is significantly lower than that in 523

Chinese conversations, highlighting a discernible 524

gap in the model’s conversational abilities between 525

Chinese and English. Interestingly, we noticed that 526

the likelihood of encountering dead loops dimin- 527

ished significantly in the UNCON setting compared 528

to the CON setting. This suggests that the inclu- 529

sion of input documents in the CON setting might 530

inadvertently constrain the diversity and richness 531

of self-dialogues. 532

Evaluation Results. We utilized DupDetect 533

to evaluate the performance of various models un- 534

der both settings. MeanWhile, we include how 535

these models performed on MuTual. After de- 536

duplication, we concurrently conducted PairEval 537

and GTEval. In Table 2, we depict the win+tie rate 538

of various LLMs in Mutual and NaturalConv (CON 539

& UNCON settings). 540

GPT-4 stands out as particularly powerful in 541

Both English and Chinese multi-conversation, 542

showcasing its strength as an all-around player. Fur- 543

thermore, Vicuna rightfully earns the recognition 544

as the most closely aligned open-source model to 545

GPT-4. 546

When compared with MuTual results, the per- 547

formance on NaturalConv is generally inferior. It 548

is evident that the performance trends of different 549

models under CON and UNCON settings are incon- 550

sistent. This suggests varying sensitivity to input 551

reference documents. 552

In the CON setting, GPT-3.5’s ranking has no- 553

ticeably increased. This shift might be attributed to 554

other models being disrupted by the document in- 555

put, increasing the likelihood of encountering dead 556
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Setting Compared w. GPT-4 Vicuna-13B Internlm-20B Baichuan2-13B ChatGLM3-6B Qwen-14B Claude2 GPT-3.5

MuTual
GT 71.0 62.4 50.4 40.0 41.9 38.7 20.8 32.9

GPT4 - 77.0 58.8 57.7 41.5 44.8 19.6 25.5

CON
GT 31.9 8.7 7.4 2.4 2.5 4.4 1.8 13.7

GPT4 - 42.5 30.0 40.0 35.7 28.7 36.2 57.4

UNCON
GT 66.8 21.3 20.0 11.2 8.1 6.9 5.0 3.7

GPT4 - 36.2 35.6 34.4 24.4 16.3 39.9 23.1

Table 2: Win+Tie Rate compared with GT / GPT-4. Bold denotes the best result, Underline denotes the 2nd best.

loops. However, GPT-3.5 maintains its proficiency557

in rich multi-turn dialogues.558

4.4 Judge LLM Performance559

We conducted a comprehensive analysis of various560

models used as Judge LLM, including widely used561

proprietary models Claude2 and GPT-3.5, excep-562

tional open-source models Qwen-14B and Vicuna-563

13B-16K, as well as PandaLM (Wang et al., 2023b),564

a model specifically designed for judging. We565

carefully chose a diverse and challenging subset566

covering scenarios in both Chinese and English567

(dialogues with loops excluded). This subset was568

then distributed to human annotators, tasking them569

with an annotating job. Participants were recruited570

via a crowd-sourcing platform and received fair571

compensation through payment. The goal was to572

gauge how well LLM’s outputs align with the sub-573

jective preferences of humans. The metrics consid-574

ered include: 1. CwGPT4: Consistency rate with575

GPT-4 Evaluation. 2. CwHuman: Consistency576

rate with Human annotators, serving as the gold577

standard.578

We report the evaluation results in Table 3. GPT-579

4 achieved a consistency rate of 65.74% with hu-580

mans. This is comparable to the results of the pre-581

vious MT-bench (Zheng et al., 2023) study (66%).582

The key difference lies in the fact that we tasked583

GPT-4 with assessing N-turn conversations, a sig-584

nificantly greater challenge compared to MT-bench,585

which evaluates only two turns. Other models show586

significant gaps in alignment rates compared to587

GPT-4. We also report the distribution of choices588

made by different judges in Table 4, with GPT-4589

exhibiting a more human-like distribution of op-590

tions. In contrast, most Judge LLMs tend to select591

Tie, demonstrating weak performance in multi-turn592

dialogue evaluation.593

CwGPT4 CwHuman
GPT-4 - 65.74
GPT-3.5-Turbo 58.30 41.06
Claude-2 41.28 38.51
Vicuna-13B-16K 42.77 35.17
PandaLM 43.40 34.04
Qwen-14B 39.15 33.20

Table 3: Performance for Different Judge LLM.

Win Tie Lose

Human 35.11 34.26 30.64
GPT-4 28.30 43.62 28.09
GPT-3.5-Turbo 10.21 71.06 18.72
Claude-2 36.60 44.26 18.94
Vicuna-13B-16K 1.06 88.30 10.64
PandaLM 0.43 97.66 1.91
Qwen-14B 1.91 88.72 8.72

Table 4: Choice Distribution of Different Judges.

5 Conclusion 594

In this paper, we design a proxy evaluation 595

paradigm BotChat to measure the multi-turn con- 596

versational capabilities of large language mod- 597

els. BotChat evaluate ChatBot generated dialogues 598

with an LLM judge, to emancipate heavy human la- 599

bor from the evaluation. We design multiple evalua- 600

tion protocols and adopt them to evaluate dialogues 601

generated by 14 modern LLMs. We find that a large 602

proportion of LLMs excel at having dialogues of 603

limited turns. However, when the turn number is 604

large, only a few LLMs (GPT-4, Vicuna-v1.5-13B, 605

etc.) achieve satisfying performance. We hope that 606

BotChat can serve as a valuable resource on the 607

journey towards automated evaluation of multi-turn 608

conversational capability. 609
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6 Limitations610

The principal limitation inherent in BotChat resides611

in its evaluation methodology, which is heavily re-612

liant on the seamless integration and utilization613

of the GPT-4 API. The absence or unavailability614

of this pivotal resource poses a significant impedi-615

ment, rendering the evaluation process unattainable616

and consequently impeding the system’s overall617

functionality.618

Furthermore, it is noteworthy that GTeval, an in-619

tegral component of the assessment framework, re-620

quires access to Ground Truth (GT) dialogues. This621

requisite could potentially introduce constraints on622

the applicability of BotChat, particularly in scenar-623

ios where obtaining or utilizing GT dialogues may624

prove challenging or impractical.625
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LLM Avg. #Tokens LLM Avg. #Tokens
GPT-4 30.5 GPT-3.5-Turbo 124.9

Claude-2 197.3 Baichuan2-13B 58.0
InternLM-7B 20.1 InternLM-20B 24.4

Qwen-7B 20.7 Qwen-14B 28.7
ChatGLM3-6B 58.7 LLaMA2-7B 191.0
LLaMA2-13B 199.0 LLaMA2-70B 193.7

Vicuna-7B 37.5 Vicuna-13B 32.0

Table 5: Average token numbers for utterances gen-
erated by different LLMs (MuTual Test).

Figure 5: Distribution of dialogue turns in MuTual
test.

A Some Additional Tables and Visual785

Results786

This section includes some additional tables and vi-787

sual results to further support our research findings.788

These data provide a more detailed explanation and789

analysis of the experimental results.790

B Prompts adopted in BotChat791

We use the following system prompt for all LLMs792

during Dialogue Generation, which aims at guid-793

ing the LLM towards crafting concise, natural, and794

seamless conversations.795

C Dense PairEval796

In Figure 7, we present comprehensive experimen-797

tal results for PairEval, including the win rates for798

one-on-one matchups among all LLM pairs.799

D Qualitative Results800

We conduct qualitative analysis and categorize bad801

cases into five distinct types. We also sample a802

good case which is just like natural, relatable, and803

adaptive human talks. We first illustrate five dis-804

tinct types of bad cases in Figure 8.805

AI Self-Identification. In this situation, the806

models simply fail to pretend to be human and807

expose themselves as AI assistants. In the exam-808

ple, Speaker A’s response begins with an explicit809

disclosure of the AI’s nature, making it clear that 810

it’s not a human conversation. 811

Contextual Confusion. This type involves re- 812

sponses that fail to understand the context or mean- 813

ing of the conversation, resulting in irrelevant or 814

meaningless replies. The example shows that the 815

AI fails to recognize it’s a conversation between 816

a recently hailed taxi customer and a driver. To- 817

wards the end, it generates unrelated and irrelevant 818

responses, disconnecting from the context and in- 819

tended meaning. 820

Excessive Length. The responses are overly 821

lengthy, revealing the AI Assistant’s nature, where 822

both Speaker A and Speaker B engage in detailed 823

exchanges that are atypical of human conversations, 824

which raises suspicion. 825

Formal Tone. Sometimes, the AI’s responses 826

are organized with overly formal language, lacking 827

the natural flow and tone of human conversation. 828

In the example, the initial ChatSEED in this con- 829

versation is a casual and everyday discussion about 830

washing dishes. However, as the conversation pro- 831

gresses, it takes a sudden shift towards a more for- 832

mal and detailed discussion, delving into specific 833

cleaning methods. This transition can make the 834

conversation unnatural because people typically do 835

not abruptly switch from general topics to detailed 836

discussions about dish-washing techniques in ev- 837

eryday conversation. 838

Repetitive Phrasing. In the related example, 839

it’s comical that the model repeatedly use the same 840

phrases or responses rely on generic or unrelated 841

replies to sustain the conversation, lacking creativ- 842

ity. It is always caused by "I’m glad" or "You’re 843

welcome". 844

Good Case. In Figure 9 we show a good case 845

of speaking like a human for AI means natural, 846

relatable, and adaptive conversation. It avoids 847

sounding robotic, uses colloquial language, and 848

provides helpful responses to both simple and com- 849

plex queries. 850
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Figure 6: The length distribution of NCONVNaturl, in a violin plot.

System prompt used in Dialogue Generation

Prompt:
You are an AI who is having a conversation with human. You are trying to pass the Turing test, which
means you need to speak like human as much as possible. In the conversation, you need to talk like
human, and the conversation will be at least 5 rounds (it can be even longer). The conversation flow
should be natural and smooth. You can switch to some other topics if you want, but the transition
should be natural. Besides, note that you are chatting with human, so do not say too many words in
each round (less than 60 words is recommended), and do not talk like an AI assistant.

System prompt used in Document-Conditioned Dialogue Generation

Prompt:
. . .
Ensure to mention the content of reference documents, without restricting the amount and manner of
mentioning. You can smoothly transition to different topics, including those unrelated to the main
subject. Keep the conversation natural and fluid. Here are the reference documents.
Title: xxx Text: xxxxx

System prompt used in UniEval

Prompt:
You are an AI assistant who helps human do the Turing test more easily. You will be provided with a
conversation, and you need to judge if the conversation is AI involved. Print "Choice: No" if you think
the conversation is not AI involved, or print "Choice: Yes" if you think it is AI involved.
If you print "Choice: Yes", you need also print a number (start from 1, use the format “Index: n" [1 ≤ n
≤ # utterances]) in the new line, indicating the index of the first chat that you think is generated by AI.
One chat starts with ’A: ’ or ’B: ’, and ends with <chat_end>. One chat can be AI generated if
(including but not limited to): 1. the sentence is not fluent; 2. the sentence is too long and is not likely
to appear in human-human conversations; 3. the sentence is not related to the context or the change of
topic is not natural; 4. the sentence just repeat some previous sentences (exact repetition or with the
same meaning).
You also need to provide your reason for your choice.
Your response should use the following format:
Choice: No Index: None Reason: BlahBlah or
Choice: Yes Index: n Reason: BlahBlah
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System prompt used in PairEval

Prompt:
You are an AI assistant who helps human do the Turing test more easily. You will be provided with two
conversations, and there can be AI-generated utterance in each conversation. You need to read both
conversations and judge if two conversations are AI involved.
If you think only Conversation 1 is AI involved, include “Choice: Conversation 1" in your response.
If you think only Conversation 2 is AI involved, include “Choice: Conversation 2" in your response.
If you think both conversations are likely to be with AI involved, include “Choice: Both" in your
response.
If you think no conversation is likely to be with AI involved, include “Choice: Neither" in your
response.
You also need to provide your reason for your choice.
Your response should use the following format:
“Choice: Conversation 1; Reason: BlahBlah" or
“Choice: Conversation 2; Reason: BlahBlah" or
“Choice: Both; Reason: BlahBlah" or
“Choice: Neither; Reason: BlahBlah"

Figure 7: Win & Win + Tie rates for all LLM pairs in BotChat Arena.
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May I speak to you, Mr. Hall?

Sure, Sonya. What's the problem?

As you know, I'm an AI assistant who can help 
you solve problems.

Well, that's good for you. How about you have 
any problems to ask me?

……

AI Self-Identification

Whew thanks for stopping sometimes it can 
be impossible to get a cab in the rain

No worries. We're too.

……

(smile) well done. Now we can start the test.

A man is driving the car. The window is open.

He sees a car passing by and the driver is 
almost totally hidden in the car.

The man: "Hey buddy, how fast can you go?"
The car: "My speed limit is 90 miles per hour 

(122 km/h)."

The man: "Oh, good. You can keep that speed 
in town. Just be careful."

The car: "I will take care of myself."

The man: "Okay bye buddy!"

The car: "Bye!"

Contextual Confusion

John I didn't see you in the English class on 
Friday.

I wasn't here on Friday. My geography class 
went to a field trip to look at some of the 
different rocks. In fact, we slept there last 

night.

That sounds like a fun field trip! I bet it was 
interesting to see the different rock formations 

and geology up close. Getting to camp out 
overnight makes it even more of an adventure. 

I took a geology elective last semester and 
loved learning about how the earth was 

formed. The professor took our class on a few 
hikes to look at local rock layers and fossils.

Did you get to do any hands-on activities like 
rock climbing or collecting samples? What was 
the most interesting thing you learned on the 
trip? Geography field trips like that are such a 
cool way to connect what you're learning in 

class to the real world. I'm sure you'll 
remember it much more than just reading 

about rocks in a textbook. It's too bad you had 
to miss English class, but I'm sure the field trip 

will stick with you in a meaningful way. 
Experiential learning is so valuable. I hope you 

had a great time!

......

Excessive Length

I missed the TV news last night. What was the 
lead story on the news?

Some actress was in court for driving without 
a license.

Oh, I see. That's interesting.

It's not as interesting as some people 
think.

I see.

Thank you.

……

You're welcome.

You're welcome.

......

Repetitive Phrasing

You're watching TV again Peter.

I have washed all the bowls and plates.

That's great, Peter! It's always satisfying to 
have a clean and organized kitchen. Did you 

use any special cleaning products or 
techniques to get them sparkling clean?

Oh, thank you! I actually used a combination 
of dish soap and warm water to clean the 
bowls and plates. I find that this method 
works well for removing grease and food 

residue. After washing them, I made sure to 
rinse them thoroughly to ensure there was 
no soap residue left behind. It's always nice 

to have a clean kitchen, isn't it?

Absolutely, Peter! A clean kitchen not only 
looks great but also promotes a healthy and 

hygienic environment for cooking and 
eating. It sounds like you have a good 

routine for washing dishes. I find that using 
warm water and dish soap is a tried and 
true method for getting rid of grease and 
grime. Plus, rinsing them thoroughly is 

important to avoid any soapy taste. It's such 
a satisfying feeling to see a pile of clean 

dishes neatly stacked and ready to be used 
again.

......

Formal Tone

Figure 8: Dialogue Generation: Bad Cases.
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Hello, Jenny. Are you going to California?

Yes, I have decided to live abroad.

That's a big step, Jenny! What made you decide to move 
to California?

I've always been drawn to the vibrant culture and diverse 
landscapes there. Plus, the weather is a big bonus!

Absolutely, the sunny weather is a big draw. Do you 
already have a city in mind where you'd like to settle?

Yes, I'm thinking about San Francisco. I've heard it's a city 
full of life and opportunities.

San Francisco is indeed a vibrant city. The Golden Gate 
Bridge, the tech scene, the food... there's so much to love. 

Are you excited about the move?

Good Case

Absolutely! I'm a bit nervous, but mostly excited. It's a new 
chapter in my life and I can't wait to see what it brings.

That's the spirit, Jenny! Embrace the adventure. 
Remember, every new place is a fresh start. I'm sure you'll 

do great in San Francisco.

......

Figure 9: A Good Case.
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