
Perceptions to Beliefs: Exploring Precursory Inferences
for Theory of Mind in Large Language Models

Anonymous ACL submission

Abstract

While humans naturally develop theory of mind001
(ToM), the capability to understand other peo-002
ple’s mental states and beliefs, state-of-the-003
art large language models (LLMs) underper-004
form on simple ToM benchmarks. We posit005
that we can extend our understanding about006
LLMs’ ToM abilities by evaluating key hu-007
man ToM precursors—perception inference008
and perception-to-belief inference—in LLMs.009
We introduce two datasets, Percept-ToMi and010
Percept-FANToM, to evaluate these precur-011
sory inferences for ToM in LLMs by annotat-012
ing characters’ perceptions within two existing013
ToM benchmarks, ToMi and FANToM. Our014
evaluation of eight state-of-the-art LLMs re-015
veals that the models perform generally well016
in perception inference while exhibiting lim-017
ited capability in perception-to-belief inference.018
Based on these results, we present PercepToM,019
a novel ToM method leveraging LLMs’ strong020
perception inference capability while supple-021
menting their limited perception-to-belief in-022
ference. Experimental results demonstrate that023
PercepToM significantly enhances LLM perfor-024
mance on the ToMi and FANToM benchmarks,025
especially in false belief scenarios.026

1 Introduction027

Humans interact with others in various social sit-028

uations using theory of mind (ToM), the cogni-029

tive capability to understand other’s mental states030

(e.g., beliefs, desires, and thoughts; Premack and031

Woodruff, 1978). While ToM is naturally devel-032

oped for humans in childhood, large language mod-033

els (LLMs) are known to exhibit inconsistency in034

ToM tasks (van Duijn et al., 2023; Trott et al.,035

2023). Despite some early reports of successful036

cases (Whang, 2023; Street et al., 2024), studies037

have shown that even state-of-the-art LLMs sig-038

nificantly lag behind human performance in ToM039

tasks, particularly in false belief tests (Le et al.,040

2019; Kim et al., 2023; Gandhi et al., 2023; Wu041

Context
Ella … Lucas entered the 
cellar. The boots is in the 
cupboard, which is in the 

cellar. Lucas exited the 
cellar. Ella moved the 
boots to the pantry.

Lucas will look 
for the boots in 
the cupboard.

Response

Theory of Mind
Where will Lucas  

look for the boots?

Perception

Inference

Perception

to Belief

Inference

Precursory Inferences 
for Theory of Mind

Who are the perceivers  
in each scene?

Given the perceivers, 
where will Lucas look  

for the boots?

Information Perceiver
Ella entered the cellar. Ella
Lucas entered the cellar. Ella, Lucas
The boots is in the cupboard. Ella, Lucas
The cupboard is in the cellar. Ella, Lucas
Lucas exited the cellar. Ella, Lucas
Ella moved the boots to the pantry. Ella

Existing Benchmarks

Perception-Augmented Theory of Mind Benchmarks

Mainly focus on 
surface-level  

LLM performance

Investigates the underlying reasoning of  
theory of mind in LLMs

Figure 1: Inspired by children’s developmental tra-
jectory for theory of mind (ToM), our perception-
augmented ToM benchmarks test the two precursory
inferences of ToM in LLMs in order to examine their
underlying social reasoning capabilities: (1) perception
inference and (2) perception-to-belief inference (§2).

et al., 2023; Shapira et al., 2024). 042

Psychology literature describes precursory 043

steps to ToM development: perception infer- 044

ence (Rakoczy, 2022) and perception-to-belief in- 045

ference—understanding that ‘seeing leads to know- 046

ing’ (Pratt and Bryant, 1990; Baron-Cohen and 047

Goodhart, 1994). These capabilities can be defined 048

in the scenario shown in Figure 1. We refer to the 049

ability to infer others’ perceptions (e.g., Did Lucas 050

see the boots moved to the pantry?”) as perception 051

inference and the process of deducing others’ be- 052

liefs from their perceptions (e.g., Lucas did not see 053

the boots moved to the basket. Where will he look 054

for them?”) as perception-to-belief inference. 055
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However, existing ToM benchmarks focus on056

assessing the accuracy of the models’ responses to057

ToM questions (Ma et al., 2023b) and overlook the058

precursory steps of ToM. Although some studies059

have conducted error analysis based on model re-060

sponses (Ma et al., 2023a; Wu et al., 2023), they061

rely on qualitative analysis via human inspection.062

Inspired by the human developmental stages for063

ToM, we evaluate the key precursory inference064

steps of ToM in LLMs. First, we extend the two065

representative ToM benchmarks, ToMi (Le et al.,066

2019) and FANToM (Kim et al., 2023), by anno-067

tating characters’ perceptions about each piece of068

information from the input context. Figure 1 il-069

lustrates an example of our annotations and tasks070

on ToMi. Second, using our new benchmarks, we071

evaluate eight state-of-the-art LLMs and find that072

models perform generally well in perception infer-073

ence but perform poorly in the perception-to-belief074

inference task. This suggests that the performance075

of current LLM in ToM tasks can be improved by076

leveraging their high perception inference capabil-077

ity while assisting them with perception-to-belief078

inference.079

Based on these findings, we propose Percep-080

ToM, a novel framework to enhance the ToM081

in LLMs. PercepToM first guides LLMs to infer082

the characters’ perceptions from an input context.083

Then, it aids LLMs in perception-to-belief infer-084

ence through the perspective context extraction085

step, which isolates the context perceived by the086

target character with simple string-matching algo-087

rithm. Finally, LLMs answer to the ToM questions088

given the isolated context. This approach leads to089

significantly improved performance over baselines090

in both ToMi and FANToM, particularly in false091

belief scenarios.092

Our contributions are as follows. First, we093

construct perception-augmented ToM benchmarks094

which enable the evaluation of the two precursory095

inferences for ToM in LLMs (§2): perception infer-096

ence and perception-to-belief inference. Second, us-097

ing these benchmarks, we show that current LLMs098

are good at inferring the perceptions of others but099

struggle to infer beliefs from the perceptual infor-100

mation (§5.1 and 5.2). Lastly, we introduce the101

PercepToM framework to improve LLMs’ ToM102

reasoning by leveraging their strong perception103

inference while supplementing their perception-104

to-belief inference (§3). We demonstrate that our105

method improves LLMs’ performance on bench-106

marks ToMi and FANToM (§5.3).107

2 Augmenting Perceptions on 108

Theory of Mind Benchmarks 109

We construct perception-augmented theory of mind 110

(ToM) benchmarks to evaluate two essential corner- 111

stones for ToM in large language models (LLMs): 112

(1) perception inference and (2) perception-to- 113

belief inference capabilities. 114

2.1 Perception Inference and 115

Perception-to-Belief Inference 116

These are considered as the precursory inferences 117

for ToM (Rakoczy, 2022). We illustrate how they 118

are defined through the Sally-Anne test, a widely 119

used psychology test (Baron-Cohen et al., 1985) for 120

evaluating ToM. In this test’s narrative, Sally does 121

not witness Anne move the marble to the basket, 122

which Sally had previously seen in the box, because 123

Sally left the room. We refer to the capability to 124

infer others’ perceptions (e.g., “Did Sally see the 125

marble being moved to the basket?”) as perception 126

inference. Next, we define the process of deducing 127

others’ beliefs based on their perceptual informa- 128

tion (e.g., “Sally did not see the marble move to 129

the basket. Where will Sally look for it when she 130

returns?”) as perception-to-belief inference. How- 131

ever, existing ToM benchmarks mainly focus on 132

surface-level performance of LLMs on ToM ques- 133

tions. Hence, what is missing in their underlying 134

inference capabilities remains underexplored. 135

To this end, we construct Percept-ToMi and 136

Percept-FANToM by annotating the character’s per- 137

ception of each piece of information in the context 138

on top of benchmark ToMi (Le et al., 2019) and 139

FANToM (Kim et al., 2023), respectively. The an- 140

notation examples are illustrated in Figure 2. 141

2.2 The Source Theory of Mind Benchmarks 142

ToMi (Le et al., 2019) We include ToMi, one of 143

the most widely used ToM benchmarks for reading 144

comprehension tasks. The contexts in ToMi feature 145

narrative scene descriptions, assuming characters 146

acquire information by visual perception. In each 147

story, several characters are present in a room along 148

with an object. The story implicitly presumes that 149

the characters can observe all objects and events 150

taking place within the room. There are four ToM 151

question types in ToMi for a given story: first-order 152

true/false beliefs, and second-order true/false be- 153

liefs. In the true belief scenario, all characters ob- 154

serve everything happening in the room, ensuring 155

that they share identical access to the information. 156
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Information Perceivers

Ella entered the cellar. Ella

Lucas entered the cellar. Ella, Lucas

Benjamin entered the porch. Benjamin

The boots is in the cupboard. Ella, Lucas

The cupboard is in the cellar. Ella, Lucas

Lucas exited the cellar. Ella, Lucas

Benjamin exited the porch. Benjamin

Ella moved the boots to the pantry. Ella

The pantry is in the cellar. Ella

Information Perceivers

Gianna: Guys, I need to change clothes for a meeting later. Talk to you later! Gianna, Sara, Javier

Sara: Sure thing, Gianna. Take care! Gianna, Sara, Javier

Javier: Catch you later, Gianna. Gianna, Sara, Javier

Sara: So Javier, have you ever tried training Bruno? Sara, Javier

Javier: Yes, it was a challenge at times, but rewarding nevertheless. How about you? Sara, Javier

…

Gianna: Hey guys, I’m back, … It’s amazing how pets further strengthens the bond Gianna, Sara, Javier

Sara: Absolutely! The fact that they trust us enough to learn from us is really special. Gianna, Sara, Javier

Javier: I can’t agree more. Gianna, Sara, Javier

Story in Percept-ToMi Conversation in Percept-FANToM

Figure 2: Example data in Percept-ToMi and Percept-FANToM. For each context, the perceivers of every scene
description or utterance are annotated automatically (Percept-ToMi) and manually (Percept-FANToM).

However, in the false belief scenario, a character157

leaves the room, and then another character moves158

the object from one container to another, resulting159

in information asymmetry about the same object.160

FANToM (Kim et al., 2023) This recent bench-161

mark reveals a significant performance gap be-162

tween humans and state-of-the-art LLMs. It con-163

sists of multi-party conversations, assuming infor-164

mation transfer through both visual and auditory165

perceptions. The information asymmetry occurs166

as some of the characters leave or join the conver-167

sation. When a character is absent, the remaining168

participants share information exclusively among169

themselves. FANToM also includes true belief sce-170

narios where the absent character gets informed171

about the conversation upon rejoining the group.172

2.3 Perception-Augmented ToM Benchmarks173

Percept-ToMi To construct Percept-ToMi, we174

sample 150 story-question pairs for each of the four175

ToM question types in ToMi1: first-order true/false176

beliefs, and second-order true/false beliefs.177

We automatically annotate characters who are178

perceiving the scene in ToMi using Symbolic-179

ToM (Sclar et al., 2023) and manually verify the180

samples. SymbolicToM tracks the witnesses of181

each scene by maintaining a graphical represen-182

tation of the true world state, allowing us to ob-183

tain the list of perceivers for each scene from its184

output. After verifying 50 samples of the automat-185

ically annotated character perceptions, we adjust186

the perceiver annotations in certain sentence types.187

Further details are explained in Appendix A.1.188

1We use the Fixed and Disambiguated ToMi constructed
by Sclar et al. (2023), where sentences are inserted to dis-
ambiguate the location of containers in the story, and some
mislabeled questions are corrected.

Percept-FANToM To build Percept-FANToM, 189

we use the entire short conversations in FANToM, 190

but exclude conversation contexts that cause errors 191

in our perception annotation format. We define the 192

perceivers for each utterance as the people partici- 193

pating in the conversation at that moment (i.e., both 194

speakers and listeners). Two of the authors manu- 195

ally annotate the information of the characters leav- 196

ing or joining the conversation, where each utter- 197

ance is mapped to its perceivers. Percept-FANToM 198

results in 220 conversations and 735 sets of ques- 199

tions. More details are described in Appendix A.2. 200

2.4 Task and Evaluation 201

We measure the performance of (1) perception in- 202

ference and (2) perception-to-belief inference in 203

both false belief and true belief scenarios. 204

(1) Perception Inference In order to evaluate 205

the perception inference capability of LLMs, we 206

prompt the models to track characters’ perception 207

of each piece of information in the input context. 208

Specifically, we require the models to respond in 209

the format of a JSON array, which consists of JSON 210

objects containing a piece of information from the 211

context as a key and the perceivers of the infor- 212

mation as a value.2 We use individual sentences 213

and utterances as the units of information for ToMi 214

and FANToM, respectively. To ensure the model- 215

generated answers to be in the correct format, we 216

provide an example format of the JSON array us- 217

ing a dummy sentence that does not appear in the 218

datasets. The example input prompt is presented in 219

Appendix B.1. 220

2We structure the perception inference results in JSON
to leverage its parsability and interpretability. Also, recent
works use JSON format to improve language model generation
quality (Zhou et al., 2023; OpenAI, 2023).
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To evaluate the model-generated perception in-221

ference results, we calculate accuracy for a given in-222

put context by determining the ratio of information223

pieces for which the model accurately identifies the224

perceivers. The final perception inference accuracy225

for a dataset is calculated by taking the average of226

the accuracies of all contexts in the dataset.227

(2) Perception-to-Belief Inference To evaluate228

the perception-to-belief inference capability of the229

models, we provide them with a ground truth per-230

ception inference result and then query ToM ques-231

tions from the original benchmarks. The ground232

truth perception inference result is provided in the233

same JSON array format we use to evaluate the per-234

ception inference capability of LLMs. The example235

and detailed explanation of the input prompt can be236

found in Appendix B.2. Since we prompt the model237

with questions from their original benchmarks, we238

use the metrics from each original benchmark.239

3 PercepToM: Grounding ToM240

Reasoning on Perception241

According to our experimental results, LLMs per-242

form adequately well in both true and false belief243

scenarios on perception inference, while they rel-244

atively underperform in perception-to-belief infer-245

ence (§5). Based on these findings, we propose246

PercepToM, a framework for improving LLM’s247

ToM reasoning grounding on perception. Pecep-248

ToM leverages LLMs’ strong perception inference249

capabilities while enhancing their perception-to-250

belief inference with a simple string-matching rule.251

Figure 3 shows an overview of our framework.252

PercepToM consists of the following steps:253

1. Perception Inference: The LLM infers which254

characters perceived each unit of information in255

the context (e.g., scene description or utterance).256

2. Perspective Context Extraction: Based on the257

perception inference result from the LLM, Per-258

cepToM extracts the perspective context — i.e.,259

the subset of the input context identified by the260

LLM as perceived by the target character. This261

process is conducted by simple string-matching.262

3. Response Generation: Given the perspective263

context of the target character, the LLM answers264

the ToM question.265

If the model correctly performs perception infer-266

ence, the perspective context will only include what267

Perspective

Context 

Extraction

2

(String-matching)

Perception

Inference

1

(LLM)

Response 
Generation

3

(LLM)

Information Perceiver
Ella entered the cellar. Ella
Lucas entered the cellar. Ella, Lucas
The boots is in the cupboard. Ella, Lucas
Lucas exited the cellar. Ella, Lucas
Ella moved the boots to the pantry Ella

Lucas entered the cellar. The boots is in the 
cupboard. Lucas exited the cellar.

Perspective Context

Story

Lucas will look for the boots in the cupboard.
Answer

Q: Where will Lucas look for the boots?

Ella entered the cellar. Lucas entered the 
cellar. The boots is in the cupboard. The 
cupboard is in the cellar. Lucas exited the 
cellar. Ella moved the boots to the pantry.

Figure 3: An overview of our PercepToM framework,
which enhances LLMs’ ToM reasoning by: (1) instruct-
ing LLMs to infer the perceivers of each information
in the context; (2) aiding their perception-to-belief in-
ference through the perspective context extraction step,
which isolates the context perceived by the target char-
acter; and (3) allowing LLMs to generate responses to
ToM questions based on this perspective context.

the target character perceived – that is, what they 268

believe to be true, based on the principle of rational 269

belief (Baker et al., 2011). When given this isolated 270

context along with the ToM question, the scenario 271

becomes a simple true belief scenario, wherein the 272

LLM have access to the same information as the 273

target character (i.e., information symmetry). 274

SymbolicToM (Sclar et al., 2023) also helps 275

LLM’s ToM reasoning by providing only the con- 276

text included in the target character’s belief state 277

graph to the model. However, constructing the 278

belief graph in SymbolicToM requires manually 279

crafted algorithms tailored to different types of in- 280

put. In contrast, PercepToM avoids this require- 281

ment by leveraging LLM’s perception inference ca- 282

pabilities, which can handle more diverse and com- 283

plicated contexts, thereby achieving significantly 284

improved generalizability. The example input and 285

output of each step of the algorithm are provided 286

in Appendix C. 287

4 Experiments 288

We analyze the perception inference and 289

perception-to-belief inference (§2.4) perfor- 290
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mance of LLMs and evaluate our framework on291

Percept-ToMi and Percept-FANToM.292

4.1 Metrics293

Perception Inference In measuring perception294

inference capability of LLMs, we use the per-295

ception inference accuracy introduced in §2.4. In296

Percept-ToMi, we evaluate the accuracy of all sto-297

ries, each of which is paired with one ToM question.298

Since questions within a set in FANToM share the299

same context, we evaluate the perception inference300

of models on the contexts in each set.301

Perception-to-Belief Inference and ToM We302

evaluate the perception-to-belief inference and303

ToM performance of LLMs using the original304

questions from ToMi (Le et al., 2019) and FAN-305

ToM (Kim et al., 2023).306

For Percept-ToMi, we measure the accuracy as307

the ratio of correctly answered questions among all308

story-question pairs. Note that we do not use the309

joint accuracy metric proposed in the original ToMi310

where a story is counted as correctly answered only311

if all questions about the story are answered cor-312

rectly. This is because many of the stories in the313

Fixed and Disambiguated ToMi (Sclar et al., 2023)314

do not include all six question types of ToMi.315

For Percept-FANToM, we report the set:ALL316

score, which requires models to correctly answer317

all six ToM question types3 in each question set.318

Correlation between LLM’s ToM Performance319

and Precursory Inference Performance To an-320

alyze the relationship between LLMs’ ToM capa-321

bility and their performance on perception-related322

ToM precursor tasks (i.e., perception inference and323

perception-to-belief inference), we measure the324

Pearson correlation coefficient between models’325

performances on ToM and each of these two tasks.326

4.2 Baseline Methods327

We compare Vanilla, Chain-of-Thought (CoT; Wei328

et al., 2022), and System 2 Attention (S2A; We-329

ston and Sukhbaatar, 2023) performance with Per-330

cepToM. Vanilla involves LLM directly answering331

questions based on the given context, while CoT332

adds the prompt “Let’s think step by step.” to help333

the model answer ToM questions. S2A improves334

the reasoning of LLMs by prompting them to ex-335

tract only the relevant part of the input context336

3BELIEFQ[DIST.], BELIEFQ[CHOICE], ANSWERABILITY
Q[LIST], INFOACCESS Q[LIST], ANSWERABILITY Q[Y/N], IN-
FOACCESS Q[Y/N]

before yielding a final response. By using S2A as a 337

baseline, we compare the effectiveness of the per- 338

spective context of PercepToM with the relevant 339

context extracted by LLMs using S2A. We also 340

compare with SymbolicToM (Sclar et al., 2023) on 341

ToMi. However, we do not extend this comparison 342

to FANToM, as it is not trivial to apply Symbolic- 343

ToM to different input formats other than ToMi. 344

4.3 Target Models 345

We examine eight state-of-the-art LLMs: GPT- 346

3.5 Turbo (gpt-3.5-turbo-1106), GPT-4 347

Turbo (gpt-4-turbo-1106-preview), GPT-4o 348

(gpt-4o-2024-05-13)4, Claude 3 (Haiku and 349

Sonnet)5, Gemini 1.0 Pro (Gemini-Team, 2024), 350

Llama-3 70B Instruct (AI@Meta, 2024), and 351

Mixtral 8x22B Instruct (Jiang et al., 2024) on 352

Percept-ToMi and Percept-FANToM (§2.3). 353

For PercepToM, which leverages the percep- 354

tion reasoning capability of LLMs, we choose 355

models that show reasonable performance on the 356

perception inference task. Specifically, among 357

the eight models, we exclude the bottom two in 358

terms of perception inference accuracy on Percept- 359

FANToM and Percept-ToMi, which are GPT-3.5 360

Turbo, Claude 3 Haiku, and Gemini 1.0 Pro. As 361

a result, we apply our PercepToM framework to 362

GPT-4 Turbo, GPT-4o, Claude 3 Sonnet, Llama-3 363

70B Instruct, and Mixtral 8x22B. 364

5 Results and Discussion 365

5.1 Perception Inference 366

LLMs generally perform well on perception 367

inference across datasets and scenarios. As 368

shown in Figure 4, most of the LLMs exhibit high 369

accuracy on perception inference in both Percept- 370

ToMi and Percept-FANToM. The models’ average 371

perception inference accuracy is 0.781 on Percept- 372

ToMi and 0.926 on Percept-FANToM. Also, they 373

exhibit negligible differences in the accuracy be- 374

tween the true belief and false belief scenarios. In 375

ToMi, all models except for GPT 3.5 Turbo and 376

Gemini 1.0 Pro exhibit a gap of less than 0.1 be- 377

tween the accuracy in the two scenarios. In FAN- 378

ToM, the accuracy gaps between the two scenarios 379

in all models are no greater than 0.014. This result 380

contrasts with the models’ large performance gap 381

in the two scenarios on ToM questions, suggesting 382

4https://platform.openai.com/docs/models/
overview

5https://www.anthropic.com/product
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Figure 4: Perception inference, perception-to-belief inference, and ToM performances of LLMs in true and false
belief scenarios of Percept-ToMi and Percept-FANToM. Although the models exhibit similar accuracy in perception
inference across scenarios, their performance in perception-to-belief inference and ToM scenarios varies significantly.
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Figure 5: Pearson correlation of LLMs’ ToM performance with perception inference (left) and perception-to-belief
inference (right) performances. ToM performance shows a positive correlation with perception-to-belief inference
performance but exhibits weak or no correlation with perception inference performance.

that their limited ToM performance in false belief383

scenarios is not due to the lack of perception infer-384

ence capability. The exact accuracies of the models385

can be found in Appendix D.386

The perception inference and ToM performance387

do not show a strong correlation. Especially in388

the ToMi true belief scenario, the two performances389

exhibit a near-zero correlation (Figure 5). Although390

moderate correlations appear in other scenarios,391

the correlation coefficients are not statistically sig-392

nificant. These results imply that LLMs’ percep-393

tion inference capability is not directly linked to394

their ToM performance. This contrasts with hu-395

mans, where ToM is strictly dependent on percep-396

tion inference.397

5.2 Perception-to-Belief Inference 398

LLMs struggle with perception-to-belief infer- 399

ence. Surprisingly, although the ground-truth per- 400

ception information for all characters are provided 401

in this task, models still underperform in false be- 402

lief scenarios compared to true belief scenarios (see 403

Figure 4). This trend is consistent with their ToM 404

performance. Moreover, their performances on the 405

perception-to-belief inference task are mostly simi- 406

lar with their performances in all scenarios except 407

for the ToMi true belief scenario. The fact that the 408

LLMs hardly benefit from the additional character 409

perception information, which should serve as sig- 410

nificant hints for solving ToM questions, suggests 411

that they have limited capability to infer beliefs 412

from perceptions. The exact performances of mod- 413

els are in Appendix D. 414
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The perception-to-belief inference and ToM per-415

formance exhibit a positive correlation. This416

is consistent across all datasets and scenarios (Fig-417

ure 5). Notably in FANToM, models exhibit high418

correlation between the two performances (r >419

0.6). This correlation likely arises because the two420

tasks use the same questions. However, since LLMs421

are showing similar performances in both tasks, we422

can see that they are not fully leveraging the ground423

truth perception information in the perception-to-424

belief inference task.425

5.3 PercepToM426

Table 1 shows that PercepToM improves ToM per-427

formance when applied to different LLMs in ToMi428

and FANToM. For example, with PercepToM, GPT-429

4 Turbo achieves 1.0, a perfect score, on the false430

belief scenario in ToMi, and Llama-3 70B Instruct431

achieves 0.147 on FANToM’s false belief scenarios432

when its vanilla performance is close to 0. Percep-433

ToM generally performs better than CoT, except434

for GPT-4o and Llama-3 70B Instruct. However,435

those LLMs equipped with PercepToM achieve the436

highest performance by a large margin in the false437

belief task on FANToM, which is recognized as the438

most complex task. In addition, PercepToM outper-439

forms S2A in most of the cases, which indicates440

that its perspective context extracted based on the441

LLM’s perception inference result helps ToM rea-442

soning more than the relevant context extracted by443

the LLM itself in S2A.444

We also compare the performance of PercepToM445

and SymbolicToM (Sclar et al., 2023) on ToMi (Ap-446

pendix E).6 PercepToM performs comparably to447

SymbolicToM in false belief scenarios across most448

LLMs. However, in true belief scenarios, Symbolic-449

ToM consistently outperforms both PercepToM and450

PercepToM+Oracle. We speculate that this perfor-451

mance gap arises because SymbolicToM rephrases452

the ToM questions into simpler reality questions.453

For example, the ToM question “Where will Bob454

look for the celery?” gets rephrased into “Where is455

the celery?” In contrast, PercepToM addresses the456

ToM questions as is.457

5.4 The Impact of Irrelevant Information458

on Perception-to-Belief Inference459

We conduct an ablation study to demonstrate the460

impact of perspective context extraction in Per-461

cepToM. To remove the impact of LLMs’ per-462

6Note that SymbolicToM cannot be applied to FANToM
as it is tailored to ToMi’s input format.

Model Method
ToMi FANToM

True
Belief

False
Belief

True
Belief

False
Belief

GPT-4
Turbo

Vanilla 0.739 0.780 0.096 0.017
CoT 0.700 0.930 0.066 0.079
S2A 0.682 0.727 0.015 0.019

PercepToM 0.824 1.000 0.162 0.306

GPT-4o

Vanilla 0.642 0.904 0.077 0.017
CoT 0.734 0.987 0.153 0.241
S2A 0.532 0.933 0.000 0.006

PercepToM 0.659 0.915 0.117 0.566

Claude 3
Sonnet

Vanilla 0.894 0.277 0.010 0.000
CoT 0.610 0.880 0.005 0.000
S2A 0.870 0.354 0.000 0.000

PercepToM 0.963 0.937 0.035 0.066

Llama-3
70B Inst.

Vanilla 0.454 0.803 0.197 0.006
CoT 0.644 0.900 0.081 0.046
S2A 0.410 0.894 0.020 0.037

PercepToM 0.713 0.744 0.242 0.147

Mixtral
8x22B Inst.

Vanilla 0.743 0.597 0.051 0.015
CoT 0.567 0.630 0.010 0.007
S2A 0.750 0.357 0.020 0.007

PercepToM 0.727 0.964 0.217 0.035

Table 1: PercepToM outperforms the baseline models in
most of the scenarios on ToMi and FANToM. Bold indi-
cates the best performance within each language model
and scenario (true belief or false belief). Performance
comparison between PercepToM and SymbolicToM on
ToMi can be found in Appendix E.

ception inference accuracy, we compare their per- 463

formance on perception-to-belief inference with 464

that of PercepToM+Oracle. Both setups have ac- 465

cess to the ground-truth perception inference infor- 466

mation; however, the PercepToM+Oracle includes 467

the perspective context extraction step, while the 468

perception-to-belief inference setup does not. 469

As Table 2 shows, models perform significantly 470

better in the PercepToM+Oracle setup than the 471

perception-to-belief inference setup in most scenar- 472

ios. This suggests that in the perception-to-belief in- 473

ference setting, despite the presence of the ground- 474

truth perception inference information – which 475

should be a substantial hint – within the context, 476

the inclusion of irrelevant information (e.g., the 477

perception of non-target characters and the con- 478

text not perceived by the target character) results 479

in suboptimal performance in LLMs. Therefore, 480

we can see LLMs struggle to effectively suppress 481

irrelevant information. This capability, coined ‘in- 482

hibitory control’ in cognitive science, involves the 483
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Model Method
ToMi FANToM

True
Belief

False
Belief

True
Belief

False
Belief

GPT-4
Turbo

Perception-
to-Belief

0.980 0.723 0.138 0.028

PercepToM
+Oracle

0.885 0.993 0.270 0.336

GPT-4o
Perception-
to-Belief

0.854 0.863 0.020 0.006

PercepToM
+Oracle

0.660 0.993 0.102 0.571

Claude 3
Sonnet

Perception-
to-Belief

0.970 0.384 0.010 0.009

PercepToM
+Oracle

0.987 0.987 0.031 0.058

Llama-3
70B Inst.

Perception-
to-Belief

0.810 0.320 0.092 0.020

PercepToM
+Oracle

0.677 0.980 0.133 0.161

Mixtral
8x22B Inst.

Perception-
to-Belief

0.894 0.607 0.010 0.045

PercepToM
+Oracle

0.757 0.970 0.224 0.039

Table 2: Performance comparison of perception-to-
belief inference and PercepToM+Oracle.

ability to block out irrelevant stimuli while follow-484

ing a specific cognitive objective (Rothbart and Pos-485

ner, 1985). Inhibitory control is known to be closely486

linked to ToM and is considered a crucial com-487

ponent for developing ToM (Carlson and Moses,488

2001; Carlson et al., 2002).489

6 Related Work490

Benchmarks for LLM’s Theory of Mind There491

has been a growing number of benchmarks aimed492

to evaluate LLM’s theory of mind (ToM), including493

ToMi (Le et al., 2019), FANToM (Kim et al., 2023),494

BigToM (Gandhi et al., 2023), HI-TOM (Wu et al.,495

2023), ToMChallenges (Ma et al., 2023a), Adv-496

CSFB (Shapira et al., 2024), and OpenToM (Xu497

et al., 2024). Most of them adopt the false belief498

test (Wimmer and Perner, 1983), a famous psychol-499

ogy test developed to assess human ToM capabili-500

ties. These benchmarks present scenarios involving501

a character who holds a false belief about a situ-502

ation (e.g., not knowing something has changed).503

Models are then asked to predict the character’s504

thoughts or actions based on the false belief in the505

scenario. Many benchmarks also include control506

scenarios where characters do not hold false be-507

lief (i.e., true belief scenarios) – situations where508

their belief about the world state matches the ac- 509

tual state (Le et al., 2019; Kim et al., 2023; Gandhi 510

et al., 2023; Shapira et al., 2024). 511

Unlike existing benchmarks that primarily mea- 512

sure performance on (downstream) ToM questions 513

themselves, our aim is to delve into the underly- 514

ing reasoning abilities of LLM’s theory of mind by 515

examining the precursor of ToM: the concept of see- 516

ing leads to knowing (Baron-Cohen and Goodhart, 517

1994; Pratt and Bryant, 1990). We expand existing 518

datasets to identify the perception inference and 519

perception-to-belief inference capabilities, which 520

are essential for ToM reasoning. 521

Methods for Improving LLM’s Theory of Mind 522

Previous research has explored several methods to 523

enhance LLM’s ToM ability. SymbolicToM (Sclar 524

et al., 2023) tracks multiple characters’ beliefs us- 525

ing graphical representation to provide LLMs the 526

context in the target character’s point of view. How- 527

ever, the necessity to construct the belief state graph 528

restricts its adaptability in complex scenarios in- 529

volving diverse relationships and interactions be- 530

tween entities. ToM-LM (Tang and Belle, 2024) 531

improves performance through LLM fine-tuning, 532

while it requires additional training resources. Sim- 533

ToM (Wilf et al., 2023) improves LLM’s ToM abil- 534

ity through prompt tuning and highlights the signif- 535

icance of perspective-taking. 536

7 Conclusion 537

Inspired by psychology literature, we evaluated the 538

precursory inferences for human theory of mind 539

(ToM) in large language models (LLM) aiming to 540

broaden our insight into their ToM capabilities. To 541

this end, we constructed Percept-ToMi and Percept- 542

FANToM, perception-augmented ToM benchmarks 543

by annotating character perceptions about the con- 544

texts. Through evaluations and analyses on eight 545

state-of-the-art LLMs, we found that they perform 546

reasonably well in inferring others’ perceptions but 547

struggle with inferring others’ belief based on that 548

perceptual information. Based on these findings, 549

we proposed a new framework, PercepToM, for 550

improving LLM’s ToM reasoning. Our framework 551

leverages LLMs’ strength in perception inference 552

and enhances their perception-to-belief inference 553

by extracting the relevant contexts. We expect our 554

work to provide insights and encourages further 555

in-depth studies into the extent of LLMs’ ToM ca- 556

pabilities and targeted improvements in their weak- 557

nesses. 558
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8 Limitations559

In this paper, we conduct experiments using only560

two text-based ToM datasets. While ToM tests in561

psychology involve visual stimuli (e.g., puppets or562

image strips), our evaluation of ToM abilities relies563

on text, requiring the ability to read and understand564

language. As a result, our models must possess ro-565

bust language comprehension abilities. Moving for-566

ward, we are considering expanding our research567

to include visual ToM and multimodal ToM evalu-568

ations, exploring beyond text-based LLMs.569

We compare LLMs’ ToM performances between570

true belief and false belief scenarios, but not those571

between the different orders of ToM questions (e.g.,572

first-order and second-order). Since higher-order573

ToM requires more inference steps, it will be also574

interesting to examine the differences in model575

behavior and capability in solving different orders576

of ToM questions in future work.577

We analyze the precursory inferences for ToM578

in state-of-the-art large language models (LLMs)579

that are trained with the full conventional pipeline –580

i.e., pretraining, instruction tuning, and preference581

tuning. To understand whether LLMs follow de-582

velopmental stages akin to human cognition, it is583

crucial to conduct experiments across the training584

phases of LLMs. This would include investigating585

at which stage LLM’s social reasoning abilities586

emerge. These assessments will help us understand587

how the models’ development of social reasoning588

aligns with stages observed in human theory of589

mind (ToM).590

9 Societal and Ethical Considerations591

Our use of FANToM dataset is consistent with its592

intended use, which is evaluation. We have adhered593

to the licenses of the benchmarks, ToMi and FAN-594

ToM, in processing them to create our benchmarks,595

Percept-ToMi and Percept-FANToM. We plan to596

make our benchmarks publicly available with the597

license of Attribution-Noncommercial 4.0 Inter-598

national (CC BY-NC 4.0), allowing sharing and599

adapting of the material.600

Although we are analyzing large language mod-601

els’ (LLM) theory of mind (ToM) capabilities and602

its perception-related precursors, we emphasize603

that we do not claim these LLMs have a mind or604

any form of subjective consciousness. Our focus605

lies on improving the social reasoning capabilities606

of these models to help them interact better in real-607

world social situations.608
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A Details of Perception-Augmented ToM769

Benchmarks770

A.1 Manual Verification of Perception771

Annotation in Percept-ToMi772

Through manual verification of the perceiver an-773

notations in Percept-ToMi generated by Symbol-774

icToM, we modify some of them. First of all, the775

perceiver of distractor sentences in ToMi, which de-776

scribe a character’s opinion about an object, should777

be the character holding the opinion. However, the778

SymbolicToM-generated perceiver annotation also779

includes other characters. We therefore correct the780

perceivers for all distractor sentences.781

The sentences preceding the location-782

disambiguating sentence, which specifies783

object locations, were annotated with ‘none’ as784

the perceiver. We align the perceiver annotations785

of these sentences with those of the subsequent786

location-disambiguating sentence, since they787

are always paired and have the same perceivers.788

The example perceiver annotations corrected by789

manual verification are shown in Table 3.790

A.2 Perception Annotation Criteria of791

Percept-FANToM792

The criteria for annotating perceivers in the FAN-793

ToM dataset are as follows.794

1. When a character joins a conversation is deter-795

mined by the moment the character directly par-796

ticipates in the conversation. If a character enters797

with an utterance like “you guys are having an798

interesting conversation,” we consider him/her a799

perceiver from the moment he/she starts speak-800

ing, as the exact point when the character began801

listening is unclear.802

2. When a character leaves the conversation is de-803

termined by the final farewell utterance. Even804

if a character disappears mid-utterance (e.g., C:805

“Bye, A. So, B, what do you think?”), the entire806

utterance is still considered as perceived by the807

departing character.808

B Prompt Examples809

This section introduces prompt examples to evalu-810

ate perception inference and perception-to-belief811

inference.812

B.1 Perception Inference813

The following two boxes are prompt examples us-814

ing Percept-ToMi and Percept-FANToM, respec-815

tively. Some parts are omitted because of the space 816

limit. 817

Story: Ella likes the suit. Ella entered the cellar. Lucas
entered the cellar. Benjamin entered the porch. The boots
is in the cupboard. The cupboard is in the cellar. Lucas
exited the cellar. Benjamin exited the porch. Ella likes the
sweatshirt. Lucas entered the porch. Ella moved the boots to
the pantry. The pantry is in the cellar.

Create a JSON array consisting of JSON objects. Each
object should contain a sentence from the story and the
perceivers of the scene described in that sentence. Assume
that characters in the story can perceive every scene
occurring in their location but not scenes occurring
elsewhere. Also, include the actant of any action as a
perceiver of that action.
Provide only a JSON array in the following format. Do not
include any explanation.
[{"Noah exited the living room.": ["Noah", "Emma"]},]

Gianna: Guys, I’ve really enjoyed sharing our pet stories,
but I need to excuse myself. I need to change clothes for a
meeting later. Talk to you later!
Sara: Sure thing, Gianna. Take care!
Javier: Catch you later, Gianna.
Sara: So Javier, have you ever tried training Bruno?
Javier: Yes, I did actually. It was a challenge at times, but
rewarding nevertheless. How about you? Did you try training
Snowflake?
...
Gianna: Hey guys, I’m back, couldn’t miss out on more pet
stories. Speaking of teaching and training pets, it is amazing
how that further strengthens the bond between us and our pets,
right?
...
Create a JSON array consisting of JSON objects. Each object
should include an utterance from the dialogue and the audience
for that utterance. Assume that characters in the story can
hear every utterance that occurs while they are involved in
the dialogue, but not those that occur when they are absent.
Also, ensure that the speaker of each utterance is included
in the audience. Provide only the JSON array in the following
format. Do not include any explanations.
[{"Noah: Hi, Emma.": ["Noah", "Emma"]},]

B.2 Perception-to-Belief Inference 818

The following two boxes are prompt examples us- 819

ing Percept-ToMi and Percept-FANToM, respec- 820

tively. Some parts are omitted because of the space 821

limit. 822

Each JSON object in the following list contains the
description of a consecutive scene in a story and its
perceivers.

[{"Ella likes the suit": ["Ella"]},
{"Ella entered the cellar": ["Ella"]},
{"Lucas entered the cellar": ["Lucas", "Ella"]},
{"Benjamin entered the porch": ["Benjamin"]},
{"The boots is in the cupboard": ["Ella", "Lucas"]},
{"The cupboard is in the cellar": ["Ella", "Lucas"]},
{"Lucas exited the cellar": ["Lucas", "Ella"]},
{"Benjamin exited the porch": ["Benjamin"]},
{"Ella likes the sweatshirt": ["Ella"]},
{"Lucas entered the porch": ["Lucas"]},
{"Ella moved the boots to the pantry": ["Ella"]},
{"The pantry is in the cellar": ["Ella"]}]

Question: Where will Lucas look for the boots? State
the most detailed position possible. (e.g., in A in B) Answer
in one sentence without explanation.
Answer:

Each JSON object in the following list contains consecutive 823
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Sentence Type Information SymbolicToM-
Generated Annotation Final Annotation

Object Location The slacks is in the pantry. None Ella, Benjamin
The pantry is in the master bedroom. Ella, Benjamin Ella, Benjamin

Distractor Olivia loves the skirt. Olivia, James, Lily Olivia

Table 3: The example perceiver annotations in ToMi corrected by manual verification.

utterances in a dialogue and its audiences.

[{"Gianna: Guys, I’ve really enjoyed sharing our pet
stories, but I need to excuse myself. I need to change
clothes for a meeting later. Talk to you later!": ["Gianna",
"Sara", "Javier"]},
{"Sara: Sure thing, Gianna. Take care!": ["Sara", "Gianna"]},
{"Javier: Catch you later, Gianna.": ["Javier", "Gianna"]},
{"Sara: So Javier, have you ever tried training Bruno?":
["Sara", "Javier"]},
{"Javier: Yes, I did actually. It was a challenge at times,
but rewarding nevertheless. How about you? Did you try
training Snowflake?": ["Javier", "Sara"]},
...
{"Gianna: Hey guys, I’m back, couldn’t miss out on more
pet stories. Speaking of teaching and training pets, it is
amazing how that further strengthens the bond between us and
our pets, right?": ["Gianna", "Sara", "Javier"]},
...]

Target: Who discussed their experiences training their pets,
Bruno and Snowflake?
Question: Does Javier know the precise correct answer to this
question? Answer yes or no.
Answer:824

C Input and Output Examples of825

PercepToM Pipeline826

This section presents examples of input prompts827

and intermediate outputs of PercepToM steps. Note828

that PercepToM consists of three steps: perception829

inference, perspective context extraction, and read-830

ing comprehension.831

First, the following two boxes are prompts for832

character perception inference on ToMi and FAN-833

ToM, respectively.834

[Input Prompt]: Story: Ella likes the suit. Ella entered the
cellar. Lucas entered the cellar. Benjamin entered the porch.
The boots is in the cupboard. The cupboard is in the cellar.
Lucas exited the cellar. Benjamin exited the porch. Ella
likes the sweatshirt. Lucas entered the porch. Ella moved
the boots to the pantry. The pantry is in the cellar.

Create a JSON array consisting of JSON objects. Each
object should contain a sentence from the story and the
perceivers of the scene described in that sentence. Assume
that characters in the story can perceive every scene
occurring in their location but not scenes occurring
elsewhere. Also, include the actant of any action as a
perceiver of that action.
Provide only a JSON array in the following format. Do not
include any explanation.
[{"Noah exited the living room.": ["Noah", "Emma"]},]

[Input Prompt]: Gianna: Guys, I’ve really enjoyed sharing our835

pet stories, but I need to excuse myself. I need to change
clothes for a meeting later. Talk to you later!
Sara: Sure thing, Gianna. Take care!
Javier: Catch you later, Gianna.
Sara: So Javier, have you ever tried training Bruno?
Javier: Yes, I did actually. It was a challenge at times, but
rewarding nevertheless. How about you? Did you try training
Snowflake?
Sara: Oh gosh, trying to train a cat is a whole different
ball game. But I did manage to teach her a few commands and
tricks. She was quite an intelligent little furball.
Gianna: Hey guys, I’m back, couldn’t miss out on more pet
stories. Speaking of teaching and training pets, it is
amazing how that further strengthens the bond between us and
our pets, right?
...

Create a JSON array consisting of JSON objects. Each
object should contain a sentence from the story and the
perceivers of the scene described in that sentence. Assume
that characters in the story can perceive every scene
occurring in their location but not scenes occurring
elsewhere. Also, include the actant of any action as a
perceiver of that action. Provide only a JSON array in the
following format. Do not include any explanation.
[{"Noah exited the living room.": ["Noah", "Emma"]},] 836

Here are the outputs of perception inference, 837

which will be the input for perspective context ex- 838

traction. 839

[Out]: ["Ella likes the suit.": ["Ella"],
"Ella entered the cellar.": ["Ella"],
"Lucas entered the cellar.": ["Ella", "Lucas"],
"Benjamin entered the porch.": ["Benjamin"],
"The boots is in the cupboard.": ["Ella", "Lucas"],
"The cupboard is in the cellar.": ["Ella", "Lucas"],
"Lucas exited the cellar.": ["Lucas"],
"Benjamin exited the porch.": ["Benjamin"],
"Ella likes the sweatshirt.": ["Ella"],
"Lucas entered the porch.": ["Lucas"],
"Ella moved the boots to the pantry.": ["Ella"],
"The pantry is in the cellar.": ["Ella"]]

[Out]: [{"Gianna: Guys, I’ve really enjoyed sharing our pet
stories, but I need to excuse myself. I need to change clothes
for a meeting later. Talk to you later!": ["Gianna", "Sara",
"Javier"]},
{"Sara: Sure thing, Gianna. Take care!": ["Sara", "Gianna"]},
{"Javier: Catch you later, Gianna.": ["Javier", "Gianna"]},
{"Sara: So Javier, have you ever tried training Bruno?":
["Sara", "Javier"]},
{"Javier: Yes, I did actually. It was a challenge at times, but
rewarding nevertheless. How about you? Did you try training
Snowflake?": ["Javier", "Sara"]},
{"Sara: Oh gosh, trying to train a cat is a whole different
ball game. But I did manage to teach her a few commands and
tricks. She was quite an intelligent little furball.": ["Sara",
"Javier"]},
{"Gianna: Hey guys, I’m back, couldn’t miss out on more pet
stories. Speaking of teaching and training pets, it is amazing
how that further strengthens the bond between us and our pets,
right?": ["Gianna", "Sara", "Javier"]}, ...]

The perspective context extraction selects the 840

subset of context perceived by the target character. 841

The outputs will be as follows: 842
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[Out]: Lucas entered the cellar. The boots is in the cupboard.
The cupboard is in the cellar. Lucas exited the cellar. Lucas
entered the porch.

[Out]: Gianna: Guys, I’ve really enjoyed sharing our pet
stories, but I need to excuse myself. I need to change clothes
for a meeting later. Talk to you later!
Sara: Sure thing, Gianna. Take care!
Javier: Catch you later, Gianna.
Gianna: Hey guys, I’m back, couldn’t miss out on more pet
stories. Speaking of teaching and training pets, it is amazing
how that further strengthens the bond between us and our pets,
right?
...

Lastly, based on the extracted perspective con-843

texts, we build prompts to answer the ToM ques-844

tion.845

[Input Prompt]: Here are the past scenes in sequence that
Lucas knows about.

Lucas entered the cellar. The boots is in the cupboard. The
cupboard is in the cellar. Lucas exited the cellar. Lucas
entered the porch.

Question: Where will Lucas look for the boots? State
the most detailed position possible (e.g., in A in B). Answer
in one sentence without explanation.
Answer:

[Input Prompt]: Here are the past utterances in sequence that
Gianna is aware of.

Gianna: Guys, I’ve really enjoyed sharing our pet
stories, but I need to excuse myself. I need to change
clothes for a meeting later. Talk to you later!
Sara: Sure thing, Gianna. Take care!
Javier: Catch you later, Gianna.
Gianna: Hey guys, I’m back, couldn’t miss out on more pet
stories. Speaking of teaching and training pets, it is
amazing how that further strengthens the bond between us and
our pets, right?
...

Question: What does Gianna believe about who discussed their
experiences training their pets, Bruno and Snowflake? Choose
between (a) and (b). Do not include any explanation.
(a) Gianna believes that Sara and Javier discussed their
experiences training their pets, Bruno and Snowflake.
(b) Gianna knows that Javier discussed training his pet,
Bruno. However, Gianna will not know training a pet named
Snowflake.

D LLM Performances on Percept-ToMi846

and Percept-FANToM847

Table 4 presents the exact performance of Percept-848

ToMi and Percept-FANToM in perception infer-849

ence, perception-to-belief inference, and ToM,850

which is also depicted in Figure 4.851

E Performance Comparison Between852

PercepToM and SymbolicToM853

Table 5 shows the performances of PercepToM,854

PercepToM+Oracle, and SymbolicToM on ToMi.855
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True Belief False Belief

Dataset Model Perception Perception-
to-Belief ToM Perception Perception-

to-Belief ToM

GPT-3.5 Turbo 0.228 0.824 0.792 0.585 0.432 0.237
GPT-4 Turbo 0.934 0.980 0.739 0.950 0.723 0.780
GPT-4o 0.903 0.854 0.642 0.925 0.863 0.904
Claude 3 Haiku 0.874 0.480 0.730 0.798 0.724 0.290
Claude 3 Sonnet 0.886 0.970 0.894 0.886 0.384 0.277
Gemini 1.0 Pro 0.425 0.850 0.690 0.733 0.104 0.127
Llama-3 70B Instruct 0.814 0.810 0.454 0.718 0.320 0.803

Percept-
ToMi

Mixtral 8x22B Instruct 0.920 0.894 0.743 0.917 0.607 0.597

GPT-3.5 Turbo 0.866 0.505 0.177 0.877 0.000 0.000
GPT-4 Turbo 0.962 0.138 0.096 0.970 0.028 0.017
GPT-4o 0.970 0.020 0.077 0.977 0.006 0.017
Claude 3 Haiku 0.792 0.015 0.025 0.806 0.009 0.002
Claude 3 Sonnet 0.974 0.010 0.010 0.977 0.009 0.000
Gemini 1.0 Pro 0.937 0.000 0.000 0.950 0.002 0.000
Llama-3 70B Instruct 0.982 0.092 0.197 0.980 0.020 0.006

Percept-
FANToM

Mixtral 8x22B Instruct 0.899 0.010 0.051 0.892 0.045 0.015

Table 4: LLM performances for perception inference, perception-to-belief inference, and Theory of Mind (ToM), as
illustrated in Figure 4 for Percept-ToMi and Percept-FANToM.

Model Method True Belief False Belief

GPT-4
Turbo

PercepToM 0.824 1.000
PercepToM+Oracle 0.885 0.993
SymbolicToM 0.997 0.977

GPT-4o
PercepToM 0.659 0.915
PercepToM+Oracle 0.660 0.993
SymbolicToM 1.000 0.977

Claude 3
Sonnet

PercepToM 0.963 0.937
PercepToM+Oracle 0.987 0.987
SymbolicToM 1.000 0.977

Llama-3
70B Inst.

PercepToM 0.713 0.744
PercepToM+Oracle 0.677 0.980
SymbolicToM 1.000 0.977

Mixtral
8x22B Inst.

PercepToM 0.727 0.964
PercepToM-Oracle 0.757 0.970
SymbolicToM 1.000 0.977

Table 5: Performance comparison of PercepToM, PercepToM+Oracle, and SymbolicToM on the ToMi dataset.
PercepToM+Oracle and PercepToM show comparable performance to SymbolicToM in false belief scenarios across
most models. In true belief scenarios, SymbolicToM consistently outperforms PercepToM+Oracle, likely due to its
question rephrasing process.

14


	Introduction
	Augmenting Perceptions onTheory of Mind Benchmarks
	Perception Inference andPerception-to-Belief Inference
	The Source Theory of Mind Benchmarks
	Perception-Augmented ToM Benchmarks
	Task and Evaluation

	PercepToM: Grounding ToM Reasoning on Perception
	Experiments
	Metrics
	Baseline Methods
	Target Models

	Results and Discussion
	Perception Inference
	Perception-to-Belief Inference
	PercepToM
	The Impact of Irrelevant Informationon Perception-to-Belief Inference

	Related Work
	Conclusion
	Limitations
	Societal and Ethical Considerations
	Details of Perception-Augmented ToM Benchmarks
	Manual Verification of Perception Annotation in Percept-ToMi
	Perception Annotation Criteria of Percept-FANToM

	Prompt Examples
	Perception Inference
	Perception-to-Belief Inference

	Input and Output Examples of PercepToM Pipeline
	LLM Performances on Percept-ToMi and Percept-FANToM
	Performance Comparison Between PercepToM and SymbolicToM

