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Abstract

While data-driven methods such as neural operator have achieved great success
in solving differential equations (DEs), they suffer from domain shift problems
caused by different learning environments (with data bias or equation changes),
which can be alleviated by transfer learning (TL). However, existing TL methods
adopted in DEs problems lack either generalizability in general DEs problems or
physics preservation during training. In this work, we focus on a general transfer
learning method that adaptively correct the domain shift and preserve physical
relation within the equation. Mathematically, we characterize the data domain
as product distribution and the essential problems as distribution bias and oper-
ator bias. A Physics-preserved Optimal Tensor Transport (POTT) method that
simultaneously admits generalizability to common DEs and physics preservation
of specific problem is proposed to adapt the data-driven model to target domain,
utilizing the pushforward distribution induced by the POTT map. Extensive experi-
ments in simulation and real-world datasets demonstrate the superior performance,
generalizability and physics preservation of the proposed POTT method.

1 Introduction

Many scientific problems, such as climate forecasting [36, 33] and industrial design [40, 2], are
modeled by differential equations (DEs). In practice, DEs problems are usually discretized and
solved by numerical methods since analytic solutions are hard to obtain for most DEs. However,
traditional numerical solvers struggle with expensive computation cost and poor generalization ability.
Recently, dealing DEs with deep neural network has attracted extensive attention. These methods can
be roughly divided into two categories: physics-driven and data-driven. Optimizing neural networks
with objective constructed by exact equations, physics-driven methods such as Physics-Informed
Neural Networks [28, 26] have great interpretability, but suffer from the poor generalization capability
across equations and the hard requirement of exact formulation of DEs. In contrast, Data-driven
methods such as neural operator [24, 22] typically take the alterable function in the equations as input
data and solution function as output data. Their generalization capability are markedly improved as
they can cope with a family of equations rather than one.

However, the performance of data-driven methods are highly dependent on identical assumption
of training and testing environments. If the testing data comes from different distribution, model
performance may degrade significantly. In practice, however, applying model to different data
distributions is a common requirement, e.g. from simulation data to experiment data, cross-region
model application. While it is often hard to collect sufficient data from a new data domain to train a
new model, transfer learning (TL) that aims to transfer model from source domain with plenty of data
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Table 1: Simulation datasets used for experiments. Figures in D1, D2 and D3 are examples of
(input,output) pairs from different domains in the transfer tasks. For 1-d curve plot, the filled regions
represent the areas between the curve and the x-coordinate. For 2-d surface plot, the pixel value at
each image pixel corresponds to the function value at the sampling point. Brighter color indicates
larger value. Definition and more details about the subdomains datasets are provided in Appendix C.1.

EQUATIONS D1 D2 D3

BURGERS’ EQUATION
ut + uux = νuxx,

Gθ : u(x, 0) → u(x, 1)

ADVECTION EQUATION
ut + νux = 0,

Gθ : u(x, 0) → u(x, t)

DARCY FLOW
∇ · (k(x)∇u(x)) = 1,
Gθ : k(x) → u(x)

to target domain with inadequate data, is widely adopted in real-world applications [39]. However,
TL methods for DEs problems are still unexplored.

In this work, we carefully analyze the transfer learning settings in DEs problems and modelize the
essential problem as distribution bias and operator bias. Given such perspective, we fully investigate
the existing TL methods used in DEs problems. Technically, they can be summarized as three types.
(1) Analytic methods [9] induce an analytic expression about model parameters to achieve adaptation
with a few samples. Nevertheless, they are only feasible in very few problems with nice properties and
hence not a general methodology. (2) Finetuning [31] the well-trained source model by target data.
It is widely-used in DEs problems with domain shift due to its simplicity. Nevertheless, when the
amount of available target data is limited, directly correcting operator bias by finetuning is insufficient.
(3) Domain Adaptation (DA) [34] methods developed in other areas such as computer vision. They
typically align feature distributions of source and target domains and remove the domain-specific
information, so the aligned feature together with the model trained from them are domain-invariant.
However, the physical relation of DEs may not necessarily be valid in the aligned feature space.
Among these methods, analytic methods and finetuning directly correct the operator bias while the
DA methods focus on the distribution bias correction. But all these methods have certain limitations.
Therefore, a general model transfer method that can preserve the physical relation is worth exploring.

Our idea is to characterize the target domain with physics preservation and then fully correct the
operator bias. Briefly speaking, we propose the Physics-preserved Optimal Tensor Transport (POTT)
method to learn a physics-preserved optimal transport map between source and target domains. Then
the target domain with the physical relations are characterized by the pushforward distribution, which
enables a more comprehensive training for model transfer learning. Thus, the model’s generalization
performance on target domain can be largely improved even when only a small number of target
samples are available for training. To encourage the POTT map to characterize target distribution in a
physics-preserved way, we introduce a problem-specific physical regularization to the OT problem,
which is derived from available physical prior of the problem. In general cases without physical prior,
the regularization term is formulated as relation between marginal pushforward distribution. Our
contributions are summarized as follows:

• A detailed analysis of transfer learning for DEs problems is presented, based on which we propose
a feasible transfer learning paradigm that simultaneously admits generalizability to general DEs
problems and physics preservation of specific problems.

• We propose POTT method to adapt the data-driven model to target domain with the pushforward
distribution induced by the POTT map. A dual optimization problem is formulated to explicitly
solve the optimal map. The consistency property between the solution and the ideal optimal map
is presented.

• Extensive evaluation and analysis experiments on both simulation and real-world datasets are
conducted. POTT shows superior performance on different types of equations with transfer tasks
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of varying difficulties. Intuitive visualization analysis further supports our discussion on the
physics preservation of POTT.

2 Preliminary

Data-driven methods for DEs problems. In DEs problems, data-driven methods aim to learn func-
tional maps from data distributions. DeepONet [24] is proposed based on the universal approximation
theorem [4]. Then the MIONet [16] further extends DeepONet to problems with multiple input
functions and Geom-DeepONet [15] enables DeepONet to deal with parameterized 3D geometries.
Differently, FNO [22] is constructed in the insight of approximating integration in the Fourier domain.
Geo-FNO [21] extends FNO to arbitrary geometries by domain deformations. F-FNO [32] enhances
FNO by employing factorization in the Fourier domain. Recently, transformer have also been used to
construct neural operators [19, 14, 20, 35]. Although having achieved great success, these data-driven
methods induce a common issue: they are highly dependent on identical assumption of training and
testing environments. If the testing distribution differs, the performance of the neural operators will
significantly degrade.

Transfer learning. Most of the transfer learning methods are proposed for Unsupervised Domain
Adaptation (UDA) with classification task. They align the feature distributions of source and target
domain by distribution discrepancy measurement [23], domain adversarial learning [11, 3], etc.
Recent methods [5, 27, 38] further extend DA to regression settings with continuous variables. For
DEs problems, analytic transfer methods [9] are presents for specific equations; finetuning [37, 31]
and DA methods [12, 34] are applied in various tasks. However, there isn’t a general physics-preserved
transfer learning method developed for DEs problems.

Optimal transport (OT). OT has been quite popular in machine learning area [7, 6]. The most
widely known OT problems are the Monge problem and the Kantorovich problem defined as follows:

M(P s, P t) = inf
T#P s=P t

∫
Ωs

c(x, T (x)) dP s(x) (1)

K(P s, P t) = inf
π∈Π(P s,P t)

∫
Ωs×Ωt

c(x, y) dπ(x, y), (2)

where c(x, y) denotes the cost of transporting x ∈ Ωs to y ∈ Ωt, T : Ωs → Ωt denotes the transport
map, T#P

s denotes the pushforward distribution, and Π(P s, P t) denotes the set of joint distributions
with marginal P s and P t. The Monge problem aims at a transport map T that minimize the total
transport cost, called the Monge map. However, usually the solution of the Monge problem does not
exist, so the relaxed Kantorovich poblem is more widely used. The Kantorovich problem can be solved
as a linear programming problem. With an entropic regularization added, it can be fastly computed
via the Sinkhorn algorithm [7]. Moreover, if π∗ takes the form π∗ = [id, T ]#P

s ∈ Π(P s, P t), then
T is the Monge map. However, these optimization method don’t scale well to large scale data domain
and can’t handle continuous probability distributions [30]. To deal with these limitations, neural OT
methods are developed [30, 8, 18]. They typically train the neural network to directly approximate
the OT map via constructing objective function by various OT problems [10, 13, 1].

3 Analysis and Motivation

3.1 Problem Formulation and Notations

Now we formally formulate the transfer learning settings for DEs problems. Consider two function
space Dk, Du with elements k : Ωk → R, u : Ωu → R. Denote the product spaces as D = Dk ×Du

and Ω = Ωk × Ωu. Suppose there exist physical relations within the product space D, which can be
characterized as the following two forms:

F(k, u) = 0 (Equation form) (3)
G(k) = u (Operator form) (4)

Obviously, relation Eq. (4) is the explicit form of the implicit operator mapping determined by Eq. (3),
whose existence is theoretically guaranteed under some conditions such as the implicit function
theorem. Once the operator G : Dk → Du is solved, we can predict the desired physics quantities
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u for a group of k. However, directly solving the implicit function from Eq. (3) is often extremely
difficult. In such cases, fitting G by neural network with collected data set {(k, u)} provides a
practical way for numerical approximation, which is exactly the goal of data-driven methods. Here
we slightly abuse the notations k and u to represent both functions and their discretized value vectors.

An essential limitation is that the learning of the operator network Ĝ depends heavily on the distribu-
tion of collected data. Let P s, P t ∈ PD be two product distributions supported on the source and
target domain Ds,Dt ⊂ D, respectively. Then the operator trained from them, denoted as Ĝs and Ĝt,
are in fact the approximations of Gs := G|Ds and Gt := G|Dt . When distribution shift occurs, the
operator relation also differs. So the transfer learning problem for DEs can be modelized as

P s(k, u) ̸= P t(k, u), (Distribution bias)

=⇒ Gs ̸= Gt. (Operator bias)
(5)

In these situations, the model performance generally degrades if Ĝs is directly applied to Dt. While
collecting sufficient training data is difficult in many applications scenarios, a common requirement
is to transfer Gs to Dt with a few target data available. Formally, given D̂s = {(ksi , us

i )}n
s

i=1,
D̂t = {(ktj , ut

j)}n
t

j=1, with nt ≪ ns, the task is to transfer source model Ĝs to target domain Dt and
approximate Gt, i.e. to correct the operator bias. An intuitive illustration is shown in Fig. 2.

3.2 Methodology Analysis

( )k x ( )u x feature .COD pred

Figure 1: Visualization of DA method (COD) in
task D3 → D2 on Darcy flow. The 1st and 2nd
columns present the input k(x) and output u(x)
sample pairs of D3 and D2. The 3rd column vi-
sualizes their feature maps from the aligned dis-
tributions, which are forced to be analogous but
lacks clear structure explicit physical meaning. It
is unclear whether they retain the correct physical
information. The prediction shown in the 4th col-
umn verifies that the physical structures of u are
not fully preserved.

Based on problem 5, existing transfer learning
methods either directly correct the operator bias
or indirectly correct the operator bias by aligning
the feature distributions, all of which are subject
to certain limitations.

Analytic methods directly correct the operator
bias by deriving analytic expressions

Ĝt = Ha(Ĝs, D̂t), (6)

where Ha denotes the ideal analytic formulation.
Although exhibiting excellent interpretability,
they are limited to problems with nice property
and sufficient priors such as the explicit form of
the equation. So they can only be applied to few
problems with well-behaved equations.

Finetuning by target domain data directly cor-
rects the operator bias by only further training
the source model with collected target data:

Ĝt = min
G

Ltask(D̂t; Ĝs), (7)

where Ltask denotes the task-specific training loss. It does not actively and fully leverage the
knowledge of source and target domain data. When the amount of available target data is limited, the
predictions of target samples exhibit characteristics similar to the source samples since inadequate
data is insufficient for model transfer, as discussed in Sec. 5.

Distribution alignment methods from DA indirectly correct the operator bias by aligning the feature
distributions. These methods typically aim to learn a feature map and a corresponding feature space
in which the distance between source and target feature distributions is minimized. Then a predictor
trained by the source domain features can be expected to perform well on target domain features:

g∗ = min
g

dist(g#P
s, g#P

t), Ĝt = min
G

Ltask(g
∗(D̂s) ∪ g∗(D̂t); Ĝs), (8)

where dist(·, ·) denotes a measurement of distribution discrepancy, g is the learned feature map,
g#P

s, g#P
t are the pushforward feature distributions. DA method is purely data-driven without the

need of physical priors so it is a general methodology that can be used in most scenarios. However,
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Figure 2: Illustration of POTT. Left: Illustration of problem formulation. The distribution bias leads
to the bias of physics, i.e. the operator bias. The goal is to correct the operator bias. Right: POTT
correct the operator bias by characterizing Dt in a physics-preserved way. (0) Before the model
transfer process, source model Ĝs is pretrained with sufficient source data. (1) The POTT map Tθ

between source and target domain is learned. (2) The target distribution P t is characterized by the
pushforward distribution P r. (3) Ĝs is transferred to Ĝt with D̂t and D̂r.

the two feature distributions are aligned by removing the domain specific knowledge so the domain
invariant representations are obtained. In other words, the aligned feature distribution may lose some
domain specific physical relations of both domain. As shown in Fig. 1, the features of source and
target samples are analogous but confused. It is unclear whether the physical relations are preserved,
which is also indicated by the output of learned Ĝt.

Motivation of POTT. Generally, directly correcting operator bias by finetuning only partially transfers
with limited target data, while indirectly operator bias via feature distribution alignment may distort
the physical relations of the DEs problem. Therefore, we propose to correct the operator bias by
characterizing the target domain with physics preservation and then fully transferring Ĝt to Dt:

D̂r = Hc(D̂s, D̂t,R), Ĝt = min
G

Ltask(D̂r ∪ D̂t; Ĝs), (9)

where Hc characterizes Dt by collected dataset D̂s, D̂t and the physical regularization R.

4 POTT Method

The major obstacle in Eq. (9) is to construct the Hc. A practical way is to learn a transformation T
between P s and P t, so the target distribution P t can be characterized by the pushforward distribution
P r = T#P s, i.e. Hc(·) = T (D̂s; D̂t,R). Note that the exact corresponding relations between
samples from P s and P t is unknown, so it is impractical to train T by traditional supervised learning.
In other words, T shall be trained via an unpaired sample transformation paradigm. In OT theory, an
optimal transport map between two distributions is the solution of an OT problem and the computation
of the OT problem does not need paired samples. Therefore, a natural idea is to model the ideal map
T by an OT map between P s and P t. In the following sections we regard the desired map as the
OT map T , distinguishing from map T that is not necessary optimal.

4.1 Formulation of POTT

A brief review of OT problem is provided in Sec. 2. As our purpose is to characterize P t by
P r = T#P

s, we focus on the Monge problem Eq. (1). Moreover, the physical relation in DEs can be
regarded as relation between Pk and Pu. Thus, a more reasonable perspective is to consider an OT
problem between two product distributions, known as the Optimal Tensor Transport (OTT) problem.
In this perspective, we propose the physics-preserved optimal tensor transport (POTT) problem:
Definition 4.1 (POTT). Given two product distributions P s, P t ∈ PDk×Du

, define the physics-
preserved optimal tensor transport (POTT) problem as:

inf
T#P s=P t

∫
Ds

c ((k, u), T (k, u)) dP s +R(T ), (10)

where T = (Tk, Tu) = (T |Dk
, T |Du

), R(T ) = R(Tk, Tu) is the physical regularization.
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Specifically, when the pushforward distribution P r perfectly matches the target distribution P t, the
physical relation within is automatically obtained. However, it is hard to achieve in practice and P r

should be regarded as an approximation or a disturbance of P t. Then we expect P r to approach P t

in a physics-preserved way at least, which relies on the physical regularization R. The construction
of R depends on the specific problem. Here we provide two basic ideas for example:

• If some physical priors of the problem are available, R can be derived from the priors. For
example, when the weather forecasting problem is modelized as an advection partial differential
equation [33], the value preservation property

∫
u(x, t)dx = const,∀t, is a strong inductive bias.

Then the R can be formulated as the variance of the system’s value:

R(T ) = var (

∫
Tuu

s(x, t)dx), (11)

Experiment of this problem is shown in Sec. 5.
• For the general cases with no physical priors available, we formulate R as the physical relation

between the marginal distributions of P r:

R(T ) = R(Tk, Tu) = m(G(kr), ur) = m(GTk(k
s), Tu(u

s)), (12)

where the m(·, ·) can be any metric on Du. An alternative is the L2 norm in the vector space. In
practice, the operator G can be substituted by Ĝs or Ĝt as an approximation.

Remark 4.2. While both PINNs-based methods and POTT emphasize the integration of physics
into the learning process, they are not directly comparable. As described in Sec. 1, PINNs-based
methods rely on the explicit form of the equations to define the physics-informed loss. Consequently,
they become inapplicable when the underlying equations are unknown or only partially specified. In
contrast, by leveraging the optimal transport framework and incorporating physical regularization,
POTT can be considered as a combination of data-driven and physics-driven method and is applicable
to a broader range of problems.

4.2 Optimization and Analysis

Existing OTT methods [17] mainly focus on the discrete case of entropy-regularized OTT and solve
the optimization problem via the Sinkhorn algorithm, which is not suitable for continuous OTT with
physical regularization. Motivated by neural OT methods [30, 18], we explicitly fit T by a neural
network and optimize it with the gradient of training loss. But Eq. (10) is a constrained optimization
problem and it is challenging to satisfy the constraint during the optimization process. Therefore, we
introduce the Lagrange multiplier and reformulate Eq. (10) to the unconstrained dual form.

sup
f

inf
T

∫
Ωs

c ((k, u), T (k, u))− f(T (k, u)) + λR(T ) dP s +

∫
Ωt

f(k, u)dP t. (13)

Optimization with gradient descent tends to converge to a saddle point (T ∗, f∗). Following previous
work [10], the consistency between T ∗ and T is guaranteed.
Theorem 4.3 (Consistency). Suppose the dual problem Eq. (13) admits at least one saddle point
solution, denoted as (T ∗, f∗). Let L be the objective of Eq. (13). Then

• the dual problem Eq. (13) equals to the Kantorovich problem with physical regularization in terms
of total cost, i.e. L(P s, T ∗, f∗) = K(P s, P t) +R(T ∗).

• if T ∗
#P

s = P t, then Eq. (13) degenerates to the dual form of the primal Monge problem Eq. (1),
T ∗ is a Monge map, i.e. L(P s, T ∗, f∗) = M(P s, P t).

The proof of Thm 4.3 can be found in Appendix B. Theoretically, if the Monge map exists, i.e.
P r = P t, then P r automatically admits the physics contained in P t. The solution of the Monge
problem is the desired OT map. However, as mentioned in Sec. 4.1, in most cases the Monge map does
not exists. Therefore, the saddle point T ∗ is not an optimal solution of the physics-regularized Monge
problem. In this situation, Thm 4.3 states that Eq. (13) equals to physics-regularized Kantorovich
problem in terms of total cost. Thus, the learned T ∗ can be regarded as a compromise solution between
the Monge problem and the Kantorovich problem. Importantly, the physical regularization encourages
physics preservation during the training process of T , which is crucial for the approximation of P t.
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Table 2: Evaluation results of Burgers’ equations.

D1 → D2 D1 → D3 D3 → D2 AVERAGE
METHOD 50 100 50 100 50 100 50 100

TARGET ONLY 0.2142 0.1429 0.1173 0.0968 0.2142 0.1429 0.1819 0.1275
SRC+TGT 0.3960 0.3982 0.3486 0.3350 0.3145 0.2930 0.3530 0.3421
FINETUNING 0.2001 0.1191 0.1049 0.0801 0.1546 0.0938 0.1532 0.0977

TL-DEEPONET 0.1623 0.1182 0.1275 0.1127 0.1763 0.1436 0.1554 0.1248
DARE-GRAM 0.1727 0.1145 0.1241 0.1099 0.1752 0.1393 0.1573 0.1212
COD 0.1713 0.1225 0.1288 0.1105 0.1818 0.1525 0.1606 0.1285

POTT 0.1528 0.0965 0.0950 0.0705 0.1249 0.0757 0.1242 0.0809
±0.016 ±0.012 ±0.007 ±0.008 ±0.015 ±0.019 ±0.013 ±0.013

Table 3: Evaluation results of Darcy flow.

TASK D2 → D1 D1 → D3 D2 → D3 AVERAGE
METHOD 50 100 50 100 50 100 50 100

TARGET ONLY 0.1815 0.1122 0.3925 0.2893 0.3925 0.2893 0.3222 0.2303
SRC+TGT 0.7113 0.7600 0.1581 0.1409 0.3535 0.2381 0.4076 0.3797
FINETUNING 0.1426 0.0869 0.1556 0.1605 0.4693 0.3553 0.2558 0.2009

TL-DEEPONET 0.1410 0.0805 0.1539 0.1481 0.4514 0.2842 0.2488 0.1709
DARE-GRAM 0.1395 0.0805 0.1533 0.1441 0.4509 0.2842 0.2479 0.1696
COD 0.1367 0.0794 0.1527 0.1481 0.4437 0.2836 0.2444 0.1704

POTT 0.1362 0.0762 0.1397 0.1404 0.3527 0.2271 0.2095 0.1479
±0.002 ±0.002 ±0.009 ±0.006 ±0.025 ±0.019 ±0.012 ±0.009

In practice, we parametrize the map T , dual multiplier f and the operator G by neural networks Tθ,
fϕ and Gη with parameters denoted by θ, ϕ and η. Function variables k and u are discretized into
vectors. The overall objective of POTT method is

max
ϕ

min
θ

ns∑
i=1

c((ksi , u
s
i ), Tθ(k

s
i , u

s
i ))− fϕ(Tθ(k

s
i , u

s
i )) + λR(Tθ) +

nt∑
j=1

fϕ(k
t
j , u

t
j)

min
η

nt∑
j=1

L̂task(Ĝt
η(k

t
j), u

t
j) + β

ns∑
i=1

L̂task(Ĝt
η(k

r
i ), u

r
i ),

(14)

where kri = Tθk(k
s
i ), u

r
i = Tθu(u

s
i ). L̂task is the task specific loss. λ and β are hyper-parameters.

Physical regularization term R depends on the available physical priors, as discussed in Sec. 4.1. A
form of algorithm and the discussion of the computational cost are provided in Appendix C.

5 Experiment

Benchmarks. Experiments are conducted on both simulation and real-world datasets. For simulation
datasets, three representative equations are contained. For real-world datasets, we consider the
cross-region climate forecasting task. Implementation details and definition of RMSE are provided in
Appendix C.

• Simulation dataset. Following previous works [22, 25], we take the 1-d Burgers’ equation,
1-d space-time Advection equation, and 2-d Darcy Flow problem as our benchmarks. A brief
introduction of these DEs problems can be found in Tab. 1. To simulate the domain shift, three
different sub-domains for each equation, denoted as D1, D2 and D3, are generated. We generate
1000 training samples for each domain of Burgers’ equation and 2000 samples for Advection
equation and Darcy Flow. To fully investigate the effectiveness of transfer learning methods, we
consider two scenarios that only 50 and 100 target data samples are available for model transfer.
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Table 4: Evaluation results of Advection equations.

D1 → D2 D2 → D1 D3 → D2 AVERAGE
METHOD 50 100 50 100 50 100 50 100

TARGET ONLY 0.2162 0.1261 0.2585 0.1382 0.2162 0.1261 0.2303 0.1301
SRC+TGT 0.2347 0.1400 0.7299 0.4041 0.3969 0.1574 0.4538 0.2338
FINETUNING 0.0247 0.0143 0.2193 0.0891 0.1257 0.0723 0.1532 0.0977

TL-DEEPONET 0.0587 0.0127 0.2365 0.1047 0.1534 0.0685 0.1495 0.0620
DARE-GRAM 0.0572 0.0121 0.2227 0.0805 0.1687 0.0700 0.1495 0.0542
COD 0.0530 0.0120 0.2252 0.0785 0.1593 0.0644 0.1458 0.0516

POTT 0.0207 0.0112 0.1872 0.0787 0.1016 0.0613 0.1032 0.0504
±0.004 ±0.003 ±0.026 ±0.017 ±0.015 ±0.007 ±0.015 ±0.009
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Figure 3: Comparision with (1) Source-only, source pretrained model, (2) Finetuning on target
domain, (3) ClimaX, a SOTA climate forecasting model, trained with sufficient target data, (4)
ClimODE, the backbone model, trained with sufficient target data. The light area reflects the standard
deviation of RMSE (↓). Details are provided in Tab. 14.

For all transfer tasks, we use 10 extra target domain samples for validation and 100 for testing.
Note that the necessity of transfer learning depends on the extent of domain shift. For the transfer
tasks with minor domain shift, source model can generalize well and additional transfer learning
methods are unnecessary. Therefore, we only evaluate these methods in some hard tasks that
need more proactive transfer. Details about data generation and how the domain shift between
sub-domains is considered are provided in Tab. 8, 10,12, and Tab. 9, 11, 13 in Appendix C.1. Note
that no equation-specific information (e.g., symbolic expressions or coefficients) is provided
and only (k, u) data pairs are available during training, which mimics real-world conditions
where governing equations are unknown. Therefore, the physical regularization R in Eq. (12) is
used for all these problems.

• Real-world dataset. To better assess the potential of POTT in cross-domain application of data-
driven methods, we evaluate POTT in the cross-region climate forecasting task. The preprocessed
5.625◦ resolution ERA5 dataset from WeatherBench [29] is used for evaluation and the SOTA
ClimODE [33] is used as backbone model. Following [33], we consider 5 quantities as label
variables: ground temperature (t2m), atmospheric temperature (t), geopotential (z), and ground
wind vector (u10,v10). We use climate data on North America as source domain and the global
climate data as target domain. For source domain, we use ten years of training data (2006-15). For
target domain, only one year (2015) of training data is available, while data of 2016 is used for
validation and data of 2017-18 is used as testing data. More details are provided in Appendix C.
As the ClimODE is used as backbone model, we follow the idea that modelized the climate system
as an advection equation and use the physical regularization in Eq. (11) for POTT.

Comparision methods As discussed in Sec. 3.2, analytic methods are hard to apply in general
data-driven DEs methods. So we compare POTT with finetuning and DA methods, including
Finetuning on source pretrained model; Src+Tgt, training from scratch with source and target data;
TL-DeepONet [12], a representative DA method proposed for DEs problems; DARE-GRAM [27]
and COD [38], two SOTA DA methods proposed for DA regression problem with continuous
variables. Since DARE-GRAM and COD are unsupervised DAR methods proposed for tasks in
computer vision, we add the supervised target loss to them for fairness.
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Figure 4: Visualization of Ĝt on Darcy Flow. The value at each image pixel represents the function
value at the sampling point. Brighter colors (yellow) indicate higher values. Columns 1-2 show the
input-output function pairs from the target domain. Columns 3-5 show the output of POTT, finetuning
(F.T.) and COD. Columns 6-8 display the prediction errors relative to the ground truth u(x).

Evaluation results. For simulation datasets, average rMSE of three times repeated experiments are
reported. For climate forecasting, the mean and standard deviation of latitude-weighted RMSE is
reported. Details about the evaluation metrics are shown in Appendix C.

• Simulation datasets. As shown in Tab. 3, POTT outperform finetuning and DA methods in
most tasks. In tasks with severe domain shift such as D2 → D3 of Darcy flow, the performances
of existing methods are not satisfactory, while POTT reduces the relative error by nearly 25%
(from 0.4693 to 0.3527) with only 50 target smaples available, and reduces the relative error
by 36.08% (from 0.3553 to 0.2271) with 100 target samples. In simpler tasks D2 → D1 and
D1 → D3, POTT still reduce the relative error compared to finetuning and DAR methods in every
task. Results of Burgers’ equation and Advection equation are provided in Tab. 2 and Tab. 4.

• Climate forecasting. We only compare POTT with finetuning method because the DA methods
are not easily applicable for the model architecture of ClimODE. As shown in Fig. 3, directly
applying ClimODE trained on North America to global forecasting results in distinct prediction
error. The model performances are improved by finetuning, and POTT further reduce the
prediction error, approaching the ClimODE model trained with sufficient target data. Note that
the prediction error of POTT is quite closed to ClimaX model trained with sufficient target data,
which is also a SOTA model in climate forecasting. Such experiment demonstrates the potential
of POTT as a general model transfer method for DEs problems and real-world applications.

Visualization analysis of prediction. Fig. 4 illustrates the outputs and error maps for the target
sample predicted by POTT, finetuning, and COD on the Darcy D3 → D2 task with 100 target samples.
(1) As shown in columns 3− 5, despite only 100 target samples are available for training, the shape
and the variation trend of outputs predicted by POTT are consistent with the ground truth. In contrast,
predictions of finetuning indicate that the transferred model fails to learn the right shape and variation
trend. Predictions of COD are globally consistent with ground truth, but the transferred model fails to
correctly predict the large value areas. (2) In the error maps shown in columns 6− 8, the bright areas
in the error maps of POTT are the smallest among the three methods. Especially, the error maps of
finetuning shown in 7th column clearly exhibit the characteristics of source domain distribution, i.e.,
the distinct triangular patterns, supporting the discussions in Sec. 3.2.

srcu tgtu POTTu OTTu

Figure 5: Visualization of POTT and OTT.

Ablation analysis of physical regularization.
To investigate the effect of the physical regular-
ization in Eq. (10), we implement an ablation
analysis on the task D1 → D2 of Darcy flow.
As shown in Fig. 5, the outputs of OTT roughly
resemble the ground truth utgt in the regions of
large values, but the triangular structure is not
preserved, indicating the loss of certain physical
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relations. In contrast, with physical regularization, the outputs of POTT exhibit consistency in both
the regions of large values and the triangular structure, verifying the preservation of physics.

Finetuning POTT w/o R POTT
D1 → D2 0.0575 0.0543 0.0496

Table 5: Results of the ablation analysis.

To more intuitively demonstrate the effect of
physical regularization, we present the numeri-
cal results of Ĝt trained using the outputs of OTT
and POTT, as shown in Tab. 5. It is observed that
POTT achieves lower prediction error than OTT,
indicating that the outputs of POTT better characterize the target distribution in a physics-preserved
manner. Furthermore, both OTT and POTT outperform vanilla finetuning.

nt 100 50 20 10 5 1

Tgt. only 0.3943 0.3925 0.4130 0.4897 0.5107 0.5568
Finetuning 0.3553 0.4693 0.4866 0.5368 0.5521 0.6282

POTT 0.2271 0.3527 0.4126 0.5257 0.5364 0.6359

Table 6: Results of scale-down experiment.

Extreme few-shot settings.
In extreme few-shot settings
(e.g., less than 10 target sam-
ples), both finetuning and
POTT indeed face signifi-
cant challenges due to the
risk of overfitting. From a
distribution-matching perspective, fitting a meaningful target distribution with only a few samples is
fundamentally ill-posed and prone to instability. This limitation applies broadly to all distribution-
based methods. To empirically evaluate this, we conduct a scale-down experiment on the Darcy flow
task D2 → D3 under various numbers of labeled target samples nt. As shown in Tab. 6,

• As nt decreases, all methods degrade in performance.
• When nt ⩾ 20, POTT still provides advantages over both finetuning and training from scratch.
• When nt ⩾ 10, both POTT and finetuning begin to overfit, and performance starts to deteriorate

significantly.
• At the extreme case of nt = 1, POTT fails entirely, as the transport map becomes unreliable and

may even hurt the learning of the target predictor due to inaccurate distribution matching.

These results clarify that POTT is most effective in the moderate few-shot regime, but may not be
applicable when labeled target data is extremely scarce, which aligns with many real-world cases in
scientific machine learning where acquiring a small number of high-quality labels is feasible.

6 Conclusion

In this work, we studied the domain shift issue in DEs problems. The essential problem is mod-
eled as distribution bias and operator bias. Then we detailedly analyzed existing transfer learning
methods used in DEs problems and propose a feasible POTT method that simultaneously admits
generalizability to common DEs and physics preservation of specific problem. Based on the the
availability of physical prior, two forms of realization of are introduced to encourage the POTT map
to characterize target distribution in a physics-preserved way. A dual optimization problem and the
consistency property are formulated to explicitly solve the optimal map. Extensive evaluation and
analysis experiments on both simulation and real-world datasets with varying difficulties validate the
effectiveness of POTT for data-driven methods in DEs problems.

Limitations and future works. (1) The core of POTT lies in characterizing target distribution with
limited samples. However, similar to other distribution-based methods, POTT’s efficacy diminishes
when the quantity of available target data is extremely small, rendering its potential in one-shot
or few-shot scenarios. Moreover, when abundant target data are accessible, finetuning or even
training from scratch is sufficient for cross-domain application. Therefore, POTT is more valuable
when the amount of target sample is small, yet not extremely small, as shown in Sec. 5 and Sec. D.
(2) The learning of POTT relies on the min-max optimization, which is complex and costly for
models with large-scale parameters. The resolution of the experimental data is relatively low, thereby
necessitating a less complex model. However, in DEs problems and application scenarios that require
high resolution, a larger model is needed to fit POTT. To address this issue, one idea is to leverage the
well-developed multimodal large models to reduce the training load of the method, which will further
enhance the practicality and broad applicability of this method. We believe this will contribute to
the generalizability and universality of the scientific and technological achievements, such as the
cross-regional climate forecasting tried in this paper.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The cliams made in the abstract and the end of the introduction accurately
summarize the paper’s contributions and scope.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations about the method and the experiments, influence factor of the
performance, and the future works are discussed in Sec. 6. The discussion on computational
efficiency of the algorithm is provided in Appendix B.3.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

14



Answer: [Yes]
Justification: The full set of assumptions and proof are provided in Appendix B. And an
intuitive understanding of the Thm. 4.3 is provided right after the theorem.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: All details about the data generation and implementation are provided in Sec. 5
and Appendix C. Some experiment settings are based on previous works in different areas,
we have made clear instruction in these sections.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [No]

Justification: As our work is about a general model transfer method for DEs problems, the
reproducibility can be guaranteed by the algorithm description and implementation details
provided in Sec. 5, Appendix B.3 and Appendix C.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The experimental settings and details are provided in Sec. 5 and Appendix C.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The std of results are provided.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We indicate the compute resources in Appendix C.3.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have reviewed the NeurIPS Code of Ethics and have made sure the
reasearch conform the Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The potential positive societal impacts are discussed in Sec. 6. As our work
is a general model transfer method, the potential negative societal impacts depends on the
specific transferred data-driven model and its applications.

Guidelines:
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• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Our work is a general model transfer method, the potential risks depends on
the specific model that use this method.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The original papers that produced the code package and datasets are properly
credited and cited in Sec. 5 and Appendix C. All codes and datasets used for both simulation
and real-world datasets takes the MIT License.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
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• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: No assets are released in this paper.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: [TODO]
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: [TODO]
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: [TODO]
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Notations

The notations appear in this paper are summarized as follows:

Table 7: Notations.

Notation Description

D = Dk ×Du = {(k, u)} General function set
Ω = Ωk × Ωu Domain of function

k = k(x) function defined on Ωk

u = u(x) function defined on Ωu

F(x; k, u) Differential Equation
G : Dk → Du Operator map from Dk to Du

P (k, u) Product probability function defined on function set D
p(k, u) Product probability density function of function set D
PD Set of probability functions defined on D
Ds Soure domain; a subset of D
Dt Target domain; a subset of D
Gs Operator relation on Ds

Gt Operator relation on Dt

P s Probability function on Ds

P t Probability function on Dt

T : Ds → Dt Function map between Ds and Dt

T Ideal solution of optimal transport problem
M(P s, P t) Monge problem between probability P s and P t

K(P s, P t) Kantorovich problem between probability P s and P t

R(T ) Physical regularization on T
m(·, ·) Metric defined on Du

Mphy(P
s, P t) Monge problem with physical regularization

Kphy(P
s, P t) Kantorovich problem with physical regularization

c(·, ·) Cost function in OT problem
f Lagrange multiplier
L Objective function of optimization problem

(T ∗, f∗) Saddle point solution of dual problem
Ĝs Approximated operator on Ds

Ĝt Approximated operator on Dt

T̂ Approximation of T

we slightly abuse the notations k and u to represent both functions and their discretized value vectors.
The superscript s or t denotes the domain. The subscript k or u denotes the projection of the original
product space or distribution.

B Theory and method

B.1 Derivation of dual formula

Given POTT problem

inf
T#P s=P t

∫
Ds

c ((k, u), T (k, u)) dP s +R(T ), (15)

where T = (Tk, Tu), Tk = T |Dk
, Tu = T |Du

, we reorganize it as a constrained optimization
problem:

inf
T

∫
Ds

c ((k, u), T (k, u)) dP s +R(T ) (16)

s.t.T#P
s = P t (17)

Following the dual optimization theory, we introduce the Lagrange multiplier f to construct the
Lagrange function:

L(T, f) =
∫
Ωk×Ωu

c ((k, u), T (k, u)) dP s + λR(T ) +

∫
Ωk×Ωu

f(k, u)d(P t − T#P
s). (18)
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As the physical regularization regularized the pushforward distributions P r = T#P
s, it can be

considered with the source distribution. Then it comes to

L(T, f) =
∫
Ωk×Ωu

c ((k, u), T (k, u))− f(T (k, u)) + λR(T )dP s +

∫
Ωk×Ωu

f(k, u)dP t. (19)

And the dual problem of Eq. (15) is

sup
f

inf
T

L(T, f), (20)

which is exactly Eq. (13).

B.2 Proof of Thm. 4.3

We prove Thm. 4.3 based on previous work [10].
Theorem B.1 (Consistency). Suppose the dual problem Eq. (13) admits at least one saddle point
solution, denoted as (T ∗, f∗). Let L be the objective of Eq. (13). Then

• the dual problem Eq. (13) equals to the Kantorovich problem with physical regularization in
terms of total cost, i.e. L(P s, T ∗, f∗) = K(P s, P t) +R(T ∗).

• if T ∗
#P

s = P t, then Eq. (13) degenerates to the dual form of the primal Monge problem
Eq. (1), T ∗ is a Monge map, i.e. L(P s, T ∗, f∗) = M(P s, P t).

Proof. (1) Let kr = Tθk(k
s), ur = Tθu(u

s), the inner optimization problem can be formulated as

inf
T

L(T, f)

= inf
T

∫
c ((ks, us), T (ks, us))− f(T (ks, us)) + λR(T )dP s +

∫
f(kt, ut)dP t

=−
∫

sup
(ξr,ζr)

{f(ξr, ζr)− [c ((ks, us), (ξr, ζr)) + λR(T )]}dP s +

∫
f(kt, ut)dP t

=

∫
f(kt, ut)dP t −

∫
f c,−(ks, us)dP s,

(21)

where

f c,−(ks, us) = sup
(ξr,ζr)

(f(ξr, ζr)− [c ((ks, us), (ξr, ζr)) + λR(T )]) (22)

is the c-transform of the physics-regularized Kantorovich dual problem. Then the optimization
problem Eq. (13) becomes

sup
f

[∫
f(kt, ut)dP t −

∫
f c,−(ks, us)dP s

]
, (23)

which is exactly the physics-regularized Kantorovich problem.

Therefore, if (T ∗, f∗) is the saddle point solution of Eq. (13), then f∗ is an optimal solution of
Eq. (23), L(P s, T ∗, f∗) = K(P s, P t) +R(T ∗), which verifies the first assertion of the theorem.

(2) The saddle point (T ∗, f∗) satisfy

T ∗(ks, us) ∈ argmax(ξr,ζr)f
∗(ξr, ζr)− [c ((ks, us), (ξr, ζr)) + λR(T )] a.s. (24)

=⇒f∗c,−(ks, us) = f∗(T ∗(ks, us))− [c ((ks, us), T ∗(ks, us)) + λR(T )] (25)

where f∗c,−(ks, us) = sup(ξr,ζr) (f
∗(ξr, ζr)− [c ((ks, us), (ξr, ζr)) + λR(T )]).

With condition T ∗
#P

s = P t, the pushforward distribution P r = P t, then from the construction of
R(T ), we have R(T ) = 0. Thus Eq. (13) degenerates to

sup
f

inf
T

∫
Ωk×Ωu

c ((k, u), T (k, u))− f(T (k, u))dP s +

∫
Ωk×Ωu

f(k, u)dP t, (26)
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which is exactly the dual form of the primal Monge problem. Then we have∫
Ω

c ((ks, us), T ∗(ks, us)) dP s

=

∫
Ω

f∗(T ∗(ks, us))dP s −
∫
Ω

f∗c,−(ks, us)dP s

=

∫
Ω

f∗(kt, ut)dP t −
∫
Ω

f∗c,−(ks, us)dP s

=

∫
Ω×Ω

f∗(kt, ut)− f∗c,−(ks, us)dπ

⩽
∫
Ω×Ω

c
(
(ks, us), (kt, ut)

)
dπ, ∀π ∈ Π(P s, P t)

(27)

Take infimum on both sides of the inequation, we obtain

inf
T

∫
Ω

c ((ks, us), T ∗(ks, us)) dP s

⩽ inf
π

∫
Ω×Ω

c
(
(ks, us), (kt, ut)

)
dπ

⩽
∫
Ω

c ((ks, us), T (ks, us)) dP s,

(28)

where T is any map that satisfies (Id, T )#P
s = π ∈ Π(P s, P t). Therefore, the solution of the

Monge problem exists and T ∗ is the Monge map.

B.3 Algorithm analysis

Algorithm 1: Optimization of POTT

1 Input: source data D̂s, pretrained model Gη , target data D̂t;
2 Initialize Tθ, fϕ;
3 for N11 steps do
4 Freeze ϕ, update θ to minimize the first objective of Eq. (14) for N12 steps;
5 Freeze θ, update ϕ to maximize the first objective of Eq. (14) with θ;
6 end
7 for N2 steps do
8 Freeze θ and ϕ, update η to minimize the second objective in Eq. (14);
9 end

10 Output: Gη as approximation of Gt.

Thus, the entire training process of POTT requires O((N11 ·N12+N2)B(Cϕ+Cη+Cθ)) operations,
where Cϕ, Cη , Cθ are model parameters, B is the batchsize, N12 is typically set to 10. As the dataset
size grows larger, N11 and N2 should be set larger, and the model size of Tθ and fϕ also grow. In
summary, the computational efficiency of POTT is similar to other neural OT methods.

C Experiment details

C.1 Simulation datasets

The relative Mean Square Error rMSE = ∥upred − ugt∥22/∥ugt∥22 is reported for evaluation, where
ugt denotes the ground truth of output u.

Simulation datasets used for evaluation are generated as follows:

C.1.1 Burgers’ equation

Considering the 1-D Burgers’ equation on unit torus:

ut + uux = νuxx, x ∈ (0, 1), t ∈ (0, 1], (29)
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we aim to learn the operator mapping the initial condition to the solution funciton at time one,
i.e. Gθ : u0 = u(x, 0) → u(x, 1). As shown in Tab. 8, we differ the generation of u0 and parameter
ν to construct different domains:

Table 8: Generation of u0 and parameter settings in 1-d Burgers’ equation.

SUB-DOMAIN DESCRIPTION

D1 u0 ∼ N (0, 72(−∆+ 72I)−2), ν = 0.01

D2 u0 ∼ N (0.2, 492(−∆+ 72I)−2.5), ν = 0.002

D3 u0 ∼ N (0.5, 6252(−∆+ 252I)−2.5), ν = 0.004

The N denotes the normal distribution. The resolution of x-axis is 1024.

We assess the domain shift between these domains in a rather straightforward way. Specifically, we
regard the data-driven model trained with sufficient target data as Oracle, and compare the prediction
error between the finetuning method trained with 100 target data and the Oracle. Tasks with lower
gap are considered as simpler than tasks with larger gap. As shown in Tab. 9, the prediction gap in
tasks D2 → D1, D2 → D3, D3 → D1 are smaller than the other three, which means models are
easier to transfer in these tasks. So we only conduct comparision experiment in tasks D1 → D2,
D1 → D3 and D3 → D2.

Table 9: Evaluation of tasks’ difficulties of Burgers’ equation.

METHOD D1 → D2 D1 → D3 D2 → D1 D2 → D3 D3 → D1 D3 → D2

FINETUNING 0.1191 0.0801 0.0381 0.0786 0.0252 0.0938
ORACLE 0.0402 0.0403 0.0140 0.0403 0.0140 0.0402

As shown in Tab. 2, the improvement of POTT compared to finetuning is substantial. When the
amount of target data is only 50, POTT reduced the relative error by 23.64% (from 0.2001 to 0.1528)
in task D1 → D2 and by 19.21% (from 0.1546 to 0.1249) in task D3 → D2. When the amount
of target data is 100, although the performance of finetuning greatly improves, POTT still largely
reduces the relative error by 18.98% and 19.30% in task D1 → D2 and D3 → D2. In the relatively
simple task D1 → D3, although finetuning already achieves satisfactory results, POTT can still
reduce the relative error by about 10%, while TL-DeepONet, DARE-GRAM and COD even caused
negative transfer and result in larger relative error.

C.1.2 Darcy flow

The 2-d Darcy flow takes the form
∇ · (k(x)∇u(x)) = 1, x ∈ [0, 1]× [0, 1]

u(x) = 0, x ∈ ∂([0, 1]× [0, 1]).
(30)

We aim to learn the operator mapping the diffusion coefficient k(x) to the solution function u(x),
i.e. Gθ : k(x) → u(x). We use the leading 100 terms in a truncated Karhunen − Loève (KL)
expansion for a Gaussian process with zero mean and covariance kernel K(x) to generate a(x), and
construct different function domains by differ the kernel K(x, x′), as shown in Tab. 10.

The Ωsquare denotes a square with vertice on {(0, 0), (0, 1), (1, 0), (1, 1)} in [0, 1]× [0, 1], Ωtriangle

denotes a triangle with vertice on {(0, 0), (0, 1), (0.5, 1)} in [0, 1] × [0, 1]. The resolution of x ∈
[0, 1]× [0, 1] is 64×64. Similarly, the difficulties of transfer tasks are shown in Tab. 11. As discussed
in Sec. 5, we conduct experiments in the hard tasks D2 → D1, D1 → D3 and D2 → D3. Results are
provided in Tab. 3.

C.1.3 Advection equation

The Advection equation takes the form
ut + νux = 0, x ∈ (0, 1), t ∈ (0, 1]. (31)
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Table 10: Generation of a(x) in Darcy flow.

SUB-DOMAIN DESCRIPTION

D1 K(x, x′) = exp(− ∥x−x′∥22
2

), Ωu = Ωsquare

D2 K(x, x′) = exp(− ∥x−x′∥22
2

), Ωu = Ωtriangle

D3 K(x, x′) = exp(− ∥x−x′∥21
2

), Ωu = Ωsquare

Table 11: Evaluation of tasks’ difficulties of Darcy flow.

METHOD D1 → D2 D1 → D3 D2 → D1 D2 → D3 D3 → D1 D3 → D2

FINETUNING 0.0429 0.1605 0.0869 0.3553 0.0469 0.0598
ORACLE 0.0111 0.0682 0.0153 0.0682 0.0153 0.0111

We aim to learn the operator mapping the initial condition to the solution funciton at a continuous
time set [0, 1], i.e. Gθ : u0 = u(x, 0) → u(x, t). As shown in Tab. 12, we differ the function types
and generation process of u0 and parameter ν to construct different domains:

Table 12: Generation of u0 and parameter settings in Advection equation.

SUB-DOMAIN DESCRIPTION

D1 u0(x) = ax2 + bx+ c, a, b, c ∈ U(−1, 1), ν = 3

D2 u0(x) = ax3 + bx2 + cx+ d, a ∈ U(0, 1), b, c ∈ U(−0.5, 0.5), d = 0.5, ν = 2

D3 u0(x) = asin(bx+ c), a ∈ U(0, 1), b ∈ U(5, 10), c ∈ U(−1, 1), ν = 1

The U denotes the uniform distribution. The resolution of x-axis and t-axis are 100 and 50, respectively.
Similarly, the difficulties of transfer tasks are shown in Tab. 13. For this equation, we select three
easier tasks to explore the effectiveness of POTT in easy tasks, i.e., the D1 → D2, D2 → D1 and
D3 → D2. As shown in Tab. 4, although the performance of finetuning is satisfying, POTT can
further reduce the prediction error to a lower level.

C.2 Real-world datasets

We use the preprocessed version of ERA5 from WeatherBench [29] as real-world datasets for climate
forecasting task. We utilize the ClimODE [33] as backbone model and conduct experiment based
on their settings and codes, which are all available from their paper. Note that we only report the
latitude-weighted RMSE for evaluation, since the Anomaly Correlation Coefficient (ACC) reported
in [33] is rather closed for most methods in comparision. The definition of the latitude-weighted
RMSE is

RMSE =
1

N

N∑
t

√√√√ 1

HW

H∑
h

W∑
w

α(h)(ugt − upred)2,

where α(h) = cos(h)/ 1
H

∑H
h′ cos(h′) is the latitude weight, ugt and upred are ground truth and

model prediciton respectively. Lower latitude-weighted RMSE values indicate better model perfor-
mance in capturing spatial or climate patterns. Visualized results and analysis are provided in Sec. 5,
details results are provided in Tab. 14.

C.3 Implementation details

Simulation experiment. To test the generalizability of POTT with different models, we employed
different backbones on various datasets. On the Burgers’ equation dataset, Gη is parametrized as a 1-d
Fourier Neural Operator (FNO) model, Tθ is an operator network composed of two fully connected
networks (FCN), and fϕ is an FCN. On the Advection equation and Darcy flow datasets, Gη adopt
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Table 13: Evaluation of tasks’ difficulties of Advection equation.

METHOD D1 → D2 D1 → D3 D2 → D1 D2 → D3 D3 → D1 D3 → D2

FINETUNING 0.0143 0.0795 0.0891 0.0777 0.2226 0.0723
ORACLE 0.0123 0.0134 0.0252 0.0134 0.0252 0.0153

Table 14: Latitude weighted RMSE(↓) results of global forecasting on ERA5 dataset. Oracle denotes
the model trained with sufficient target data.

Lead-Time ClimODE ClimaX
(hours) Source-only Finetuning POTT Oracle Oracle

z

6 265.71 ± 14.76 216.77 ± 14.58 196.53 ± 14.89 102.9 ± 9.3 247.5
12 405.83 ± 27.34 295.89 ± 22.92 251.4 ± 24.93 134.8 ± 162.3 265.3
18 568.39 ± 35.93 381.6 ± 29.34 325.7 ± 32.28 12.7 ± 14.4 319.8
24 723.61 ± 43.37 445.45 ± 35.35 374.68 ± 39.66 193.4 ± 16.3 364.9
36 1127.46 ± 58.67 598.61 ± 44.72 506.43 ± 51.64 259.6 ± 22.3 455.0

t

6 1.81 ± 0.07 1.63 ± 0.07 1.36 ± 0.07 1.16 ± 0.06 1.64
12 2.72 ± 0.14 2.17 ± 0.09 1.85 ± 0.09 1.32 ± 0.13 1.77
18 3.51 ± 0.19 2.5 ± 0.1 1.89 ± 0.11 1.47 ± 0.16 1.93
24 4.51 ± 0.26 2.71 ± 0.11 1.91 ± 0.12 1.55 ± 0.18 2.17
36 6.96 ± 0.42 3.08 ± 0.14 2.54 ± 0.19 1.75 ± 0.26 2.49

t2m

6 9.09 ± 0.21 3.43 ± 0.24 2.65 ± 0.2 1.21 ± 0.09 2.02
12 9.83 ± 0.24 4.09 ± 0.25 3.1 ± 0.21 1.45 ± 0.10 2.26
18 9.97 ± 0.21 3.66 ± 0.14 2.89 ± 0.2 1.43 ± 0.09 2.45
24 9.69 ± 0.36 3.01 ± 0.17 2.01 ± 0.31 1.40 ± 0.09 2.37
36 10.91 ± 0.67 3.86 ± 0.27 3.13 ± 0.28 1.70 ± 0.15 2.87

u10

6 2.22 ± 0.11 2.19 ± 0.11 2.01 ± 0.11 1.41 ± 0.07 1.58
12 3.09 ± 0.15 2.71 ± 0.12 2.42 ± 0.13 1.81 ± 0.09 1.96
18 3.8 ± 0.16 3.11 ± 0.13 2.6 ± 0.13 1.97 ± 0.11 2.24
24 4.48 ± 0.17 3.36 ± 0.13 2.75 ± 0.14 2.01 ± 0.10 2.49
36 6 ± 0.21 4.05 ± 0.15 3.24 ± 0.17 2.25 ± 0.18 2.98

v10

6 2.45 ± 0.15 2.34 ± 0.13 2.15 ± 0.14 1.53 ± 0.08 1.60
12 3.4 ± 0.22 2.88 ± 0.14 2.6 ± 0.16 1.81 ± 0.12 1.97
18 4.03 ± 0.26 3.15 ± 0.14 2.73 ± 0.17 1.96 ± 0.16 2.26
24 4.58 ± 0.25 3.44 ± 0.15 2.86 ± 0.19 2.04 ± 0.10 2.48
36 5.72 ± 0.25 4.21 ± 0.18 3.36 ± 0.22 2.29 ± 0.24 2.98

a 2-d DeepONet model, Tθ has a structure similar to Gη, and fϕ is a convolutional neural network
(CNN). We use Adam as optimizer and the learning rate is 1e− 3 for all tasks. The learning rate of
the backbone of Gη is ten times smaller than the last two layers, which is a widely-used technique in
transfer learning. A cosine annealing strategy is adopted for learning rate of Gη. Details of model
architectures and data generation can be found in codes provided by [22, 25].

Climate forecasting. The architecture and the training details of the data-driven model Gη are
consistent with the codes provided by [33]. The architecture and training procedures of Tθ and fϕ are
the same with that in the simulation experiment.

All experiments are conducted on a single 16GB NVIDIA 4080 device.

D Further discussion

D.1 Practical value of POTT

As the absolute errors of POTT are still too large for practical applications, we discuss the practical
value of POTT compared to finetuning with more target data.

• POTT is proposed as a model-agnostic transfer learning framework designed to improve
performance under limited supervision. As is standard in transfer learning literature, our
primary focus is on the relative gain over baselines such as source-only and finetuning, rather
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D1 → D3 200 400 600 800 1000
FT 0.1482 0.1391 0.1001 0.0928 0.0867
POTT 0.1309 0.1195 0.0899 0.0817 0.0792

Table 15: Results in the extreme few-shot settings.

D2 → D3 200 400 600 800 1000
FT 0.2339 0.1668 0.1267 0.1055 0.0947
POTT 0.2086 0.1487 0.1007 0.0914 0.0834

Table 16: Results in the extreme few-shot settings.

than the absolute error, which also depends on the model’s expressiveness. In our experiments,
all methods use the same architecture to ensure a fair comparison.

• Similar evaluation protocols are widely adopted in transfer learning research. For example, in
domain adaptation tasks on DomainNet using ResNet-101, SOTA methods achieve only about
40% absolute accuracy. Nevertheless, they are considered effective due to their consistent
improvement over source-only baselines (about 25%). This demonstrates that the relative
improvement is a well-accepted metric for evaluating transfer methods.

• It seems that the errors of about 0.15 and 0.21 in Darcy flow with 50 and 100 target samples
are still too large for practical applications. However, this is mainly due to the limited capacity
of the baseline model. Even with 2000 labeled samples in domain D3, the fully supervised
model reaches an error of about 0.07. This highlights the inherent difficulty of the task. To
investigate further, we conducted scaling experiments as shown in Tab. 15 and Tab. 16. The
results confirm that while increasing the amount of labeled data does improve performance,
POTT can achieve comparable accuracy with significantly fewer samples. For instance, POTT
with 600 800 samples matches finetuning with 1000 samples, which is very close to the oracle
performance achieved by the backbone model ( 0.07).

• In many practical applications such as high-resolution simulations, chaotic weather systems, or
medical diagnostics, collecting a moderate number of labeled samples is feasible, but obtaining
large-scale annotations remains prohibitively expensive. In such scenarios, finetuning alone
may fall short, and incorporating principled transfer methods like POTT can effectively
compensate for the data scarcity.

In summary, while achieving very low absolute error (e.g., <0.05) may require more powerful models
or larger datasets, our results clearly show that POTT significantly improves performance in the
low-data regime, reducing the required number of labeled target samples to achieve similar accuracy
as finetuning. This highlights its practical value in scenarios where labeled data is limited but not
extremely scarce — a common situation in many scientific and engineering domains.

D.2 Relations between the reported evaluation metric and the residuals.

Whlie the evaluation metric used in our experiments is the relative L2 error, it is closely related to the
residuals of the governing equations, which is widely used in PDEs learning literature. In fact, it is
equivalent to evaluating the residuals of the equations.

For the simulation datasets (e.g., Burgers, Darcy), the ground-truth solutions are generated by high-
accuracy numerical solvers, and thus satisfy the PDEs with negligible error. For the advection
equation, the ground truth is given by its analytical solution. Given this, the error du = ugt − upred

reflects the deviation from the true solution. By the differential mean value theorem, we have

F (upred) = F (ugt) + F ′(u∗)(upred − ugt) = F ′(u∗)du, (32)

for some u∗ between ugt and upred. Here, F is the differential operator defined by the PDE. This
shows that the residual F (upred) is proportional to the error du, with the proportionality factor being
the derivative of the operator at some intermediate point. Therefore, our reported prediction errors
provide an equivalent proxy for assessing whether the transferred model respects the underlying
physics.
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D.3 Training time of POTT

The main computational overhead of POTT lies in training the transport map T , but this cost is both
amortizable and reducible.

Finetuning COD DAREGRAM POTT
Darcy flow 5min 7min 11min 20min

ERA5 80min - - 100min

Table 17: Wall-clock training time comparision.

Amortization: The cost of training T
is relatively independent of the cost of
training the downstream model G. In
scenarios where G is large or expen-
sive to train—as is often the case with
real-world scientific models—the rel-
ative overhead of POTT becomes modest. We report approximate wall-clock training times on Darcy
flow and ERA5 datasets in Tab. 17. As shown, POTT introduces a moderate additional cost, which is
acceptable given the substantial improvements in generalization. On simpler tasks such as Darcy,
where training G is very fast, the overhead is more visible, but still within practical limits.

Reducibility: As noted in the limitations section, a promising direction for reducing the training cost
of POTT is to leverage large pre-trained models from related domains. For example, incorporating
pre-trained multimodal foundation models, and applying parameter-efficient tuning or distillation
techniques to train the POTT map, can significantly reduce the overhead while potentially improving
performance.

D.4 How sensitive are results to the choice of metric and to the accuracy of the surrogate
operator ?

Choice of metric m: We use the metric m in Eq. (12) to quantify the distributional discrepancy
between P r

u and Ĝ(P r
k ). In principle, m can be any nonparametric divergence or distance measure,

such as the Wasserstein distance. In our implementation, we adopt the L2 metric for its simplicity and
computational efficiency. Empirically, we observed that L2 provides stable gradients and effective
regularization. Preliminary experiments with alternative choices (e.g., L1) yield comparable trends,
suggesting robustness to the choice of metric. Nevertheless, systematically studying the impact of
different metrics is an important direction for future work.

Accuracy of surrogate operator Ĝ: Following standard transfer learning assumptions, we rely
on a well-trained source model Ĝ that captures the physics in the source domain. If Ĝ is poorly
trained, it may introduce misleading inductive biases. To mitigate this, we ensure that Ĝ is trained
with sufficient labeled data and validated carefully before transfer. In practice, we also monitor the
influence of the marginal-consistency term during training and observe that its contribution is stable,
suggesting that the learned physics from the source is indeed beneficial under the domain shift.
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