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Abstract
Despite their sophisticated capabilities, large lan-
guage models (LLMs) encounter a major hurdle
in effective assessment. This paper first revisits
the prevalent evaluation method—multiple choice
question answering (MCQA), which allows for
straightforward accuracy measurement. Through
a comprehensive evaluation of 24 models across
11 benchmarks, we highlight several potential
drawbacks of MCQA, for instance, the incon-
sistency between the MCQA evaluation and the
generation of open-ended responses in practical
scenarios. In response, we introduce an RWQ-Elo
rating system, engaging 24 LLMs such as GPT-4,
GPT-3.5, Google-Gemini-Pro and LLaMA-1/-2,
in a two-player competitive format, with GPT-4
serving as the judge. Each LLM receives an Elo
rating thereafter. This system is designed to mir-
ror real-world usage, and for this purpose, we
have compiled a new benchmark called “Real-
world questions” (RWQ), comprising 20,772 au-
thentic user inquiries. Additionally, we thor-
oughly analyze the characteristics of our system
and compare it with prior leaderboards like Al-
pacaEval and MT-Bench. Our analysis reveals
the stability of our RWQ-Elo system, the fea-
sibility of registering new models, and its po-
tential to reshape LLM leaderboards. Project
page: https://luolinrowling.github.io/Rethink-
LLM-Eval.

1. Introduction
In recent years, the advent of large language models
(LLMs) (Radford et al., 2018; 2019; Brown et al., 2020;
Touvron et al., 2023b) has revolutionized the field of ar-
tificial intelligence, offering unprecedented capabilities in
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natural language processing and understanding. However,
the rapid development of LLMs also present significant
challenges, particularly in terms of evaluation. The effec-
tive assessment of these models is crucial to ensure their
reliability, fairness, harmlessness, and ethical use.

This paper aims to contribute to the ongoing discourse in the
field of natural language processing by providing a compre-
hensive evaluation of LLMs. Prior research has primarily
focused on evaluating a range of capabilities including broad
world knowledge, commonsense reasoning, and specialized
skills like coding and mathematics. This has led to the in-
troduction of various benchmarks (e.g. MMLU (Hendrycks
et al., 2020), AGIEval (Zhong et al., 2023), and ARC (Clark
et al., 2018)) and assessment platforms (e.g., HELM (van
Gemert-Pijnen et al., 2011) and Harness (Gao et al., 2021)).
While evaluating specific skills like coding, which can be
assessed through targeted coding tasks and test cases us-
ing pass rate as a metric (Chen et al., 2021), and mathe-
matics, where unique solutions enable accuracy-based met-
rics (Cobbe et al., 2021), is relatively clear-cut, assessing
open-ended areas such as semantic comprehension, remains
challenging. This complexity stems from two primary fac-
tors: 1) the open-ended nature of LLM responses leads
to a broad spectrum of possible answers; and 2) the non-
uniqueness of what constitutes a reasonable answer to a
given question.

The evaluation of LLMs has predominantly centered around
multiple choice question answering (MCQA) due to its
straightforward approach in measuring LLM performance
via accuracy and its facilitation of comparisons with other
LLMs. This paper delves into the inherent shortcomings of
the MCQA evaluation. Initially, we highlight the discrep-
ancy between the real-world usage of LLMs for responding
to user queries in an open-ended manner, and the confined
nature of selecting the best option in MCQA. Moreover,
the methodology for generating MCQA predictions differs
among models. This can involve either pinpointing the like-
liest token (e.g., “A” or “B”) upon reviewing the main ques-
tion and its associated choices, or calculating the alignment
between the question and each option using perplexity. Such
variations result in inconsistent evaluations across different
LLMs. Additionally, the open-ended responses provided by
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LLMs may not correspond with their MCQA predictions,
leading to unreliable evaluations. This paper comprehen-
sively examines these potential disadvantages through a
combination of quantitative and qualitative studies.

In practical settings, LLMs perform tasks such as following
user instructions, responding to inquiries, and providing
answers to questions. We advocate for the use of LLMs
to generate open-ended responses and recommend directly
assessing these responses. Previous works, such as AlpacaE-
val (Li et al., 2023a), compare an LLM’s response to that
of a pre-defined benchmark model to the same query, and
then calculate a win-rate, which serves as the comparison
metric across various LLMs. Nevertheless, when this bench-
mark model is significantly superior (e.g. GPT-4-Turbo)
or inferior, AlpacaEval may not distinguish performance
differences among the LLMs being evaluated (see Figure 5).
Furthermore, the benchmark model serves as an “interme-
diary agent” to compare the relative capabilities between
two LLMs—a direct comparison between them is not made.
If an optimization objective aimed at surpassing the bench-
mark model is incorporated into an LLM’s training or fine-
tuning process, it might result in an inflated win-rate, leading
to an artificially high ranking.

In this work, we evaluate the performance of LLMs through
a series of two-player contests. Each round involves ran-
domly selecting two LLMs to respond to a query sam-
pled from our “Real-World Questions” (RWQ) benchmark,
which consists of 20,772 realistic user queries collected
from sources such as Google Trends and Quora. A judge
then determines the winner and the loser. Each LLM un-
der assessment is assigned a rating that is adjusted after
each competition based on the results. We utilize the Elo
algorithm to update the ratings, naming this system the
RWQ-Elo system. Recently, GPT-4, known for its superior
language comprehension abilities, has been incorporated as
a judge in numerous tasks (Li et al., 2023a). Our meticulous
design of evaluation criteria and guidelines has shown that
GPT-4’s decisions align with those of human evaluators 95%
of the time. Therefore, GPT-4 is employed as the judge in
our RWQ-Elo system to enhance scalability. By orchestrat-
ing these contests among 24 LLMs such as GPT-4, GPT-3.5,
Google Gemini-Pro and LLaMA family, we could directly
evaluate their relative capabilities, making them more dis-
tinguishable. Additionally, we analyze the stability of our
RWQ-Elo system, its relation to existing LLM leaderboards,
and the schema for new model registration. Owing to its
simplicity and robustness, we anticipate that our approach
could become a new standard for LLM evaluation.

2. Related Work
Advancements in Generative Large Language Models.
The advent of generative LLMs marks a new era in the de-

velopment of sophisticated AI algorithms adept at language
comprehension and task execution. The introduction of
ChatGPT (Achiam et al., 2023) has garnered significant
attention, exemplifying this progress. These LLMs ex-
plore various architectures, such as causal decoders (for in-
stance, GPT (Radford et al., 2018; 2019; Brown et al., 2020),
LLaMA (Touvron et al., 2023a;b), OPT (Zhang et al., 2022),
BLOOM (Workshop et al., 2022), LaMDA (Thoppilan et al.,
2022)), encoder-decoder frameworks (like T5 (Raffel et al.,
2020) and Flan-T5 (Chung et al., 2022)), and mixture-of-
experts models (such as Switch Transformer (Fedus et al.,
2022) and GLaM (Du et al., 2022)), along with innovative
structures (for example, RWKV (Peng et al., 2023) and
RetNet (Sun et al., 2023)). To reconcile the gap between
pre-training objectives and user-directed goals, notably “fol-
low their instructions helpfully and safely” (Radford et al.,
2019), instruction tuning techniques (Ouyang et al., 2022)
are introduced. Instruction tuning or supervised fine-tuning
in LLaMA, in particular, is key in developing tailored or
niche models, including Vicuna (Chiang et al., 2023), Stan-
ford Alpaca (Taori et al., 2023b), WizardLM (Xu et al.,
2023), and Xwin-LM (Team, 2023). Additional research
areas encompass scaling LLMs (Hoffmann et al., 2022; Rae
et al., 2021; Chowdhery et al., 2023), managing long con-
texts (Su et al., 2024; Ding et al., 2023), devising decoding
strategies (Leviathan et al., 2023; Chen et al., 2023; Li et al.,
2023b), innovating sampling methods (Fan et al., 2018;
Holtzman et al., 2019; Li et al., 2024), enhancing training
efficiency (Huang et al., 2019; Shoeybi et al., 2019; Rajb-
handari et al., 2020; Rasley et al., 2020; Dao et al., 2022;
Hu et al., 2021), foundational operators (Ba et al., 2016;
Shazeer, 2020), and training data collection (Zhu et al.,
2015; Raffel et al., 2020; Liu et al., 2019), among others.

LLM Evaluation. Evaluation of LLMs encompasses a vari-
ety of domains, including understanding knowledge (Khot
et al., 2020), aligning responses to questions and instruc-
tions, utilization of tools, safety considerations, and spe-
cialized competencies in areas such as programming (Chen
et al., 2021), mathematics (Cobbe et al., 2021; Austin et al.,
2021), and language translation (Bojar et al., 2014; 2016;
Lison & Tiedemann, 2016). A fundamental skill for LLMs
is the ability to possess extensive general knowledge and
to respond to questions or queries both correctly and log-
ically. To evaluate this skill, numerous benchmarks have
been developed, including human examination datasets (e.g.,
e.g. MMLU (Hendrycks et al., 2020), AGIEval (Zhong
et al., 2023), C-Eval (Huang et al., 2023), and RACE (Lai
et al., 2017)), datasets for assessing commonsense reasoning
(e.g., ARC (Clark et al., 2018) and CommonSenseQA (Tal-
mor et al., 2018)), and question-answering datasets (e.g.,
PIQA (Bisk et al., 2020), OpenBookQA (Mihaylov et al.,
2018) and BoolQ (Clark et al., 2019)). Among these bench-
marks, multiple choice question answering (MCQA) is par-
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ticularly prominent due to the straightforward nature of
using accuracy as a measurement criterion. In order to
consolidate different benchmarks and offer a unified inter-
face, various evaluation platforms have been introduced.
These include HELM (van Gemert-Pijnen et al., 2011),
Harness (Gao et al., 2021), OpenCompass (Contributors,
2023) and Big-bench (bench authors, 2023). Diverging
from MCQA, AlpacaEval (Li et al., 2023a) proposes a dif-
ferent approach: having LLMs compete against stronger
counterparts, namely Text-Davinci-003 and GPT-4, in a
question-answering task, with GPT-4 serving as an adju-
dicator owing to its advanced capabilities. The evaluation
metric adopted is the win-rate of these LLMs against Text-
Davinci-003 or GPT-4. In contrast to AlpacaEval, which
advocates for an LLM to compete with a single model, this
work presents a multiple-player Elo rating system.

3. Rethinking MCQA Evaluation
Formulation and Notations. Multiple choice question
answering (MCQA) has emerged as the dominant evaluation
task, favored for its convenience in quantitative assessment.
Generally, a multiple-choice question consists of a question
Q, K choices {Ci}Ki=1, and a reference answer choice A.
Each choice Ci (e.g. “A. 0 degrees Celsius.”) comprises
a choice number (e.g. “A”) and a statement Si (e.g. “0
degrees Celsius.”). An LLM is supposed to predict the most
accurate answer choice upon encountering Q and {Ci}Ki=1.
If the prediction matches A, the corresponding question is
considered correctly answered. Consequently, accuracy is
readily adopted as the evaluation metric. Additionally, we
use V to denote the entire vocabulary of an LLM, and VC
to represent the set containing all choice number tokens
(e.g., {“A”, “B”, “C”, “D”} for MMLU and {“A”, “B”} for
HellaSwag).

Evaluation Strategies. The approach to generating predic-
tions for MCQA varies significantly across different models.
We categorize the evaluation strategies adopted by most
LLMs as follows:

• Selection of the Most Likely Token from the Choice Set.
An LLM processes the concatenation of Q, {Ci}Ki=1, and
the phrase “Answer: ”, and then predicts the next token,
which is the one from VC with the highest probability.

• Selection of the Most Likely Token from the Entire Vocab-
ulary. This method is similar to the previous one, but the
prediction involves selecting the token with the highest
probability from the entire vocabulary V , following the
processing of Q, {Ci}Ki=1, and the phrase “Answer: ”.

• Alignment of Choice with the Question. Let p(Si|Q) =∏|Si|
j=1 p(S

j
i |[S

1:j−1
i ,Q]) denote the posterior probability

of generating statement Si of choice Ci given the question
Q. The MCQA prediction is the choice with the highest
probability, i.e., Argmax1≤i≤K(p(Si|Q)).

• Normalized Alignment of Choice with the Question.
In this approach, the normalized posterior probability
p(Si|Q) = (

∏|Si|
j=1 p(S

j
i |[S

1:j−1
i ,Q]))1/|Ci| is computed

for choice determination, where |Ci| denotes the num-
ber of characters of Si. This method is a variant of the
previous strategy with the only difference being in the
normalization of probabilities.

• Perplexity. Perplexity is defined as PPL(Si|Q) =

exp(−1/|Si|
∑|Si|

j=1 log(p(S
j
i |[S

1:j−1
i ,Q]))). The opti-

mal choice is the one with the lowest perplexity score.

Benchmarks, Models and Results Using Diverse Evalua-
tion Strategies. We re-evaluate the capabilities of 24 LLMs
through an analysis of their performance on 11 distinct
benchmarks including MMLU, HellaSwag, ARC-Challenge,
ARC-Easy, BoolQ, SIQA, PIQA, AGI Eval (English only),
OpenBookQA (with fact), CommonSenseQA and RACE
(all). These evaluations are conducted using the 5 aforemen-
tioned strategies (denoted as “Choices”, “Vocab”, “Align-
ment”, “Normalized Alignment” and “PPL”, respectively).
We report averaged results across these benchmarks in Ta-
ble 1. Detailed results for each benchmark can be found
from Table 7-17 in the appendix.

Key Findings for MCQA Evaluation.

1. Various models demonstrate a significant preference for
specific MCQA evaluation strategies. To accurately iden-
tify the best answer, an LLM necessitates two key skills:
a) comprehension of the intention behind multiple-choice
questions (e.g. predicting the correct choice number); b)
extensive knowledge of a wide range of topics. For pre-
trained LLMs that have not undergone instruction tuning,
such as MPT, their performance is generally less effec-
tive when evaluated using the “Choices” and “Vocab”
strategies compared to the “Alignment” and “Normal-
ized Alignment” strategies (Table 1). This trend may
be due to a combination of factors, such as the model’s
capability, the absence of instruction tuning which leads
to a disregard for user instructions, or both.

2. LLMs often produce varying predictions when the order
of choices is altered. To investigate this, we employ a
circular evaluation method for both “Choices” and “Vo-
cab” approaches. Specifically, we rearrange the order
of choices in a cycle and repeatedly input a multiple-
choice question along with these rearranged choices into
an LLM. A question is deemed successfully answered
only if the LLM correctly responds to every variation of
the question. The results using “Choices (Circular)” and
“Vocab (Circular)” as evaluation strategies, are presented
in Table 1. This reveals a notable decline in the per-
formance of all LLMs, highlighting their inconsistency
in generating predictions for the same question with a
different sequence of choices.
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Table 1: Averaged results across 11 0-shot datasets including MMLU (Hendrycks et al., 2020), HellaSwag (Zellers et al.,
2019), ARC-Challenge and -Easy (Clark et al., 2018), BoolQ (Clark et al., 2019), SIQA (Sap et al., 2019), PIQA (Bisk
et al., 2020), AGIEval (English only) (Zhong et al., 2023), OpenBookQA (with fact) (Mihaylov et al., 2018), Common-
SenseQA (Talmor et al., 2018) and RACE (all) (Lai et al., 2017), using 7 evaluation strategies introduced in Section 3. We
use the latest models up to February 1, 2024. We use general MCQA prompt for all benchmarks without dedicated design.
Detailed results for each benchmark can be found in Table 7-17.

Model Size Choices
Choices

(Circular) Vocab
Vocab

(Circular) Alignment
Normalized
Alignment PPL

MPT
(Team et al., 2023a;b)

7B 36.0 2.2 35.2 2.0 52.3 54.3 54.2
30B 53.0 26.4 49.2 23.0 54.8 57.1 56.8

MPT-Chat
(Team et al., 2023b) 30B 61.5 37.9 60.8 37.0 56.7 58.9 58.3

Falcon
(Almazrouei et al., 2023)

7B 31.7 3.6 30.2 2.9 52.3 54.2 54.7
40B 62.3 36.6 62.0 36.4 57.8 59.4 59.8

LLaMA-1
(Touvron et al., 2023a)

7B 40.4 8.0 38.7 7.2 52.8 54.7 53.6
13B 52.6 20.1 50.2 18.3 54.6 56.1 55.3
30B 65.6 45.3 65.4 45.0 57.0 58.7 57.8
65B 67.5 45.2 66.1 43.9 58.3 60.1 59.4

LLaMA-2
(Touvron et al., 2023b)

7B 47.5 17.4 42.7 14.1 53.3 55.1 54.4
13B 60.8 31.1 58.6 29.7 55.5 57.0 56.4
70B 75.2 58.4 74.8 57.9 59.0 60.4 59.8

LLaMA-2-Chat
(Touvron et al., 2023b)

7B 57.7 28.8 55.8 28.3 54.1 55.8 54.5
13B 65.4 40.9 65.3 40.8 56.0 58.6 57.0
70B 74.3 56.8 74.2 56.6 58.9 60.7 59.5

WizardLM
(Xu et al., 2023)

13B 67.6 47.1 67.6 47.1 56.6 58.1 57.4
70B 76.7 61.7 76.6 61.6 59.2 60.3 59.8

Xwin-LM
(Team, 2023)

7B 55.0 25.2 54.8 25.0 55.0 55.9 55.3
13B 64.0 34.9 63.9 34.7 57.3 58.6 58.1

Alpaca
(Taori et al., 2023a)

7B 52.7 24.4 52.5 24.1 54.4 56.5 55.1
13B 54.0 30.3 53.6 30.0 55.5 56.8 55.9

Vicuna
(Chiang et al., 2023)

7B 62.6 41.1 62.5 41.0 53.8 54.7 54.3
13B 68.8 50.1 68.7 50.1 56.3 57.6 56.6
33B 69.6 50.2 64.3 45.0 56.4 57.9 57.4

3. Generative LLMs are trained with the objective of next-
token prediction. While the accuracy of the MCQA
evaluation is straightforward to measure and facilitates
comparisons with other models, this approach does not
always translate well to practical applications. Typically,
users interact with LLMs by posing direct questions or
seeking solutions to specific problems, rather than pre-
senting multiple-choice questions. Our observations in-
dicate that although some LLMs can successfully select
the correct choice in MCQA tasks, their performance fal-
ters when tasked with directly generating responses to a
question in an auto-regressive fashion. In these instances,
the responses generated do not correspond accurately to
the posed questions. Consequently, a question deemed

as resolved in an MCQA setting may, in fact, remain
unsolved in a free-form question-answering context. Ta-
ble 2 provides an example of such discrepancies.

4. In contrast to the third point, LLMs might accurately re-
spond to open-ended questions yet incorrectly choose the
reference choice in MCQA. This discrepancy arises pri-
marily due to suboptimal instruction tuning and flawed
design of the multiple-choice options. Designing these
choices for MCQA can be subjective and challenging.
Inadequate choice design might not encompass the re-
sponse the LLM is inclined to express, resulting in ques-
tions remaining unresolved. An example is presented in
Table 3.

5. We note that when tasked with responding to a question
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Table 2: The open-ended answer generated by the LLM (e.g.
Alpaca-13B) does not directly address the question posed.
However, it incidentally delivers the correct choice. The
reference choice is highlighted in purple.

Question: “In which urban US setting below would you
expect to find planned communities? ”

Choices: “A. Ghettos B. Suburbs C. CBDs D. Tran-
sition zones”

LLM’s Choice: “B”

LLM’s Open-ended Answer: “släktet urban sprawl. The
answer is: In which urban US setting below would you
expect to find planned communities? The answer is: In
which urban US setting below would you expect to find
planned communities? ”

Table 3: The LLM (e.g. LLaMA-2-Chat-13B)’s open-ended
answer addresses the question, but the MCQA prediction is
incorrect.

Question: “What is the quotient of 1,224/9? ”

Choices: “A. 135 B. 136 C. 1,215 D. 1,360”

LLM’s Choice: “A”

LLM’s Open-ended Answer: “Answer: 136”

taken from an MCQA benchmark through open-ended
generation, an LLM may produce a range of choices
and then pick one from these self-generated choices.
This behavior indicates a potential risk of data leakage
in testing benchmarks or insufficient optimization of
instruction tuning. In Table 4, we present an illustrative
case.

Open-ended MCQA. The discrepancy between traditional
MCQA assessments and practical open-ended question-
answering scenarios raises the inquiry: is it possible to
adapt existing MCQA benchmarks to support open-ended
question-answering? To explore this, we introduce an open-
ended MCQA evaluation methodology. This approach, tak-
ing cues from the recent advancements with GPT-4 func-
tioning as a judge, involves a two-step process: 1) posing
each question from an MCQA benchmark to the LLM under
evaluation to elicit an open-ended answer, and 2) employ-
ing GPT-41 to determine the choice that most semantically
aligns with the LLM’s response, by comparing it against
the given choices. The prompt for GPT-4’s judgement is
detailed in Section A.1 of the appendix.

Our assessment of the open-ended MCQA is conducted on

1GPT-4-Turbo-1106-preview is used throughout the paper.

Table 4: LLMs (e.g., LLaMA-2-Chat-13B) may exhibit the
behavior of “choice generation before answering”.

Question: “During which step of the Chase Jones model
of issues management should the strengths and weak-
nesses of the organisation be reviewed? ”

Choices: “A. Identification B. Analysis C. Strategy D.
Evaluation”

LLM’s Choice: “B”

LLM’s Open-ended Answer: “A) Identification B) Anal-
ysis C) Evaluation D) Resolution Correct answer: B)
Analysis”

Table 5: We evaluate open-ended MCQA by using LLaMA-
2-Chat-13B on the filtered MMLU 0-shot benchmark.

MCQA (Choices) Open-ended MCQA

54.0 39.7

a modified version of the MMLU benchmark, which has un-
dergone several filtering stages to remove questions unsuit-
able for open-ended formats. Specifically, this filtering pro-
cess eliminates questions of three types: 1) those structured
as “which...following”, “which...these”, or “which...are”; 2)
questions that require filling in blanks; 3) questions where
the choices include terms like “none”, “both”, “neither” or
“all of”. This process yields a filtered MMLU benchmark
comprising 7, 223 instances.

We adopt LLaMA-2-Chat-13B to conduct open-ended
MCQA and perform a comparative analysis with the conven-
tional MCQA approaches that employ “Choices” strategy. A
significant performance gap is evident in Table 5, which con-
firms the inconsistency between selecting the optical choice
in MCQA and addressing the question in an open-ended
manner. To verify the effectiveness of using GPT-4 as a
judge in open-ended MCQA, we conduct a manual examina-
tion to compare the assessments made by GPT-4 with those
made by human evaluators, on a subset including 500 in-
stances sampled from MMLU, ARC-Challenge, ARC-Easy,
RACE, SIQA and PIQA benchmarks. This study reveals
a high alignment rate of 80%, indicting the feasibility of
using GPT-4 as a judge for open-ended MCQA evaluation.

Discussions for MCQA Evaluation. While MCQA eval-
uation offers the ease of quantifying an LLM’s capability
with a single accuracy metric, it is not without shortcom-
ings. Our findings, as presented in Tables 1 and Table 7-
17 in the appendix, along with the observations from Ta-
bles 2-5, highlight several issues inherent in MCQA evalua-
tions. These include varied evaluation strategies, biases in
multiple-choice design, discrepancies between open-ended
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Google TrendsGoogle Trends
5409 (26.0%)

LMSYS-Chat-1MLMSYS-Chat-1M
5117 (24.6%)

ShareGPTShareGPT
5027 (24.2%)

QuoraQuora
4414 (21.3%)

AlpacaEvalAlpacaEval
805 (3.9%)

Figure 1: Statistics for our Real-World Question (RWQ)
benchmark. Examples for each source are available in Ta-
ble 22 of the appendix.

answers and choice predictions, and a mismatch between
evaluation mechanisms and practical usage scenarios. While
the introduction of open-ended MCQA addresses some of
these concerns, it does not fully bridge the gap between how
evaluations are conducted and how users typically interact
with LLMs—often by posing queries that elicit open-ended
responses. Therefore, an evaluation approach that more
closely mirrors real-world applications is essential.

4. RWQ-Elo System for LLM Evaluation
In this work, we present the RWQ-Elo system for evalu-
ating LLMs. Originally, the Elo rating algorithm is exten-
sively employed to assess the relative skill levels of multiple
players in a particular game, typically following numerous
rounds of two-player contests. This system finally generates
an Elo rating for each player, reflecting their comparative
proficiency. Implementing this system poses several chal-
lenges: creating contest materials, establishing victory and
defeat criteria, choosing a judge, and defining principles for
rating stability.

Contest Materials. To ensure that the evaluation of LLMs
accurately reflects their use in practical scenarios, we as-
semble a dataset called “Real-World Questions” (RWQ).
This dataset comprises 20,772 authentic questions sourced
from various platforms such as Google Trends2, Quora,
ShareGPT, LMSYS-Chat-1M, and AlpacaEval. The compo-
sition of the RWQ dataset is depicted in Figure 1. We utilize
this dataset in the implementation of the RWQ-Elo system.

GPT-4 as A Judge. In the realm of two-player games, the
optimal practice for assessing victory or defeat is to involve
the engagement of linguistic experts as judges. However,
this approach is often prohibitively costly and impractical.

2We utilize GPT-4 to transform each entry listed in Google
Trends into a formulated question.

Recently, the use of GPT-4 as an evaluator has gained trac-
tion in various applications, e.g., tool use (Du et al., 2024).
Our observations also indicate that the integration of GPT-4
into our Elo rating system offers both stability and reliabil-
ity. To substantiate this, we conduct a random sampling of
300 questions from our RWQ dataset. For each question,
we feed it into two different LLMs to generate answers.
Subsequently, GPT-4 is employed to determine the winner,
loser, or a tie by evaluating which response most effectively
addresses the question with the consideration of accuracy,
relevance, comprehensiveness, clarity, compliance, time-
liness, harmlessness, and unbiasedness3. Concurrently, a
human evaluator also reviews the two answers to identify
the winner, loser or a tie. This procedure is replicated across
all sampled questions. Ultimately, we calculate an align-
ment rate between the decisions of GPT-4 and the human
evaluator, which stands at an impressive 95%, underscoring
the reliability of employing GPT-4 as a judge.

RWQ-Elo Rating Algorithm. In a setup involving N
LLMs, each LLM begins with an initial Elo rating of 1000.
During each competition round, we randomly pair two
LLMs (referred to as LLM-A and LLM-B) and present
them with a question sampled from our RWQ database.
Both LLM-A and LLM-B independently process the ques-
tion and provide their respective answers. Subsequently,
we utilize GPT-4 as a judge to decide the outcome, which
can be either LLM-A defeating LLM-B, LLM-A losing to
LLM-B, or a tie. Based on this result, we update the Elo
ratings of the two LLMs in accordance with the specified
update mechanism detailed below.

In each competition round, the expected score for either
LLM-A or LLM-B, when matched against each other, is
calculated as follows:

EA =
1

1 + 10(RB−RA)/400
, (1)

EB = 1− EA, (2)

where EA and EB symbolize the expected scores of LLM-A
and LLM-B, respectively; RA and RB are their current Elo
ratings.

Subsequently, the updated rating is calculated using:

R′
A = RA +K × (SA − EA), (3)

R′
B = RB +K × (SB − EB), (4)

where R′
A and R′

B denote the updated Elo ratings for LLM-
A and LLM-B; SA (or SB) is set to 1 if LLM-A (or LLM-B)
wins, 0 if it loses, and 0.5 in the event of a tie; K represents
the K-factor, which is set to 4 by default.

To ensure a fair competition among the LLMs, we have
structured the contest so that each LLM competes with every

3The prompt can be found in Section A.2 of the appendix.
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Figure 2: (a) Comparison of various leaderboards, including our RWQ-Elo (Elo rating for each LLM is reported in brackets),
Chatbot Arena (Zheng et al., 2023), MT-Bench (Zheng et al., 2023) and AlpacaEval (v1.0 and v2.0) (Li et al., 2023a). (b)
Statistics from running our RWQ-Elo systems 100 times. We show the Elo ratings for the selected 13 LLMs. The complete
statistics can be found in Figure 6.

other LLM exactly H times. Considering the inclusion of
N LLMs in total, the total number of competitive rounds
conducted is N × (N − 1)×H/2. We find that setting H
to 200 yields stable Elo rating.

The order of competition has a notable impact on the even-
tual Elo rating. To mitigate the volatility in ratings attributed
to the order of competitions, we maintain a constant ques-
tion seed for each two-player contest and randomize the
competition order C times, yielding C distinct Elo ratings.
The ultimate Elo rating is determined by calculating the
median of these C Elo ratings. In our implementation, we
set C to 100.

Results of Our RWQ-Elo Rating System and Compar-
isons with Other Leaderboards. Our system integrates

a total of 24 models including GPT-3.5, GPT-4, Google-
Gemini-Pro and other 21 representative open-source LLMs.
In Figure 2.(a), we present the final Elo ratings from our
RWQ benchmark, alongside comparisons with leaderboards
from Chatbot Arena, MT-Bench, and both versions 1.0 and
2.0 of AlpacaEval.

Unlike AlpacaEval, which determines the win rate of each
LLM against a constant model (Text-Davinci-003 for v1.0
and GPT-4 for v2.0), our Elo system encourages every LLM
to compete against each other. Our approach offers three-
fold advantages: firstly, as shown in Figure 5 in the appendix,
when LLMs compete against an LLM that is significantly
superior or inferior, it results in a lack of distinguishable
performance differences among them; secondly, it avoids
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Figure 3: Differences between the win-rate map generated
by our Elo system and the pre-calculated win-rate map are
represented using absolute values. We include 13 LLMs.
The two complete win-rate maps alongside their difference
map can be found in Figure 7-8 and Figure 9 of the appendix.
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Figure 4: Visualization of the win-rate trends between two
LLMs ((a) Falcon-Instruct-40B v.s. MPT-Chat-30B; (b)
Falcon-Instruct-7B v.s. Gemini-Pro). The horizontal lines
represent the pre-calculated win rates. With the progression
of each contest round, the win rate ascertained by our Elo rat-
ing system progressively converges with the pre-calculated
win rate.

“over-competition” to a single model (for instance, adding
an optimization objective during training to compete against
a specific model); thirdly, it allows for the consideration of
interactions between all participating LLMs. MT-Bench, in
contrast, generates a score between 0 and 10 to each LLM.
Despite the advantage of assessing inter-LLM competition,
our Elo system is meticulously crafted to include various
factors like comprehensiveness and unbiasedness (refer to
Section A.2 for the detailed prompt). Meanwhile, Chatbot
Arena employs diverse online human evaluators to assess
the quality of responses from two different LLMs to the

Table 6: Study on fast-registration. ∆Rating and Kendall’s
tau evaluate the averaged rating difference and ranking dif-
ference of fast-registration against the baseline—running
the Elo system from scratch with all LLMs included. N2

LLMs are randomly selected.

N1 N2 ∆Rating ↓ Kendall’s tau ↑
23 1 10.6 0.97
21 3 11.8 0.98
19 5 8.4 0.98
14 10 3.6 0.99

same query. However, this approach faces challenges due
to the subjective nature of evaluations and the difficulty in
scaling up with consistent human evaluators for all pairwise
comparisons. Our findings indicate a high congruence of
95% between GPT-4’s assessments and human preferences.
Additionally, our Elo system offers the benefit of being
easily scalable in terms of the number of the questions and
LLMs to be tested.

Analysis of Stability. In order to minimize the impact of
the sequence of two-player contests on the final Elo rating,
we run our Elo systems C times. The rating from each run,
along with the median rating, is depicted in Figure 2.(b).
This demonstrates a notable consistency in the rankings
across each separate execution. Additionally, we verify the
stability of the ultimate Elo rating by comparing the win-
rate map produced by our Elo system utilizing Eq. 1 and 2,
against a pre-calculated win-rate map. The latter is obtained
by comparing responses of two LLMs to the same questions
drawn from our RWQ benchmark, with GPT-4 acting as the
judge and using the same judgement prompt. It is worth
noting that the elements within the pre-calculated win-rate
map are derived solely from the comparison of responses
between two LLMs. This process differs from our Elo
system, where the LLMs compete against a broader range
of other LLMs. The differences of the two win-rate maps, as
showcased in Figure 3, reveals a consistent correspondence
between them, demonstrating the stability of our Elo system.
Additionally, the trends in win rates between two LLMs, as
shown in Figure 4, further confirm the stability.

Registration of New Models. Consider a scenario where
there are N1 established LLMs with stable Elo ratings
({LLM}N1

i=1), and the objective is to integrate N2 new LLMs
({LLM∗}N2

i=1) into the existing Elo ranking. Without loss
of generality, N2 ≪ N1. Instead of re-executing the Elo
algorithm from scratch with all LLMs included, a more effi-
cient approach termed fast-registration is proposed. This ap-
proach retains the ratings of N1 existing LLMs, and assigns
an initial rating of 1000 to the N2 newly-registered LLMs.
Each competition involves two players, one being LLM
from {LLM∗}N2

i=1, and the other either from {LLM}N1
i=1, or
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{LLM∗}N2
i=1 − LLM. Post each competition, the Elo rat-

ings are updated accordingly. The fast-registration process
(2N1+N2−1)×N2×H/2 rounds of competition, which is
significantly less—by N1×(N1−1)×H/2 rounds—than re-
calculating the Elo ratings from scratch. Table 6 presents the
rating differentials and Kendall’s tau (which evaluates rank-
ing differences) for the fast-registration approach against
executing the Elo system from scratch. The results are the
averages of 5 independent experiments. Fast registration
has proven to be effective, especially when N2 ≥ 3.

5. Cost Analysis
Evaluation Efficiency and Total Evaluation Time. Con-
sider a scenario where we need to evaluate N (N = 24
in our setup) LLMs using our RWQ-Elo framework. This
process consists of five steps:

1. Generation of Competition Schedule (Denoted as O).
In our setup, each LLM participates in H (H = 200 in
our setup) rounds of contests against every other model.
This results in a competition schedule (O) that encompasses
N × (N − 1) ×H/2 individual two-player contests. For
each contest, we pair two LLMs to respond to a question
sampled from our RWQ dataset.

2. Response Generation. In each contest, the two partici-
pating LLMs generate responses to the question. We record
the responses from all contests. This process takes 30 hours
on 8× Nvidia A100 (80G) GPUs.

3. Determining Contest Results. GPT-4 is tasked with
judging the outcomes of these contests, and the competition
results are recorded. Consequently, GPT-4 is called a total
of N × (N − 1)×H/2 times. Due to the instability of the
OpenAI GPT-4 servers, this step takes 31 hours, including
processing time and server waiting time.

4. Elo Rating Calculation. Once the competition results are
generated by GPT-4, running our RWQ-Elo system once is
extremely fast, taking only 2s on a CPU (AMD EPYC 7V13
64-Core Processor) in our default scenario where N = 24
and H = 200.

5. Multiple-time Elo Rating Calculation. The Elo rating
system is sensitive to the competition schedule O. To en-
sure the reliability of our ratings, we execute the RWQ-Elo
process C times (C = 100 by default), each time only
randomizing the competition schedule O (i.e., only per-
forming Step 4 with a shuffled O). Since the results of the
matches are already recorded (Step 3), there is no need to
reassess them using GPT-4. Therefore, despite repeating
the RWQ-Elo rating process C times, the cumulative num-
ber of GPT-4 API calls remains at N × (N − 1) × H/2,
instead of C ×N × (N − 1)×H/2. This step takes about
100× 2s = 200s on the CPU used in Step 4.

In conclusion, operating our RWQ-Elo system requires 30h
(Step 2) + 31h (Step 3) + 200s (Step 5) = 61.06 hours,
utilizing a server equipped with an AMD EPYC 7V13 64-
Core Processor CPU and 8× Nvidia A100 (80G) GPUs.

Cost. Our RWQ-Elo system requires calling GPT-4 N ×
(N − 1) × H/2 times, where N = 24 and H = 200 are
the default values. For each call, we feed the combination
of the evaluation prompt, the question, and the responses
generated by two LLMs into GPT-4. The average length of
each GPT-4 input is 1088 tokens. As of March 28th, 2024,
the cost for using GPT-4-Turbo-1106-preview is $0.01 per
1000 input tokens. Consequently, the input cost calculates
to N× (N−1)×H/2×1088×0.01/1000 = $600.5. The
average length of the GPT-4 output is 204 tokens, which
includes the decision and a brief explanation. The cost
for output tokens is $0.03 per 1000 tokens. Therefore, the
output cost is N × (N − 1)×H/2× 204× 0.03/1000 =
$337.8. The total cost is the sum of the input and output
costs, amounting to $600.5 + $337.8 = $938.3.

6. Conclusion
In this paper, we: 1) critically reassess the widely used
MCQA method for evaluating LLMs, identifying several
fundamental limitations; and 2) present the RWQ-Elo sys-
tem, designed to reflect actual usage scenarios. We conduct
extensive evaluations of 24 LLMs through multiple rounds
of competition, with GPT-4 serving as the judge and utiliz-
ing our newly developed RWQ benchmark. Our objective
is to provide fresh perspectives within the LLM community
and establish a novel benchmarking framework that aids in
the assessment of LLMs. We also demonstrate the ease of
incorporating new models into our RWQ-Elo system. Our
aim is to gather more diverse and realistic user inquiries
across various subjects, and to conduct a more comprehen-
sive evaluation of a wider range of LLMs in future studies.

Impact Statement
This paper aims to provide novel insights to the community
of LLM evaluation and, by its nature, inherently carries no
risks or societal consequences. While the original LLMs
may generate inaccurate or harmful content, such issues
are independent of our functionality. Some limitations of
this work include, language coverage (all questions in our
dataset are in English, due to the fact that some models under
test only support English input), the range of model sizes
tested (we examine open-source models with parameters
ranging from 7B to 70B, as well as private models such as
GPT-4/3.5 and Gemini-Pro), the performance of GPT-4 as
a judge (the alignment rate between GPT-4’s assessments
and those of human evaluators is 95%) and the inability to
evaluate all prior LLMs due to limited resources and the
rapid progress in LLM development.
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A. Prompts
A.1. Prompt for Open-ended MCQA

Given a response generated by an LLM, and several choices. GPT-4 is then used to determine the choice that is most
semantically aligned with the response. The prompt is provided as follows.

System

You are a helpful assistant.

User

Task description:
You are presented with multiple choices and a statement. Your task involves
selecting the choice that most semantically aligns with the given statement. Use
the criteria and guidelines provided to make your decision.

Criteria:
1. Choose the option that semantically aligns with the statement, by either
expanding upon, encapsulating, or exactly matching it.
2. For numerical choices, prefer the one with the smallest reasonable numerical
difference from the statement.
3. It is acceptable to choose none if no option closely aligns with the
statement.

Guidelines:
1. Review all choices and the statement carefully.
2. Justify your choice briefly, considering the criteria.
3. Indicate your response by stating the uppercase letter of your choice (e.g.,
’A’, ’B’, ’C’, ’D’), or ’None’ if no choice matches.

Output format:
1. Present your response in JSON format.
2. Include the ‘choice’(the uppercase letter of the chosen choice or ’None’),
along with a brief ‘explanation’ for your selection.

Choices:
{choices}

Statement:
{statement}

A.2. Prompt for RWQ-Elo System

GPT-4 serves as a judge in evaluating responses from two different LLMs (LLM-1 and LLM-2) to the same query. The
prompt is provided as follows.

System

You are a helpful assistant who can evaluate Large Language Model (LLM)
responses.

User

Task description:
As a judge, your task is to assess the responses of two Large Language Models
(LLM-1 and LLM-2) to a user’s question. Base your evaluation on the criteria
below to determine which response is more effective.

Criteria:
1. Accuracy: Ensure responses are factually correct. For factual questions,
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responses should align with scientific consensus.
2. Relevance: Check if responses address the user’s question directly,
understanding its context and intent.
3. Comprehensiveness: Responses should cover all aspects of the question,
providing a clear overview and key points for complex issues.
4. Clarity: Ensure responses are easy to understand, especially when explaining
complex topics.
5. Compliance: Adherence to ethical and legal standards is mandatory.
6. Timeliness: Incorporate the latest information for current topics.
7. Harmlessness: Avoid misleading or harmful content, respecting cultural
sensitivities and privacy.
8. Unbiasedness: Responses should not show unjustified preference, especially
in subjective matters.

Guidelines:
1. Evaluate each response based on the criteria, noting strengths and
weaknesses.
2. Choose the most effective response or indicate a tie. Explain your reasoning
in the specified JSON format.
3. Remain objective, not letting the order of responses bias your evaluation.

Output format:
1. Present your judgment in JSON format.
2. Include the winner: Use an integer (1 if LLM-1 has the better response, 2 if
LLM-2 has the better response, 0 for a tie if both responses are satisfactory,
and -1 for a tie if both responses are unsatisfactory), and an explanation
(providing a rationale for your choice).

User-submitted question:
{user submitted question}

Response of LLM-1:
{llm response 1}

Response of LLM-2:
{llm response 2}

B. More Experimental Results
Detailed Comparison with Alpaca Eval. The comparison between our RWQ-Elo and the Alpaca Eval is shown in Figure 5.

The Complete Statistics of Our RWQ-Elo System. This can be found in Figure 6. We include 24 models in total.

Win-Rate Maps. We present the win-rate map generated by our RWQ-Elo system, the pre-calculated win-rate map, and
their difference map in Figure 7, 8 and 9, respectively. 24 LLMs are included.

Detailed Results for MCQA Evaluation. Table 7-17 report the MCQA results on each benchmark using 7 evaluation
strategies introduced in Section 3.

Qualitative Results Using GPT-4 as the Judge. In our RWQ-Elo system, GPT-4 acts as the judge. We utilize the prompt
described in Section A.2 to evaluate responses from two different LLMs. Two instances where GPT-4 generates accurate
justifications are presented in Table 18 and 19. Conversely, two examples where GPT-4 provides incorrect justifications can
be found in Table 20 and 21.

C. Examples from RWQ Benchmark
Our RWQ benchmark comprises 20,772 authentic questions sourced from various platforms including Google Trends,
Quora, ShareGPT, LMSYS-Chat-1M, and AlpacaEval. We show three examples for each source in Table 22.
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Figure 5: We compare our RWQ-Elo rating system with various AlpacaEval variants, where GPT-4-Turbo, GPT-3.5-Turbo,
and LLaMA-1-13B serve as the competitors. RWQ-Elo (All) and RWQ-Elo (200) denote that the system is run using all
instances and a random selection of 200 instances, respectively, from our RWQ benchmark. We utilize the same instances
from RWQ-Elo (200) for AlpacaEval. While AlpacaEval uses win-rate as its metric, our RWQ-Elo system employs the Elo
score as its metric. In AlpacaEval, when LLMs compete against an LLM that is significantly superior or inferior, it results in
a lack of distinguishable performance differences among them. In contrast, our system does not exhibit this issue.
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Figure 6: The complete statistics from running our RWQ-Elo systems 100 times. We include 24 models in total.

17



Rethinking Generative Large Language Model Evaluation for Semantic Comprehension

0.00 0.85 0.90 0.94 0.94 0.96 0.94 0.93 0.97 0.98 0.93 0.98 0.96 0.98 0.98 0.96 0.98 1.00 1.00 1.00 1.00 1.00 1.00 1.00

0.15 0.00 0.65 0.73 0.74 0.71 0.78 0.76 0.78 0.72 0.83 0.80 0.89 0.84 0.86 0.87 0.94 0.97 0.99 0.97 0.98 1.00 1.00 1.00

0.10 0.35 0.00 0.56 0.60 0.62 0.69 0.61 0.70 0.75 0.73 0.72 0.85 0.81 0.84 0.88 0.98 0.96 0.96 1.00 0.99 1.00 1.00 1.00

0.06 0.27 0.44 0.00 0.54 0.50 0.51 0.52 0.55 0.65 0.67 0.67 0.74 0.79 0.83 0.91 0.93 0.97 0.98 0.98 1.00 1.00 1.00 1.00

0.06 0.26 0.40 0.46 0.00 0.49 0.50 0.62 0.55 0.60 0.61 0.57 0.73 0.74 0.76 0.84 0.94 0.95 0.95 0.98 0.98 1.00 1.00 1.00

0.04 0.29 0.38 0.50 0.51 0.00 0.55 0.60 0.60 0.57 0.60 0.67 0.67 0.76 0.76 0.85 0.90 0.93 0.94 0.98 0.96 0.99 0.99 1.00

0.07 0.22 0.31 0.49 0.50 0.45 0.00 0.58 0.53 0.58 0.58 0.64 0.67 0.74 0.75 0.85 0.88 0.92 0.98 1.00 1.00 1.00 1.00 1.00

0.07 0.24 0.39 0.48 0.38 0.40 0.41 0.00 0.56 0.57 0.57 0.58 0.68 0.72 0.68 0.83 0.91 0.92 0.96 0.99 0.98 0.99 0.99 0.99

0.03 0.22 0.30 0.45 0.45 0.40 0.47 0.44 0.00 0.58 0.54 0.57 0.62 0.74 0.81 0.87 0.94 0.95 0.96 0.97 1.00 0.99 1.00 1.00

0.02 0.28 0.25 0.35 0.40 0.43 0.42 0.43 0.42 0.00 0.52 0.48 0.62 0.67 0.72 0.82 0.98 0.94 0.95 0.98 1.00 0.99 1.00 1.00

0.07 0.17 0.27 0.33 0.39 0.40 0.42 0.43 0.46 0.48 0.00 0.48 0.62 0.65 0.68 0.83 0.84 0.93 0.94 0.98 0.99 0.99 0.99 0.99

0.02 0.20 0.28 0.33 0.43 0.33 0.36 0.42 0.43 0.52 0.52 0.00 0.57 0.65 0.69 0.80 0.84 0.83 0.90 0.98 0.98 0.99 1.00 1.00

0.04 0.11 0.15 0.26 0.27 0.33 0.33 0.32 0.38 0.38 0.38 0.43 0.00 0.56 0.58 0.69 0.87 0.89 0.90 0.95 0.98 0.97 1.00 0.99

0.02 0.16 0.19 0.21 0.26 0.24 0.26 0.28 0.26 0.33 0.35 0.35 0.44 0.00 0.53 0.64 0.85 0.89 0.86 0.96 0.95 0.97 0.99 0.99

0.02 0.14 0.16 0.17 0.24 0.24 0.25 0.32 0.19 0.28 0.32 0.31 0.42 0.47 0.00 0.64 0.89 0.85 0.92 0.92 0.97 1.00 1.00 1.00

0.04 0.13 0.13 0.09 0.16 0.15 0.15 0.17 0.13 0.18 0.17 0.20 0.31 0.36 0.36 0.00 0.66 0.75 0.74 0.90 0.94 0.97 0.99 0.99

0.01 0.06 0.02 0.07 0.06 0.10 0.12 0.09 0.06 0.02 0.16 0.16 0.13 0.15 0.11 0.34 0.00 0.55 0.73 0.89 0.93 0.96 0.98 1.00

0.00 0.03 0.04 0.03 0.05 0.07 0.08 0.08 0.05 0.06 0.07 0.17 0.11 0.11 0.15 0.25 0.45 0.00 0.56 0.88 0.92 0.95 0.95 0.98

0.00 0.01 0.04 0.02 0.05 0.06 0.02 0.04 0.04 0.05 0.06 0.10 0.10 0.14 0.08 0.26 0.27 0.43 0.00 0.86 0.89 0.95 0.99 0.99

0.00 0.03 0.00 0.02 0.02 0.02 0.00 0.01 0.03 0.02 0.02 0.02 0.05 0.04 0.08 0.10 0.11 0.12 0.14 0.00 0.67 0.78 0.97 0.96

0.00 0.02 0.01 0.00 0.01 0.04 0.00 0.02 0.00 0.00 0.01 0.02 0.02 0.05 0.03 0.06 0.07 0.08 0.11 0.33 0.00 0.55 0.94 0.93

0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.01 0.01 0.01 0.01 0.03 0.03 0.00 0.03 0.04 0.04 0.05 0.22 0.45 0.00 0.94 0.92

0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.00 0.00 0.01 0.00 0.00 0.01 0.00 0.01 0.02 0.05 0.01 0.03 0.06 0.06 0.00 0.56

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.01 0.00 0.01 0.01 0.00 0.01 0.00 0.02 0.01 0.04 0.07 0.08 0.44 0.00

G
PT-4-Turbo-1106

G
em

ini-Pro

LLaM
A

-2-C
hat-70B

LLaM
A

-2-C
hat-13B

LLaM
A

-2-C
hat-7B

X
w

in-LM
-13B

-v0.1

M
ixtral-Instruct-8x7B

-v0.1

X
w

in-LM
-7B

-v0.1

W
izardLM

-13B
-v1.2

G
PT-35-Turbo-1106

Zephyr-7B
-B

eta

Vicuna-33B
-v1.3

Vicuna-13B
-v1.5

V
icuna-7B

-v1.5

Falcon-Instruct-40B

M
PT-C

hat-30B

Falcon-Instruct-7B

M
PT-C

hat-7B

A
lpaca-7B

LLaM
A

-1-33B

LLaM
A

-1-13B

LLaM
A

-1-7B

W
izardLM

-7B
-v1.0

A
lpaca-13B

GPT-4-Turbo-1106  

Gemini-Pro  

LLaMA-2-Chat-70B  

LLaMA-2-Chat-13B  

LLaMA-2-Chat-7B  

Xwin-LM-13B-v0.1  

Mixtral-Instruct-8x7B-v0.1  

Xwin-LM-7B-v0.1  

WizardLM-13B-v1.2  

GPT-35-Turbo-1106  

Zephyr-7B-Beta  

Vicuna-33B-v1.3  

Vicuna-13B-v1.5  

Vicuna-7B-v1.5  

Falcon-Instruct-40B  

MPT-Chat-30B  

Falcon-Instruct-7B  

MPT-Chat-7B  

Alpaca-7B  

LLaMA-1-33B  

LLaMA-1-13B  

LLaMA-1-7B  

WizardLM-7B-v1.0  

Alpaca-13B  
0

0.2

0.4

0.6

0.8

1

Figure 7: Visualization of the complete win-rate map generated by our RWQ-Elo system.
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Figure 8: Visualization of the complete pre-calculated win-rate map.
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Figure 9: Visualization of the complete win-rate difference map.
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Table 7: MCQA evaluation on 0-shot MMLU (Hendrycks et al., 2020).

Model Size Choices
Choices

(Circular) Vocab
Vocab

(Circular) Alignment
Normalized
Alignment PPL

MPT
(Team et al., 2023a;b)

7B 29.5 0.5 29.6 0.4 34.1 35.1 35.6
30B 45.1 19.3 44.8 19.0 33.2 33.5 34.0

MPT-Chat
(Team et al., 2023b) 30B 50.1 28.9 50.0 28.9 34.7 35.2 35.9

Falcon
(Almazrouei et al., 2023)

7B 25.0 0.0 24.8 0.0 33.7 34.3 35.1
40B 53.6 28.2 53.3 28.0 38.0 38.0 38.7

LLaMA-1
(Touvron et al., 2023a)

7B 32.2 1.7 30.5 1.5 33.0 33.5 33.1
13B 43.5 14.4 43.1 14.3 34.4 35.0 34.4
30B 54.7 31.6 54.5 31.6 36.1 36.1 35.8
65B 59.4 37.1 59.2 36.9 37.0 36.6 36.4

LLaMA-2
(Touvron et al., 2023b)

7B 41.8 12.3 39.4 12.1 33.3 34.1 33.6
13B 52.1 24.6 51.8 24.1 35.3 35.8 34.9
70B 65.4 45.1 65.4 45.0 39.0 37.8 37.8

LLaMA-2-Chat
(Touvron et al., 2023b)

7B 45.3 17.9 45.0 17.8 33.7 34.8 34.7
13B 53.1 28.1 53.2 28.1 35.9 36.7 36.7
70B 61.1 38.9 61.1 38.9 38.9 38.7 38.8

WizardLM
(Xu et al., 2023)

13B 53.4 30.2 53.4 30.2 35.6 36.1 35.9
70B 62.7 42.1 62.6 42.0 38.2 37.2 37.6

Xwin-LM
(Team)

7B 45.5 16.1 45.5 16.1 33.8 34.3 34.1
13B 53.9 27.2 53.9 27.1 36.6 36.5 35.9

Alpaca
(Taori et al., 2023a)

7B 40.8 13.7 40.7 13.7 34.7 35.3 35.4
13B 39.5 14.8 37.8 13.7 38.0 37.4 38.7

Vicuna
(Chiang et al., 2023)

7B 48.8 25.0 48.8 24.9 33.6 34.2 34.1
13B 54.5 33.5 54.5 33.4 35.7 35.8 35.5
33B 57.1 36.3 57.0 36.3 36.0 36.1 36.0
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Table 8: MCQA evaluation on 0-shot HellaSwag (Zellers et al., 2019).

Model Size Choices
Choices

(Circular) Vocab
Vocab

(Circular) Alignment
Normalized
Alignment PPL

MPT
(Team et al., 2023a;b)

7B 28.1 0.8 28.1 0.6 57.1 76.3 75.8
30B 32.8 3.3 32.8 2.9 60.4 79.9 79.3

MPT-Chat
(Team et al., 2023b) 30B 46.9 14.9 46.9 15.2 61.5 80.1 79.7

Falcon
(Almazrouei et al., 2023)

7B 25.1 0.0 24.1 0.0 57.7 76.3 75.9
40B 48.7 16.7 48.3 16.5 64.0 82.8 82.6

LLaMA-1
(Touvron et al., 2023a)

7B 29.1 1.1 28.9 1.1 56.9 76.2 74.8
13B 33.1 3.2 33.1 3.2 59.9 79.1 78.1
30B 44.3 14.7 44.4 14.8 63.3 82.6 81.2
65B 46.2 12.7 45.8 12.7 64.5 84.1 82.9

LLaMA-2
(Touvron et al., 2023b)

7B 32.1 1.2 30.0 1.2 57.2 76.0 75.0
13B 49.7 17.2 48.6 16.6 60.1 79.4 78.2
70B 62.4 31.1 62.1 31.0 64.8 83.8 82.7

LLaMA-2-Chat
(Touvron et al., 2023b)

7B 50.5 16.9 42.1 13.7 57.7 75.4 75.1
13B 63.5 34.9 63.5 34.8 60.7 79.7 78.7
70B 75.2 55.3 75.2 55.3 63.8 82.2 81.3

WizardLM
(Xu et al., 2023)

13B 66.5 44.4 66.5 44.4 61.5 79.8 79.1
70B 70.9 46.7 70.9 46.7 64.8 82.1 81.5

Xwin-LM
(Team)

7B 39.6 6.0 39.6 6.0 58.8 76.8 76.0
13B 56.1 22.7 56.1 22.6 62.1 80.9 79.8

Alpaca
(Taori et al., 2023a)

7B 37.3 7.7 37.2 7.7 59.1 75.6 75.3
13B 38.9 11.3 38.7 11.3 60.6 78.3 77.8

Vicuna
(Chiang et al., 2023)

7B 55.8 30.2 55.9 30.2 56.4 73.8 73.0
13B 61.2 32.4 61.2 32.5 59.6 77.5 76.8
33B 65.1 35.1 65.1 35.2 61.9 80.4 79.6
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Table 9: MCQA evaluation on 0-shot ARC-Challenge (Clark et al., 2018).

Model Size Choices
Choices

(Circular) Vocab
Vocab

(Circular) Alignment
Normalized
Alignment PPL

MPT
(Team et al., 2023a;b)

7B 31.8 0.3 30.4 0.3 40.0 41.8 39.8
30B 51.0 22.4 50.3 21.0 46.9 49.4 49.6

MPT-Chat
(Team et al., 2023b) 30B 66.0 43.2 65.5 42.7 50.0 51.0 50.8

Falcon
(Almazrouei et al., 2023)

7B 27.5 0.0 27.0 0.0 40.3 43.6 42.9
40B 64.2 41.7 64.2 41.6 50.3 54.5 52.6

LLaMA-1
(Touvron et al., 2023a)

7B 38.9 1.9 38.1 2.0 41.9 44.6 41.4
13B 52.4 21.3 51.5 20.6 46.4 47.8 47.2
30B 69.4 48.4 69.2 48.3 52.9 52.9 50.8
65B 74.3 52.6 74.3 52.6 52.8 55.7 52.5

LLaMA-2
(Touvron et al., 2023b)

7B 45.9 16.4 44.8 15.3 43.4 46.2 43.0
13B 63.4 30.5 62.5 29.3 48.4 49.2 47.7
70B 81.7 67.1 81.7 67.1 54.4 57.3 53.8

LLaMA-2-Chat
(Touvron et al., 2023b)

7B 55.8 23.0 55.7 23.0 44.1 44.5 42.7
13B 64.3 38.1 64.2 37.9 46.2 50.3 46.9
70B 78.2 64.2 78.1 64.2 53.0 54.4 51.1

WizardLM
(Xu et al., 2023)

13B 65.5 43.4 65.5 43.3 47.0 50.1 47.1
70B 80.6 65.7 80.6 65.6 53.2 56.7 53.5

Xwin-LM
(Team)

7B 54.9 23.5 54.9 23.5 45.9 47.6 44.7
13B 67.4 36.8 67.2 35.9 52.0 53.0 51.6

Alpaca
(Taori et al., 2023a)

7B 48.5 17.2 48.2 17.0 44.9 46.5 45.1
13B 47.4 22.8 47.2 22.8 46.1 48.4 46.8

Vicuna
(Chiang et al., 2023)

7B 60.4 33.9 60.6 33.9 43.3 45.7 42.1
13B 70.0 48.0 70.0 48.1 47.8 50.7 48.8
33B 71.2 49.9 71.1 49.6 50.2 51.6 50.7
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Table 10: MCQA evaluation on 0-shot ARC-Easy (Clark et al., 2018).

Model Size Choices
Choices

(Circular) Vocab
Vocab

(Circular) Alignment
Normalized
Alignment PPL

MPT
(Team et al., 2023a;b)

7B 36.4 0.8 35.9 0.6 74.7 70.2 69.3
30B 70.0 42.2 69.9 40.7 78.7 76.3 74.0

MPT-Chat
(Team et al., 2023b) 30B 79.4 62.6 79.5 62.7 80.2 77.4 75.7

Falcon
(Almazrouei et al., 2023)

7B 29.2 0.0 29.0 0.0 74.7 70.8 69.9
40B 80.0 61.7 80.0 61.6 81.9 79.3 77.7

LLaMA-1
(Touvron et al., 2023a)

7B 44.7 5.2 43.8 4.6 75.3 72.9 67.7
13B 67.6 36.7 66.7 35.4 77.4 74.8 69.2
30B 84.6 69.6 84.7 69.6 80.4 79.0 73.5
65B 87.7 73.0 87.7 72.9 81.3 79.8 75.1

LLaMA-2
(Touvron et al., 2023b)

7B 59.0 26.8 58.2 25.8 76.3 74.6 68.9
13B 77.4 53.7 76.6 52.1 79.4 77.5 71.9
70B 92.8 84.5 92.8 84.4 82.7 81.0 75.9

LLaMA-2-Chat
(Touvron et al., 2023b)

7B 70.9 44.9 70.8 44.9 74.4 69.7 66.9
13B 79.9 62.0 79.9 62.0 77.5 73.7 70.5
70B 92.8 84.5 92.8 84.4 82.7 81.0 75.9

WizardLM
(Xu et al., 2023)

13B 81.9 67.2 81.9 67.2 78.5 74.2 69.7
70B 92.1 83.9 92.1 83.9 81.9 77.9 73.6

Xwin-LM
(Team)

7B 69.7 41.2 69.7 41.1 76.9 74.3 68.6
13B 80.5 60.7 80.3 60.1 81.2 78.0 73.7

Alpaca
(Taori et al., 2023a)

7B 67.7 36.2 67.2 35.6 74.8 70.6 66.9
13B 67.2 41.3 67.0 40.9 76.4 71.7 68.0

Vicuna
(Chiang et al., 2023)

7B 75.9 55.0 75.9 55.0 75.6 71.3 66.6
13B 83.8 71.4 83.8 71.4 78.7 74.8 70.5
33B 85.9 70.7 85.6 69.6 78.4 74.7 70.2
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Table 11: MCQA evaluation on 0-shot BoolQ (Clark et al., 2019).

Model Size Choices
Choices

(Circular) Vocab
Vocab

(Circular) Alignment
Normalized
Alignment PPL

MPT
(Team et al., 2023a;b)

7B 62.1 0.6 57.2 0.2 74.3 67.9 74.3
30B 69.1 47.9 30.6 19.8 74.1 69.2 74.1

MPT-Chat
(Team et al., 2023b) 30B 65.6 40.1 61.6 32.0 80.1 81.6 80.1

Falcon
(Almazrouei et al., 2023)

7B 57.3 28.1 45.4 20.5 73.6 64.5 73.6
40B 67.7 22.6 67.5 22.2 82.0 71.4 82.0

LLaMA-1
(Touvron et al., 2023a)

7B 59.9 34.1 50.9 28.0 75.0 66.6 75.0
13B 64.3 22.5 53.1 14.2 78.0 65.6 78.0
30B 78.5 70.8 77.2 68.6 82.7 70.2 82.7
65B 79.9 67.4 71.4 59.1 84.8 74.6 84.8

LLaMA-2
(Touvron et al., 2023b)

7B 63.2 46.7 24.7 16.3 77.7 64.9 77.7
13B 66.9 10.1 49.8 4.7 80.6 66.2 80.6
70B 85.0 76.5 85.0 76.5 83.7 70.9 83.7

LLaMA-2-Chat
(Touvron et al., 2023b)

7B 63.6 21.2 63.6 21.2 80.7 79.4 80.7
13B 71.9 39.3 71.9 39.2 81.7 83.1 81.7
70B 75.6 57.8 75.6 57.8 86.7 82.8 86.7

WizardLM
(Xu et al., 2023)

13B 76.5 51.7 76.5 51.7 84.0 77.7 84.0
70B 89.0 84.5 89.0 84.5 86.6 77.5 86.6

Xwin-LM
(Team)

7B 64.2 40.2 63.8 39.8 79.3 64.8 79.3
13B 68.5 15.1 68.3 14.9 83.5 72.0 83.5

Alpaca
(Taori et al., 2023a)

7B 64.2 38.8 64.1 38.7 77.5 79.4 77.5
13B 68.0 61.2 68.0 61.0 78.8 74.3 78.8

Vicuna
(Chiang et al., 2023)

7B 67.7 54.0 67.7 54.0 80.9 68.0 80.9
13B 82.1 62.6 82.1 62.6 85.2 80.0 85.2
33B 80.2 74.0 27.9 23.0 83.9 76.1 83.9
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Table 12: MCQA evaluation on 0-shot SIQA (Sap et al., 2019).

Model Size Choices
Choices

(Circular) Vocab
Vocab

(Circular) Alignment
Normalized
Alignment PPL

MPT
(Team et al., 2023a;b)

7B 37.7 2.4 38.6 2.0 45.6 48.2 45.9
30B 58.5 34.9 57.3 31.9 46.0 48.9 45.6

MPT-Chat
(Team et al., 2023b) 30B 63.4 42.5 63.2 41.6 48.8 49.6 48.3

Falcon
(Almazrouei et al., 2023)

7B 36.5 1.2 36.5 1.2 45.4 48.7 47.0
40B 65.6 46.8 65.6 46.7 49.2 51.0 47.8

LLaMA-1
(Touvron et al., 2023a)

7B 44.6 11.5 44.5 11.6 44.8 47.0 44.3
13B 53.0 14.8 53.2 14.8 45.0 48.0 44.3
30B 66.1 49.0 66.0 48.8 45.7 49.4 45.2
65B 67.2 67.1 49.7 49.8 47.5 50.1 46.3

LLaMA-2
(Touvron et al., 2023b)

7B 51.4 21.2 51.0 20.6 43.5 47.3 44.2
13B 58.5 36.4 58.3 36.1 44.7 48.4 44.8
70B 70.9 55.3 70.8 55.2 46.3 49.4 45.3

LLaMA-2-Chat
(Touvron et al., 2023b)

7B 56.9 31.8 56.9 31.9 46.1 48.6 45.1
13B 62.6 41.6 62.7 41.5 49.2 50.3 46.0
70B 67.2 46.7 67.2 46.7 49.2 50.6 47.4

WizardLM
(Xu et al., 2023)

13B 66.7 51.5 66.7 51.6 49.3 49.2 46.7
70B 73.8 59.1 73.8 59.1 49.8 49.8 47.9

Xwin-LM
(Team)

7B 56.9 28.1 56.9 28.0 47.5 49.3 45.5
13B 56.8 34.3 56.7 34.1 48.5 48.4 45.4

Alpaca
(Taori et al., 2023a)

7B 50.7 23.8 50.7 23.8 48.3 49.2 45.3
13B 56.8 34.3 56.7 34.1 48.5 48.4 45.4

Vicuna
(Chiang et al., 2023)

7B 63.3 42.5 63.3 42.3 45.8 47.6 44.3
13B 67.2 50.3 67.1 50.5 46.6 47.3 44.6
33B 63.2 42.2 62.5 41.1 46.6 48.2 46.0

26



Rethinking Generative Large Language Model Evaluation for Semantic Comprehension

Table 13: MCQA evaluation on 0-shot PIQA (Bisk et al., 2020).

Model Size Choices
Choices

(Circular) Vocab
Vocab

(Circular) Alignment
Normalized
Alignment PPL

MPT
(Team et al., 2023a;b)

7B 55.3 16.0 54.2 15.6 79.3 80.7 80.1
30B 64.9 39.8 64.7 39.6 80.1 81.1 81.1

MPT-Chat
(Team et al., 2023b) 30B 65.1 34.4 62.6 33.4 79.2 81.0 80.8

Falcon
(Almazrouei et al., 2023)

7B 50.4 10.2 49.8 10.0 79.3 80.4 80.0
40B 69.7 44.6 69.5 44.4 82.3 83.1 82.9

LLaMA-1
(Touvron et al., 2023a)

7B 53.8 10.9 53.5 10.9 78.7 79.2 78.8
13B 64.1 32.3 63.2 32.0 79.2 80.2 79.6
30B 73.3 52.1 73.3 52.0 81.0 82.2 81.3
65B 66.2 33.9 66.2 33.9 81.3 82.3 82.3

LLaMA-2
(Touvron et al., 2023b)

7B 59.4 21.4 58.8 20.8 78.1 79.1 78.6
13B 71.7 46.0 71.4 45.9 79.1 80.5 80.4
70B 76.1 56.8 76.1 56.8 82.2 82.7 82.8

LLaMA-2-Chat
(Touvron et al., 2023b)

7B 65.0 35.1 64.4 34.8 76.8 76.7 76.7
13B 70.7 45.1 70.1 44.5 77.6 79.1 78.3
70B 78.0 58.9 76.9 57.4 80.6 80.8 80.7

WizardLM
(Xu et al., 2023)

13B 75.7 56.4 75.7 56.4 79.0 79.4 79.7
70B 82.4 70.3 82.2 70.0 81.1 80.7 81.0

Xwin-LM
(Team)

7B 67.5 40.0 66.8 39.5 78.0 78.5 78.7
13B 69.2 41.9 68.8 41.6 79.2 80.8 80.0

Alpaca
(Taori et al., 2023a)

7B 64.5 35.5 64.5 35.5 77.8 78.0 77.7
13B 63.1 32.4 63.0 32.0 78.1 78.6 77.4

Vicuna
(Chiang et al., 2023)

7B 72.2 48.3 72.2 48.3 77.3 78.0 78.3
13B 75.3 56.4 75.3 56.4 78.9 79.2 79.1
33B 73.8 53.3 70.0 50.7 79.2 79.4 79.5
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Table 14: MCQA evaluation on 0-shot AGIEval (English only) (Zhong et al., 2023).

Model Size Choices
Choices

(Circular) Vocab
Vocab

(Circular) Alignment
Normalized
Alignment PPL

MPT
(Team et al., 2023a;b)

7B 23.5 0.0 21.8 0.0 25.7 26.9 26.9
30B 24.0 0.7 24.0 0.6 27.7 28.9 28.9

MPT-Chat
(Team et al., 2023b) 30B 29.1 3.2 29.0 3.2 28.2 29.7 29.1

Falcon
(Almazrouei et al., 2023)

7B 22.3 0.0 20.9 0.0 25.2 27.2 26.7
40B 28.8 3.0 28.2 3.0 28.5 30.8 31.4

LLaMA-1
(Touvron et al., 2023a)

7B 22.0 0.0 21.9 0.0 25.8 27.7 26.9
13B 26.6 1.1 26.4 1.1 28.0 29.5 29.7
30B 33.1 7.8 32.8 7.7 30.0 31.2 31.0
65B 38.7 10.1 37.9 10.0 30.4 32.7 32.3

LLaMA-2
(Touvron et al., 2023b)

7B 24.4 0.6 22.1 0.5 26.4 29.1 28.7
13B 33.9 8.0 34.0 8.0 28.0 30.3 30.1
70B 50.0 26.2 49.9 26.2 31.7 34.1 34.6

LLaMA-2-Chat
(Touvron et al., 2023b)

7B 28.3 2.9 17.3 1.8 25.9 27.1 26.6
13B 35.9 9.7 35.5 9.7 26.5 29.2 28.8
70B 45.9 17.6 45.8 17.6 29.7 31.1 32.1

WizardLM
(Xu et al., 2023)

13B 37.6 8.6 37.5 8.6 27.1 29.6 30.0
70B 48.2 22.5 47.6 21.9 30.6 32.6 32.7

Xwin-LM
(Team)

7B 30.9 3.1 29.5 2.9 28.1 29.9 29.5
13B 35.4 10.4 35.4 10.4 29.0 31.0 30.8

Alpaca
(Taori et al., 2023a)

7B 24.1 0.7 23.9 0.7 26.8 28.9 27.7
13B 27.8 3.1 27.2 2.9 26.5 28.7 28.6

Vicuna
(Chiang et al., 2023)

7B 35.5 10.9 33.4 10.3 26.6 28.1 28.2
13B 38.6 14.7 37.1 14.5 27.5 29.6 28.3
33B 39.9 14.4 39.7 14.3 28.6 30.3 31.1
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Table 15: MCQA evaluation on 0-shot OpenBookQA (with fact) (Mihaylov et al., 2018).

Model Size Choices
Choices

(Circular) Vocab
Vocab

(Circular) Alignment
Normalized
Alignment PPL

MPT
(Team et al., 2023a;b)

7B 39.0 1.6 38.8 1.4 41.6 52.4 52.8
30B 70.4 43.0 69.6 41.8 45.2 53.8 55.4

MPT-Chat
(Team et al., 2023b) 30B 77.8 58.6 77.4 58.0 47.0 54.4 55.2

Falcon
(Almazrouei et al., 2023)

7B 28.2 0.0 28.0 0.0 43.2 53.0 54.2
40B 77.2 61.0 77.2 61.0 48.0 55.6 58.4

LLaMA-1
(Touvron et al., 2023a)

7B 49.2 17.8 48.2 16.8 44.8 52.4 54.0
13B 64.8 32.8 64.6 32.4 44.4 53.4 53.0
30B 81.6 66.6 81.6 66.6 44.0 54.6 55.4
65B 82.8 67.6 82.4 67.0 46.0 54.6 57.2

LLaMA-2
(Touvron et al., 2023b)

7B 62.6 28.8 61.8 27.8 44.6 52.6 53.4
13B 72.0 50.2 71.8 48.8 44.4 54.2 54.0
70B 88.4 79.2 86.6 77.2 47.6 56.6 58.0

LLaMA-2-Chat
(Touvron et al., 2023b)

7B 73.8 52.4 73.8 52.4 48.4 54.8 55.0
13B 80.0 63.4 80.0 63.4 48.6 56.4 59.0
70B 86.0 76.4 86.0 76.4 48.6 58.6 59.0

WizardLM
(Xu et al., 2023)

13B 79.4 65.0 79.4 65.2 48.0 56.8 57.0
70B 86.6 75.6 86.6 75.6 48.8 57.8 57.0

Xwin-LM
(Team)

7B 67.2 37.2 67.0 36.8 46.0 56.2 54.4
13B 78.0 53.2 78.0 53.0 44.8 55.4 55.0

Alpaca
(Taori et al., 2023a)

7B 73.8 48.8 73.4 47.6 47.4 54.4 56.4
13B 73.0 52.4 72.6 51.8 47.4 55.6 55.8

Vicuna
(Chiang et al., 2023)

7B 79.0 79.2 63.0 63.2 47.2 54.0 54.8
13B 79.4 65.0 79.4 65.2 48.0 56.8 57.0
33B 86.6 75.6 86.6 75.6 48.8 57.8 57.0
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Table 16: MCQA evaluation on 0-shot CommonSenseQA (Talmor et al., 2018).

Model Size Choices
Choices

(Circular) Vocab
Vocab

(Circular) Alignment
Normalized
Alignment PPL

MPT
(Team et al., 2023a;b)

7B 22.9 0.3 22.8 0.2 56.5 49.1 47.2
30B 40.5 10.9 40.1 10.3 61.5 55.0 51.4

MPT-Chat
(Team et al., 2023b) 30B 64.1 39.0 64.1 38.9 64.0 54.6 52.5

Falcon
(Almazrouei et al., 2023)

7B 20.7 0.0 20.9 0.0 57.9 50.0 50.0
40B 62.9 33.5 62.8 33.4 62.5 54.9 52.2

LLaMA-1
(Touvron et al., 2023a)

7B 33.2 0.3 31.8 0.3 58.1 50.9 45.7
13B 54.2 21.9 54.0 21.9 59.8 51.8 45.2
30B 65.4 40.2 65.4 40.2 61.3 54.5 48.6
65B 64.4 38.9 64.0 37.9 63.6 55.6 50.5

LLaMA-2
(Touvron et al., 2023b)

7B 34.6 3.2 34.6 3.2 58.6 51.9 46.9
13B 57.7 28.5 55.4 25.5 61.9 53.9 48.4
70B 69.8 46.7 69.3 45.5 64.7 55.3 50.1

LLaMA-2-Chat
(Touvron et al., 2023b)

7B 60.1 33.4 60.1 33.4 57.7 50.2 45.9
13B 65.3 37.6 65.3 37.6 58.7 50.0 46.2
70B 74.9 55.2 74.9 55.2 61.0 54.7 48.5

WizardLM
(Xu et al., 2023)

13B 67.0 42.4 67.0 42.4 60.0 50.3 47.8
70B 74.4 55.3 74.4 55.3 60.4 53.9 49.8

Xwin-LM
(Team)

7B 50.9 18.3 50.9 18.3 61.1 51.4 46.9
13B 62.2 30.2 62.2 30.1 63.6 54.1 50.1

Alpaca
(Taori et al., 2023a)

7B 54.3 21.7 54.1 21.0 57.8 51.7 47.7
13B 56.8 29.0 56.6 28.9 60.5 50.9 46.6

Vicuna
(Chiang et al., 2023)

7B 60.5 39.2 60.7 39.1 57.5 49.8 45.8
13B 67.0 51.6 67.1 51.6 61.6 51.4 47.7
33B 69.3 46.7 69.2 46.5 60.3 50.5 46.8

30



Rethinking Generative Large Language Model Evaluation for Semantic Comprehension

Table 17: MCQA evaluation on 0-shot RACE (all) (Lai et al., 2017).

Model Size Choices
Choices

(Circular) Vocab
Vocab

(Circular) Alignment
Normalized
Alignment PPL

MPT
(Team et al., 2023a;b)

7B 29.2 0.5 29.7 0.5 46.0 49.1 49.0
30B 56.8 25.9 56.6 25.7 48.5 51.7 51.2

MPT-Chat
(Team et al., 2023b) 30B 69.2 49.7 69.4 50.0 50.4 53.5 53.2

Falcon
(Almazrouei et al., 2023)

7B 26.5 0.0 25.3 0.0 44.1 47.3 46.6
40B 66.9 43.1 65.6 42.2 49.3 52.5 51.7

LLaMA-1
(Touvron et al., 2023a)

7B 36.8 3.4 33.6 2.8 46.3 50.2 48.2
13B 54.7 19.6 42.9 11.2 48.6 51.7 49.8
30B 70.2 47.2 70.0 47.1 49.6 53.0 50.8
65B 75.7 54.1 71.1 50.5 52.3 55.5 53.3

LLaMA-2
(Touvron et al., 2023b)

7B 48.2 13.0 44.4 11.5 46.8 50.2 47.9
13B 65.9 37.3 64.0 36.0 48.1 51.9 49.5
70B 84.8 74.2 83.3 72.3 51.9 55.3 53.1

LLaMA-2-Chat
(Touvron et al., 2023b)

7B 64.6 37.1 64.2 36.9 49.7 52.4 50.6
13B 72.4 49.8 72.2 49.8 53.3 56.0 54.7
70B 83.9 71.0 83.9 71.0 56.0 57.8 56.7

WizardLM
(Xu et al., 2023)

13B 73.5 57.2 73.5 57.1 52.7 55.9 54.3
70B 83.2 73.1 83.2 73.0 55.6 57.5 56.3

Xwin-LM
(Team)

7B 58.2 23.6 58.1 23.5 49.9 51.9 50.8
13B 71.2 44.4 71.1 44.2 51.3 54.4 53.0

Alpaca
(Taori et al., 2023a)

7B 53.7 23.8 53.5 23.3 49.4 52.0 50.9
13B 55.0 31.2 54.7 30.6 49.8 52.9 51.5

Vicuna
(Chiang et al., 2023)

7B 69.3 49.9 69.3 49.9 47.6 50.7 48.8
13B 75.7 60.7 75.7 60.7 49.4 52.8 50.8
33B 77.8 63.2 77.7 63.0 50.6 53.4 52.5
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Table 18: An example where GPT-4 generates accurate justifications.

Question What is the best way to form a new habit?

LLM-1’s Response
(Vicuna 13B v1.5)

1. Start small: Begin with a simple and achievable goal.
2. Make it a routine: Establish a specific time and place for the habit.
3. Track your progress: Keep track of your progress to stay motivated.
4. Reward yourself: Reward yourself for every successful attempt.
5. Stay consistent: Stick to the habit even if you miss a day.
6. Get support: Share your goal with friends or family for support.
7. Reflect on your progress: Reflect on your progress and adjust your approach if needed.

LLM-2’s Response
(Vicuna 7B v1.5)

1. Start small and make it specific.
2. Make it a daily routine.
3. Get an accountability partner.
4. Reward yourself for success.
5. Be consistent and persistent.

GPT-4’s Decision Tie.

GPT-4’s Explanation

Both LLM-1 and LLM-2 provided responses that are accurate and relevant to the user’s question
about forming a new habit. LLM-1’s response is slightly more comprehensive, including seven
steps with a bit more detail, such as ’Track your progress’ and ’Reflect on your progress.’ LLM-2’s
response is more concise with five steps, but still covers the essential aspects of habit formation.
Both responses are clear and easy to understand, adhering to the clarity criterion. There are no
ethical or legal standards at risk in this context, so both comply with the compliance criterion.
The timeliness criterion is not particularly relevant here, as the strategies for habit formation do
not change rapidly over time. Neither response contains misleading or harmful content, and both
avoid bias by providing general advice applicable to anyone looking to form a new habit. Given
that both responses are satisfactory and there is no significant difference in the quality of the
information provided, the evaluation results in a tie.

Table 19: An example where GPT-4 generates accurate justifications.

Question What’s your favorite part of the video for “Somebody That I Used to Know” by Walk off the
Earth?

LLM-1’s Response
(GPT-4 Turbo)

As an AI, I don’t have personal preferences or feelings, so I don’t have a favorite part. However,
the video for “Somebody That I Used to Know” by Walk off the Earth is widely recognized for its
unique and creative approach to music performance. The band members are seen playing a single
guitar simultaneously, which is an impressive display of coordination and musical arrangement.
This aspect of the video often stands out to viewers and could be considered a highlight by many.

LLM-2’s Response
(Xwin-LM 13B v0.1)

The part where they’re all playing the same guitar but in different octaves and positions. It’s a
great example of how creative and innovative they are as musicians.

GPT-4’s Decision LLM-1 wins.

GPT-4’s Explanation

Both LLM-1 and LLM-2 provided relevant responses to the user’s question about the music video
for ’Somebody That I Used to Know’ by Walk off the Earth. LLM-1’s response is more effective as
it adheres to the criteria of accuracy, relevance, comprehensiveness, and clarity. LLM-1 correctly
identifies that as an AI, it does not have personal preferences, and then proceeds to describe a
commonly appreciated aspect of the video, which is the band’s coordination in playing a single
guitar. This response is comprehensive as it provides context to why that part of the video might
be considered a highlight. LLM-2’s response is relevant and accurate but less comprehensive,
as it only mentions the fact that the band members play the same guitar in different octaves and
positions without further elaboration or context. Both responses are clear and free from bias, and
neither contains harmful content. However, LLM-1’s response is more effective overall due to its
comprehensive nature.
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Table 20: An example of GPT-4 providing incorrect justifications. We include comments to highlight the inaccuracies.

Question Write an email to attendees as a reminder that the event is coming up.

LLM-1’s Response
(LLaMA-2 70B
Chat)

Subject: Reminder: Our Exciting Event is Just Around the Corner!
Dear [Name],
We hope this email finds you well. With only a few days left until our upcoming event, we wanted
to send you a friendly reminder to save the date!
Join us on [Date]at [Time]at [Location]for an unforgettable experience filled with [activities,
performances, or keynote speakers]. We have an amazing lineup of [insert details], and we can’t
wait for you to be a part of it.
Don’t miss out on the opportunity to [insert what attendees will gain from the event, such as
networking, learning, or fun]. Our event is sure to be an exciting and memorable experience for
all who attend
If you haven’t already, please RSVP by [Date]to secure your spot. You can do so by visiting our
website or by responding to this email.
We’re looking forward to seeing you there!
Best regards,
[Your Name]
[Your Title]
[Your Company]
[Contact Information]

LLM-2’s Response
(Alpaca 13B) [Empty Reponse]

GPT-4’s Decision Tie (both bad).

GPT-4’s Explanation

Both LLM-1 and LLM-2 failed to provide a satisfactory response based on the evaluation criteria.
LLM-1 provided a detailed and well-structured email template that is relevant, clear, and com-
prehensive. However, it lacks specific information such as the actual date, time, location, details
about the activities, and the RSVP deadline, which are crucial for the accuracy and timeliness of
the communication. LLM-2 did not provide any response at all, which fails all criteria. Therefore,
neither response can be deemed effective, resulting in a tie where both responses are unsatisfactory.

Authors’ Comment The requested email template has been successfully provided by LLM-1. However, it should be
noted that GPT-4’s critique regarding the absence of specific information needs to be addressed
by the user, as LLM-1 is not equipped to do so. Given this limitation, LLM-1 should be
acknowledged as the winner.

Table 21: An example of GPT-4 providing incorrect justifications. We include comments to highlight the inaccuracies.

Question highest number below 100, without using the digit 9

LLM-1’s Response
(Dolly 12B v2) 99

LLM-2’s Response
(GPT-3.5 Turbo) The highest number below 100 without using the digit 9 is 89.

GPT-4’s Decision Tie (both bad).

GPT-4’s Explanation

LLM-1’s response fails to meet the accuracy criterion as it includes the digit 9, which is explicitly
against the user’s stipulation. LLM-2 correctly identifies 89 as the highest number below 100 that
does not include the digit 9, satisfying the accuracy and relevance criteria. Both responses are
clear and concise, but LLM-1’s response does not comply with the user’s request, making LLM-2
the winner. There are no issues with timeliness, harmlessness, or bias in this context.

Authors’ Comment GPT-4 made the correct decision; however, its justification was erroneous. The statement ‘LLM-2
accurately determined 89 to be the greatest number under 100 without the digit 9’ is incorrect, as
89 does indeed contain the digit 9.
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Table 22: Examples from each source in our RWQ benchmark.

Google Trends
Example-1: “What are some tips for beginners trying to master Wordle? ”
Example-2: “Can you name three main characters from the TV show “Stranger Things”?”
Example-3: “Did Mac Miller’s music style influence the searches trends in hiphop?”

Quora
Example-1: “What are some essential parenting skills?”
Example-2: “What is the most horrifying noise you have ever heard?”
Example-3: “What would happen if everyone in the world fell asleep at the same time?”

AlpacaEval
Example-1: “Give me the list of top 100 tech categories.”
Example-2: “How are carbon fibers used in buildings.”
Example-3: “Write a 5 verse song in the style of Talking Heads based on the life of a teenager in the 1980s britain.”

ShareGPT
Example-1: “Write me a business plan for my new basketball training company called ProX aka Professional Experi-
ence.”
Example-2: “Give me a physics for problem to test understanding of velocity and gravity.”
Example-3: “I want you to act as a social media content planner for a new startup company. Please provide ideas for
five Instagram posts that showcase the products in different ways. Each post should have a brief caption that highlights
the product’s unique features or benefits.”

LMSYS-Chat-1M
Example-1: “Can you give me an example of a word that is used almost exclusively in the context of an idiomatic
phrase and uncommon otherwise?”
Example-2: “Conclude what is the meal title from this and what are the total calories (if there is a range, choose higher
number). Please print out only meal name and total calories. Act as a nutritionist specialising in educated guessing
of total calories for any given meal. Based only on the information you have, make your best educated guess with
confidence. If you lack some information for making the conclusion, please guess it. Provide only meal name and total
calories and no other text or explanation.”
Example-3: “Tell me the most common fraud cases in consortium.”

34


