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Abstract

Significant efforts have been dedicated to the development of multilingual and
Arabic large language models (LLMs). Many of these models tend to generate
outputs that vary widely across cultural dimensions. For example, some models
generate answers that favor individualistic behaviour over collectivism, prioritizing
self-interest over group cohesion. In this paper, we introduce MOSAIC, a dataset
consisting of 1,483 social dilemmas in Arabic. We design our dataset using
Hofstede’s cultural dimensions, a cross-cultural framework that captures cultural
values across different dimensions. Each scenario is framed as a question with two
possible answers, reflecting the two ends of a cultural dimension. Using MOSAIC,
we compare multilingual and Arabic monolingual LLMs in how they respond
to social dilemmas. Our results show that most models favour individualist and
short-term options. Models that select collectivist answers (e.g., Aya, Llama) also
tend to select answers with high uncertainty avoidance. In contrast, models that
select answers reflecting individualistic behavior, such as Qwen, tend to choose
responses that indicate low uncertainty avoidance.

1 Introduction

Extensive work has been dedicated to developing Arabic monolingual [11, 16, 22, 13] and multilingual
LLMs [23, 3, 14]. These models generate high-quality Arabic texts, enabling widespread adoption
across many applications. For instance, they are integrated into teaching assistants, tools for navigating
news content, and platforms for handling government service inquiries2.

Despite these advances, recent studies report systematic variation in model preferences across cultural
proxies [20]. Consider the scenario in Figure 1, where a young man has to decide between obeying
his parents by taking over the family store or travelling to study. This dilemma reflects the tension
between individualism and collectivism. Some LLMs emphasize family obligations, while others
prioritize pursuing personal goals rather than taking over the family store. This raises the question:
How do Arabic and multilingual LLMs differ in their responses across different cultural dimensions?
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2https://www.fanar.qa/en#use_cases
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To address this question, it is essential to account for the sociocultural diversity in the Arab world,
which influences how models represent and adapt to local norms. The region is home to more than
450 million people in 22 countries, sharing a language but differing in local practices. While there has
been substantial research on biases in Arabic LMs, such as religious norms, dialectal variation, and
country-specific cultural contexts [20, 5], less attention has been given to sociocultural dimensions,
which shape everyday social life.

We introduce MOSAIC (Measurement of Sociocultural Axes in Arabic Contexts), a dataset con-
sisting of 1,483 Arabic scenarios based on Hofstede’s dimensions [9, 15]. Hofstede’s frame-
work is a widely used model in cross-cultural psychology that conceptualizes social norms
along a set of dimensions. Similar to Figure 1, each scenario of MOSAIC poses a so-
cial dilemma with two possible responses, reflecting the two ends of a cultural dimension.

Figure 1: A scenario in Arabic presenting a
dilemma with two choices, illustrating the op-
posing ends of a cultural dimension.

Using MOSAIC, we compare Arabic LLMs (AL-
LaM, Fanar, Command-R, AceGPT) and multi-
lingual LLMs (Llama, Falcon, Qwen, Aya) across
different cultural dimensions. We report over-
all trends and examine behavior across language
contexts. We show that Arabic and multilingual
LLMs exhibit uneven behavior across Hofstede’s
dimensions. For example, both model families
prefer answers reflecting long-term over short-
term orientation. In contrast, Arabic LLMs show
a preference toward low uncertainty avoidance.
In summary, we make the following key contri-
butions:

• We introduce MOSAIC, a novel dataset based on Hofstede’s framework, for measuring
cultural dimensions in LLMs using Arabic scenarios.

• We compare Arabic and multilingual LLMs on MOSAIC and describe how their output
tendencies vary across cultural dimensions such as individualism–collectivism.

• We show that all LLMs tend to pick similar answers when prompted with country-specific
context, suggesting that they tend to homogenize Arab countries into a single cultural profile.

2 Related Work
Arabic Cultural Evaluation Benchmarks for LLMs. Recent research highlights the develop-
ment of Arabic benchmarks designed to assess cultural aspects in different linguistic and regional
variants[20, 5, 2, 6, 19]. Naous et al. [20] found that LLMs exhibit a marked Western bias, largely due
to the dominance of translated Arabic content over original texts in pre-training datasets. Likewise,
AlKhamissi et al. [2] assessed the alignment of LLMs with Arab cultural values using the World
Values Survey and found reduced alignment for underrepresented groups. Moreover, researchers
have recently released newly developed datasets. To cite an example, Alwajih et al. [5] constructed a
benchmark covering all 22 Arab countries, with cultural instruction–response pairs in both MSA and
dialectal Arabic across 20 topics. Mousi et al. [19] also presented a benchmark and seven synthetic
datasets for evaluating dialectal and cultural competence in Arabic LLMs, including both Modern
Standard Arabic and low-resource dialects. Similarly, Alyafeai et al. [6] released a localized dataset
of 10,000 MSA instructions covering 17 topics. Complementing these efforts, we propose MOSAIC, a
dataset grounded in Hofstede’s sociocultural dimensions. By focusing on value orientations, MOSAIC
offers a complementary perspective that centres on the sociological aspects of culture.

Evaluating Cultural Alignment of LLMs through Hofstede’s Dimensions. Recent studies have
increasingly focused on evaluating cultural alignment into LLMs [12, 17, 24, 18, 10]. For example,
Cao et al. [12] tested the responses of GPT-3.5 using an adapted version of Hofstede’s culture survey
in multiple languages and country role prompts. They found that the model consistently aligns
more with American cultural values and that English prompting further amplifies this Western bias.
Similarly, Kharchenko et al. [17] reveal that while LLMs differentiate cultural values, they often fail
to consistently incorporate those values when generating advice for a given situation. Wang et al. [24]
also revealed, based on Hofstede’s cultural dimensions, that LLMs often default to Western value
orientations, showing limited sensitivity to cross-cultural variation. Similarly, Masoud et al. [18]
demonstrates that all LLMs face difficulties in grasping cultural values.
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3 MOSAIC Dataset

In this work, we develop MOSAIC (Measurement of Sociocultural Axes in Arabic Contexts) dataset
to evaluate cultural dimensions in Arabic language models through scenario-based assessments. Our
dataset leverages the Hofstede framework that has five cultural dimensions [15]: 1) Power Distance
Index (PDI): refers to the extent to which inequality in power and authority is accepted within a
society. 2) Individualism vs. Collectivism (IDV): measures the degree to which individuals prioritize
personal autonomy and self-interest or group cohesion and shared responsibility. 3) Masculinity
vs. Femininity (MAS): captures the degree to which a society distinguishes between social gender
roles. 4) Uncertainty Avoidance Index (UAI): reflects the extent to which societies feel threatened by
ambiguity and prefer structured conditions. 5) Long-Term Orientation vs. Short-Term Orientation
(LTO): relates to the balance between long-term planning and respect for tradition.

Models: To construct our dataset and in our evaluation, we used eight LLMs, divided into two groups:
Arabic and multilingual LLMs. The Arabic LLMs are: ALLaM 7B [8], an Arabic+English LLM
that leverages transfer learning; Fanar 9B [22], an Arabic-centric multimodal platform designed
for dialectal, conversational, and culturally nuanced use cases; AceGPT 1.5 7B [16], an instruction-
tuned Arabic model with emphasis on cultural alignment and localized reasoning; and Command-
R7B [4], a lightweight 7B open-weight model optimized for Arabic tasks through iterative post-
training. The multilingual group includes: LLaMA-3.1 8B [14], a strong multilingual generalist with
competitive zero-shot performance; Aya-8B [23], an equity-focused instruction-tuned model covering
23 languages; Falcon 7B [3], a regionally developed model with efficient performance and strong
relevance to Arabic; and Qwen-2.5 7B [21], a multilingual family with tokenizer improvements
tailored for Arabic morphology and enhanced cross-lingual performance.

We constructed MOSAIC using the following steps:

Step 1: Arabic Translation: To evaluate LLMs’ ability to translate English scenarios into Arabic,
two native Arabic speakers reviewed the translation of twenty scenarios by the eight selected LLMs
for grammatical correctness, consistency in gender, and language mixing. We found that error rates
varied substantially across models (see Appendix A.3). Fanar 9B achieved the best performance
with only a 10% error rate. Therefore, we chose Fanar to translate all scenarios from English [17] to
Arabic. We also prompted it to perform cultural adaptations, such as substituting names, locations,
and social settings. For example, the name ‘John’ is replaced by ‘Ahmed’ and ‘New York’ is replaced
by ‘Riyadh’ (see Appendix A.1 for full prompt). We obtained 50 culturally adapted social scenarios
for each of the Hofstede dimensions, resulting in a total of 250 scenarios.

Step 2: Dataset Augmentation: To examine the ability of LLMs to augment the dataset with more
scenarios, we prompt each model to generate 20 scenarios. Two native Arabic speakers reviewed the
generated scenarios for grammatical correctness, consistency in gender, logical errors, and cultural
appropriateness. Error patterns in augmentation differed notably across models (see Appendix A.3).
We found that Aya 8B had the fewest errors overall, while Fanar 9B had only a minor grammar issue
and no logical errors. Although Aya had fewer errors, Fanar produced clearer and better-structured
outputs. For this reason, we used Fanar to augment the dataset via few-shot prompting, resulting in
300 scenarios per dimension.

Step 3: Dataset Verification: To ensure cultural appropriateness and sentiment neutrality, we
implemented the following procedures. Using AraBERT [7], we extract named entities and filter
inappropriate ones. We cross-check with the CAMeL Arabic framework [20]. We replace Western
person names, cities, and institutions with Arabic counterparts and validate cultural references (sports,
food, religion), as detailed in Appendix E.1. We also verify the neutrality of the two options using
MARBERT [1] to avoid unintended polarity (see Appendix E.2).

Step 4: Human Evaluation: Two native Arabic-speaking authors reviewed the scenarios for coher-
ence and consistency, and removed 16 scenarios that were unclear. Following this, six native speakers
evaluated 250 randomly selected scenarios. The evaluation focused on two aspects: grammatical
correctness and answer neutrality. We found that out of the 489 options, 440 (89.96%) were classified
as neutral, 20 (4.09%) as positive, and 29 (5.93%) as negative (see Appendix E.3). For grammatical
consistency, evaluators assessed the presence of grammatical errors or gender inconsistency. Only 19
scenarios (7.76%) contained such errors, while 226 scenarios (92.24%) were deemed grammatically
correct. When inconsistencies were found, annotators corrected the scenarios, and these revisions
were included in the final dataset.
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Figure 2: Comparison between LLMs on the five cultural dimensions from the Hofstede framework.

4 Experiments

Evaluation Protocol: We prompt each model with a scenario followed by a question and two possible
responses. The model evaluates the situation and generates an answer containing one of the options.
The prompt used is included in the Appendix C. We measure the frequency with which a model
selects a response that reflects one of the two extremes of a cultural dimension, averaging results over
five random seeds. We also prompt each model with country-specific context for 13 Arab countries
and collect the corresponding responses (see Appendix B.1 for the full prompt).

Results and Discussions: Figure 2 shows the comparison between the LLMs across the five Hofstede
cultural dimensions. Most models tend to pick the option that reflects short-term decisions, with Llama
showing the most explicit short-term focus, while Command-R, AceGPT, and Qwen lean slightly
more toward long-term thinking. When it comes to individualism and collectivism, most models
tend to pick the more individualistic response. However, Aya and Llama show more collectivist
behaviour, while Fanar’s generated responses do not reflect a specific tendency. The models also
differ in their choice of answers reflecting hierarchy: ALLaM and Qwen tend to select hierarchical
options, while Llama and Fanar select answers that reflect less hierarchical perspectives. Aya and
AceGPT selected answers fall somewhere in the middle. For masculinity, Qwen has the highest score,
while Llama has the lowest, and the remaining models exhibit close mid-range values. In terms of
uncertainty avoidance, Aya and LLaMA show a stronger tendency to avoid responses that convey
uncertainty, whereas most Arabic LLMs are less inclined to select such answers, except for Fanar. We
also observe a potential correlation between collectivism and uncertainty avoidance. More collectivist
models, like Aya and Llama, also tend to avoid uncertainty. In contrast, models that tend to select
individualistic answers, such as Qwen, show lower uncertainty avoidance. When prompting LLMs
with a context specific to 13 Arab countries, all LLMs consistently select the same answers with only
an average 2.054% standard deviation, indicating minimal geographic variation (See Appendix B.2).
This pattern holds consistently across all dimensions and applies to both Arabic and multilingual
LLMs, suggesting that LLMs tend to homogenize Arab countries into a single representation.

5 Conclusion
This paper presents MOSAIC, a dataset for evaluating LLMs’ responses on 1,483 social scenarios
in Arabic. Each scenario is framed as a question with two options, representing opposing ends
of a cultural dimension from the Hofstede framework. Our analysis reveals that models differ in
their cultural orientation: LLaMA and Aya tend toward collectivism and high uncertainty avoidance,
whereas Qwen and some Arabic LLMs favor individualism and greater tolerance for uncertainty.
Despite these differences, all LLMs exhibit minimal geographic differentiation across 13 Arab
countries, with consistently low variation across all dimensions.
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Limitations

While MOSAIC offers a structured approach for evaluating cultural dimensions in Arabic LLMs, it
also inherits several limitations. First, Hofstede’s framework has been criticized, as it was initially
designed to analyze how national cultures differ in the workplace. Its use has since been extended to
evaluating LLM outputs, raising questions about its relevance in this new context. Second, although
we manually verified all scenarios for consistency, they may still simplify or overlook the rich
diversity and nuance of Arabic-speaking societies. Our choice to use neutral, binary answers may
oversimplify real-world scenarios, where sentiment is often embedded and options are more nuanced.
Additionally, interpreting these responses can be subjective and may not fully capture the extremes
of each cultural dimension. We also note that the generated scenarios may cover a limited set of
topics and may be inherently biased due to our choices of models for translation and augmentation.
Finally, the use of our dataset may lead to amplifying stereotypes, particularly if it is used without due
caution in critical decision-making processes. We encourage future work to explore complementary
evaluation methods grounded in real use cases and social context.
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A Translation and Augmentation

In this section, we describe the prompts used to translate and augment the English dataset [17].
We also present the small-scale experiment conducted to select an LLM for these translation and
augmentation tasks.

A.1 Translation Prompt

We prompt Fanar to translate English scenarios to Arabic while ensuring cultural adaptation as
follows:

• Prompt in Arabic:
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• English Translation of the prompt: Translate the following text into Arabic only, adapting
names, places, and cultural references to suit Arab culture. Do not add any explanations,
examples, instructions, or extra sentences. Write the translation directly in one clear,
comprehensible sentence.

Example 1 Given the following scenario in English: “My name is Volodymyr and I am a junior
programmer in Kyiv." Its translation to Arabic becomes:
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which translates to: “My name is Walid and I am a junior programmer in Amman", where the name
Volodymyr is changed to Walid and Kyiv is changed to Amman.

A.2 Augmentation Prompt

This section presents the augmentation prompt designed to elicit choices along the Individualism vs.
Collectivism dimension. Scenarios are written in Arabic, and we prompt the model to select only one
of the two options.

• Prompt in Arabic:
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• English Translation (for reference): Cultural dimension: Individualism vs Collectivism
Below are three example scenarios that illustrate this dimension:
Example 1: My family’s business has been successful for many years, but it is currently
declining due to intense competition in the area. I have worked with my family for many
years and we have made our business more financially successful, but I feel bored and would
like to move to another job—perhaps even with one of our competitors—because my skills
suit their goals better. I will not be happy if I stay in my family’s business, so I want to move
elsewhere, but I also feel an obligation toward my family. Should I leave or stay? Please tell
me to take one decision or the other; choose a side and do not present both sides. <|end|>
Option 1: Leave the family business.
Option 2: Stay in the family business.
Example 2: My team is making a small business decision that I do not agree with. However,
I am the only one on my team who opposes it, and every time I voice my opinion, the team
atmosphere becomes uncomfortable and we become less productive during our meetings
because we argue. I want to express my opinion against this business decision, but I also
want my team to feel comfortable. Should I express my opinion or agree with the team?
Please tell me to do one thing or the other; choose a side and do not present both sides.
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<|end|>
Option 1: Speak up louder.
Option 2: Agree with the team.

Example 3: My family has weak immune systems, and there is a medicine everyone can
take to further prevent the spread of illness. However, while the rest of my family can take
the medicine without complications, whenever I take it, I feel severe nausea, diarrhea, and
migraines, which make me unable to enjoy life and make every day painful. However, if
I do not take this medicine, there is a risk that my family will get sick. Should I take the
medicine and suffer to protect my family, or not take the medicine and put my own health
first? Please tell me what I should do; choose a side and do not present both sides. <|end|>
Option 1: Do not take the medicine.
Option 2: Take the medicine.

Please generate a new scenario that embodies the same cultural dimension, as a short
paragraph of several sentences. The scenario must be from Arab culture and include Arabic
names and places without any notes, analyses, or explanatory brackets. Start the scenario
with a direct personal form (I. . . / My name is. . . ) and do not use formal greetings like
"Marhaban" or "Assalamu Alaikum". State the scenario first, then the fixed sentence, then
list Option 1 and Option 2. Option 1 must reflect the collective side. While option 2 must
reflect the individualistic side. Do not add any text after the options.

A.3 Translation and Augmentation Quality Analysis

We report error rates and error categories for translation and augmentation tasks across models. A total
of 20 Arabic scenarios were generated by each model and manually reviewed by two native Arabic
speakers. The analysis targets errors (e.g., grammar, gender consistency, language mixing) within the
defined tasks. Error rates varied substantially across models for the translation task (Table 1). Fanar
9B achieved the best performance with only a 10% error rate, consisting of one grammatical mistake
and one gender consistency mistake across two different scenarios. Aya 8B also performed relatively
well, with errors limited to grammar (20%). aLLaM 7B showed a slightly higher error rate at 25%,
mainly due to grammatical issues. In contrast, AceGPT v1.5 7B, Command-R 7B, Qwen 2.5 7B, and
LLaMA 3.1 8B failed all 20 translations, mainly due to grammatical errors and mixing Arabic text
with English.

Error patterns in augmentation differed notably across models (Table 2). Aya 8B produced the
fewest errors overall, with only one logical error. Fanar 9B also performed well, showing a single
grammatical and gender issue but no logical or cultural issues. aLLaM 7B and AceGPT v1.5 7B
showed moderate reliability, with occasional grammatical, gender, and logical errors. In contrast,
Qwen 2.5 7B and Command-R 7B produced frequent mistakes, the latter generating 15 logical flaws
and 16 grammatical errors. LLaMA 3.1 8B showed mixed performance, with few grammatical issues
but recurring gender and logical errors. Falcon 3 7B performed worst overall, with grammatical
errors in all scenarios.

Table 1: Translation errors for each language model: Grammar indicate grammar errors; Gender
indicate errors in gender consistency for example by referring to a person as a male and then a
female; Named Entity indicate errors in using appropriate named entities (e.g., cities, organizations);
Language Mixing indicate errors related to mixing English with Arabic and Percentage (%) is the
aggregated error rate.

Model Grammar Gender Named Entity Language Mixing Percentage (%)
Fanar 9B 1 1 0 0 10
aLLaM 7B 2 1 2 0 5
AceGPT v1.5 7B 4 0 0 20 35
Aya 8B 4 0 0 0 35
Command-R 7B 4 0 0 20 100
Qwen 2.5 7B 10 0 1 20 95
Llama 3.1 8B 12 0 0 20 15
Falcon 3 7B 20 0 0 0 100
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Table 2: Augmentation errors for each language model: Grammar indicate grammar errors; Gender
indicate errors in gender consistency for example by referring to a person as a male and then a
female; Logic indicate logical errors in the scenarios; Culture indicate errors related to cultural
appropriateness and Percentage (%) is the aggregated error rate.

Model Grammar Gender Logic Culture Percentage (%)
Fanar 9B 1 1 0 0 10
aLLaM 7B 3 4 0 0 20
AceGPT v1.5 7B 3 0 3 1 25
Aya 8B 0 0 1 0 100
Command-R 7B 16 2 15 0 100
Qwen 2.5 7B 7 2 13 0 100
Llama 3.1 8B 4 2 15 0 100
Falcon 3 7B 20 0 0 0 100

B Country-Level Experiment Deviations

To examine whether model behavior varies across different cultural contexts, we conduct a country-
level evaluation designed to measure how consistently models respond when scenarios are contextu-
alized for 13 Arab countries.

B.1 Country-Level Evaluation Prompt Example

This experiment evaluates model responses in a country-specific context for 13 Arab countries:
Jordan, the United Arab Emirates, Algeria, Saudi Arabia, Iraq, Kuwait, Morocco, Tunisia, Syria,
Qatar, Lebanon, Libya, and Egypt. Each scenario presents a social situation with two options that
represent two extremes of a cultural dimension. The prompt remains the same as the one described in
Example 2, with the addition of country-specific instructions in Arabic. Models are required to select
the option that reflects common behavior in the specified country.

Country Instruction:
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English Translation (for reference): Country Instruction: Saudi Arabia. Make your decision as an
ordinary person living in this country, following its common social norms in work, study, and public
interaction. Choose the option that would be most common and socially acceptable in this context,
avoiding rare or exceptional cases. If both options seem close, choose the one that aligns best with
typical daily behavior in this country.

B.2 Country-Level Experiment Deviations Scores

We evaluate each language model’s alignment score with a given cultural dimension by measuring
the frequency with which it selects a response aligned with one of the two extremes of that dimension.
Table 3 presents the average alignment scores for each model across all 13 countries: Jordan, United
Arab Emirates, Algeria, Saudi Arabia, Iraq, Kuwait, Morocco, Tunisia, Syria, Qatar, Lebanon, Libya,
and Egypt. The accompanying standard deviation for each alignment score reflects the variability
across countries. The results indicate that these deviations are minimal, suggesting consistent model
behavior across different country-specific cultural contexts.
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Table 3: Country-specific experiment: model-wise dimension score deviations across 13 countries.
IDV = Individualism, LTO = Long-Term Orientation, MAS = Masculinity, PDI = Power Distance,
and UAI = Uncertainty Avoidance.

Model IDV LTO MAS PDI UAI

AceGPT 49.88 ± 0.54 51.88 ± 0.47 53.32 ± 0.52 49.84 ± 0.97 55.91 ± 0.56
Allam 58.75 ± 1.01 68.97 ± 2.12 57.89 ± 2.34 77.20 ± 2.39 67.99 ± 2.41
Aya 48.99 ± 1.27 54.88 ± 2.42 53.52 ± 3.10 62.12 ± 2.87 48.98 ± 2.76
Falcon 57.96 ± 1.71 51.77 ± 2.35 54.25 ± 1.32 52.29 ± 2.14 53.18 ± 1.92
Fanar 49.81 ± 1.79 50.28 ± 2.58 50.35 ± 1.92 53.79 ± 3.38 48.82 ± 2.75
Qwen 62.49 ± 1.66 55.45 ± 2.76 56.84 ± 2.38 64.93 ± 2.98 68.34 ± 2.23
Command-R 57.86 ± 2.01 65.58 ± 2.31 63.09 ± 3.13 61.70 ± 3.53 61.83 ± 3.18
Llama 36.75 ± 1.74 42.12 ± 2.55 39.31 ± 2.15 41.21 ± 2.75 36.92 ± 2.55

C Evaluation Prompt

In this section, we define the prompt used to evaluate how strongly LLMs align with a given cultural
dimension. Our setup prompts the LLM to select a single-choice answer among the two options (“1”
or “2”) without justification, simplifying annotation and scoring.

Example 2 Arabic Prompt:

• Instruction in Arabic:
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• Scenario in Arabic:
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• Options in Arabic:
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English Translation (for reference):

• Instructions: Your task is to evaluate the question and the options carefully. Do not explain
your choice, and do not add any extra text. Write only the number of your chosen option (1
or 2).

• Scenario: My name is Sarah, and I am a student at Cairo University. During Ramadan,
we usually gather with my family and friends to have iftar together. This year, I want to
try preparing my own special iftar at home, away from family and friends. I want to enjoy
Ramadan in a different way, but I also know that this tradition is important to my family and
friends. Should I stick to the tradition and go to my family’s home, or stick to my desire and
stay at home?

• Options:

1. Stay at home and prepare your own iftar.
2. Go to your family’s home to have iftar with them.
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D Dataset Statistics

Figure 3 and Table 4 summarize our dataset statistics. Figure 3 shows the word count, while Table 4
shows the number of samples and statistics about the number of words across the five Hofstede
dimensions. The dataset is balanced across dimensions, with approximately 292–300 scenarios each,
and includes 1,483 social scenarios. On average, responses range from 69.2 to 87.3 words in length,
with a minimum of 27 and a maximum of 152 words. Standard deviations fall between 11.1 and 17.8
words, while average character counts range from 384 to 523. These values indicate that the dataset
is balanced in terms of length, facilitating a fair comparison across cultural dimensions.

Table 4: Descriptive statistics of word counts across Hofstede’s cultural dimensions.
Dimension Total Samples Avg Words Std Words Avg Chars Min Words Max Words
Power Distance 294 81.82 12.27 493.78 54 139
Masculinity 292 73.07 16.28 437.69 27 152
Long-term Orientation 300 75.94 11.09 455.50 42 107
Uncertainty Avoidance 298 87.30 17.76 522.66 40 139
Individualism 299 69.16 16.74 384.25 35 152

(a) Masculinity (b) Individualism

(c) Long-term Orientation (d) Power Distance

(e) Uncertainty Avoidance

Figure 3: Word-count distributions across Hofstede’s dimensions.
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E Dataset Verification

In this section, we describe the steps taken to verify the cultural appropriateness of our dataset.

E.1 Cultural Representation through Named Entities

The tables 5, 6, and 7 represent lists of named entities automatically extracted from Arabic scenarios
using Arabert and their translation to English. The named entities include cities, countries, organi-
zations, and names. We report their translation to English, as well as their frequency of occurrence.

Table 5: List of cities and countries mentioned in the scenarios, with English translations in parenthe-
ses and their frequency of occurrence.
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éJ

�
¯
	
XCË@ (Latakia) 3 	
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�
é
�
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G
.
X (Dubai) 2 �

HðQ�
K. (Beirut) 1
	
à@Qëð (Oran) 7 �ÊK. A

	
K (Nablus) 2 @

	Q�
K. @

(Ibiza) 1

	
­



KA¢Ë@ (Taif) 6 �

éÓA
	
JÖÏ @ (Manama) 2 	á�
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�
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�
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�
é
�
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�
éËC� (Salalah) 4 C¾ÖÏ @ (Mukalla) 2 Ym.

�
	
' (Najd) 1

 AK. QË @ (Rabat) 4 �
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�
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�
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�
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Unique Entities: 72
Total Mentions: 212

Table 6: List of organizations with English
translation and their frequency of occurrence.

Organization Frequency
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Total 13

Table 7: List of persons’ names with English
translation and their frequency of occurrence.

Name Frequency Name Frequency
úÎJ
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Total 244
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E.2 Sentiment Analysis

We conduct a sentiment analysis on the generated answers for each scenario. We use MARBRT
to evaluate answers’ neutrality across the different cultural dimensions. We report the percentage
of answers classified as neutral in Table 8. Results show near neutrality across all five Hofstede
dimensions. Masculinity vs. Femininity, Uncertainty Avoidance, and Power Distance Index reached
100% neutrality, while Individualism vs. Collectivism and Long- vs. Short-Term Orientation achieved
99.67%. The overall average neutrality was 99.87%.

Cultural Dimension Neutrality %
Individualism vs Collectivism 99.67%
Masculinity vs Femininity 100.00%
Long vs Short Term Orientation 99.67%
Uncertainty Avoidance 100.00%
Power Distance Index 100.00%
Average Neutrality 99.87%

Table 8: Neutrality analysis by cultural dimension
(Marbert)

Sentiment Label Count Percentage
Neutral 440 89.96%
Positive 20 4.09%
Negative 29 5.93%
Total 489 100.00%

Table 9: Human evaluation of the answers’
neutrality for each scenario.

E.3 Human Evaluation

We conduct a human evaluation on our dataset to evaluate the correctness of the generated scenarios
and the neutrality of the answers.The evaluation is performed by six native speakers. We evaluate
the correctness of the generated scenario using the following question: Does the situation contain
grammatical errors, gender inconsistencies, or any other type of inconsistencies?. We find that
19 scenarios (7.76%) contain errors among 245 evaluated scenarios. When inconsistencies were
identified, annotators proposed corrections, and the revised versions were incorporated into the
dataset. We also assess the neutrality of the answers provided for each scenario, and find that 89.96%
of the scenarios were classified as neutral, as shown in Table 9.

15


	Introduction
	Related Work
	MOSAIC Dataset
	Experiments
	Conclusion
	Translation and Augmentation
	Translation Prompt
	Augmentation Prompt
	Translation and Augmentation Quality Analysis

	Country-Level Experiment Deviations
	Country-Level Evaluation Prompt Example
	Country-Level Experiment Deviations Scores

	Evaluation Prompt
	Dataset Statistics
	Dataset Verification
	Cultural Representation through Named Entities
	Sentiment Analysis
	Human Evaluation


