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Abstract Designing diverse neural architectures taking into account resource constraints or datasets is one of the main challenges in Neural Architecture Search (NAS). However, existing sample-based or one-shot NAS approaches require excessive time or computational cost to be used in multiple practical scenarios. Recently, to alleviate such issues, zero-shot NAS methods that are efficient proxies have been proposed, yet their performance is rather poor due to the strong assumption that they predict the final performance of a given architecture with random initialization. In this work, we propose a novel NAS based on block-wise parameter remapping (PR) and knowledge distillation (KD), which shows high predictive performance while being fast and lightweight enough to be used iteratively to support multiple real-world scenarios. PR significantly shortens training steps and accordingly we can reduce the required time/data for KD to work as an accurate proxy to just few batches, which is largely practical in real-world. In the experiments, we validate the proposed method for its accuracy estimation performance on CIFAR-10 from the MobileNetV3 search space. It outperforms all relevant baselines in terms of performance estimation with only 20 batches.

1 Introduction

Neural Architecture Search (NAS), which aims to automate the neural architecture design process to build a better model with stronger performance and higher efficiency for a given task, is born out of practical needs that reduce human efforts to design multiple models differently considering resource budgets and datasets in real-world scenarios. Recently, while many NAS methods [4, 42, 16, 19, 23, 29, 21, 38, 10] have been proposed and demonstrated their potential in benchmark settings, existing NAS frameworks suffer from being actively used for real-world tasks due to computationally expensiveness and time-consuming costs. For example, the search costs of sample-based NAS methods [35, 6] are 40,000 and 200 GPU hours for each device. Hardware-aware one-shot NAS methods [5, 33] alleviate such limitations by decoupling the supernet training process and the search process. We refer to those methods as the "one-shot NAS" because training of supernet [26], which is trained progressively while shrinking each dimension in the search space, requires constant one-time training cost. However, building a supernet still requires excessive computational cost and time such as 1,200 GPU hours on V100 GPU on a single dataset [5], which hinders their applicability to a new dataset. Moreover, training a supernet requires complicated techniques [5, 33] and the multi-model forgetting phenomenon can occur [26]. To further reduce the cost of architecture evaluation, zero-shot NAS methods [24, 1] that do not require training have been proposed. However, despite their high efficiency, the accuracy of prediction is very poor and most of them cannot capture the distributional distinctiveness of the various datasets [26].

To overcome such limitations, in this work, we propose a lightweight NAS approach based on block-wise parameter remapping (PR) and knowledge distillation (KD) for only in few batches, enabling rapid prediction of the performance of a given neural architecture using just few batches.
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Figure 1: (a) While one-shot NAS frameworks train the supernet on each new dataset, such training is too difficult and requires a heavy cost to actively use for each individual in the real world. (b) Zero-shot NAS methods have shown high efficiency in the search process, yet their proxy performances need to be improved. (c) We design lightweight proxy by combining parameter remapping and knowledge distillation. The proposed proxy is fast enough and show accurate proxy performance to be used in practical scenarios.

(see Figure 1). Specifically, we first prepare reference blocks by learning a reference model consisting of reference blocks, on a target dataset. Then, we construct a block zoo via block-wise PR and KD from the reference to candidate blocks which are included in the search space. The former is performed by two-level steps such as layer-wise and channel-wise PR between each reference block and possible other candidate blocks. The latter is to make candidate blocks mimic each reference block via distilling knowledge of output feature map. During search process, candidate models are made by assembling the blocks provided from the block zoo. Finally, the accuracy of a candidate model with remapped and distilled parameters is used as a proxy to evaluate the final performance of the model. After selecting the final model based on the proposed proxy, we can obtain the model with high-performing parameters on target dataset rapidly though a few fine-tuning from distilled parameters instead of training a large number of parameters from random initialization. Notably, the PR from reference blocks before KD significantly improves the search speed compared to a proxy using KD only. Moreover, since the building block zoo is a one-time cost, the block zoo once created can be used repeatedly to support designing models suitable for different resource budgets.

The experimental results demonstrate that the proposed method shows a high-ranking correlation between the predicted values and the final performance of the architecture candidates in the MobileNetV3 search space, outperforming other baselines. We believe that the proposed method with high prediction performance in decent time is a new alternative bridge between the high cost of one-shot NAS and the poor performance of zero-shot NAS for real-world scenarios.

2 Related Work

**NAS Methods** Neural Architecture Search (NAS) suggests to automate designing the optimal architecture. Early NAS, which is based on reinforcement learning [42, 4, 41] or evolutionary algorithms [31, 20, 11, 30], was impossible to be applied without huge computing resources as the process of training and evaluating the sampled model was repeated. To overcome tremendous computing costs, two types of approaches are introduced: one-shot [2, 33] and zero-shot NAS methods [1, 9, 18, 22, 24, 27]. The former can reduce the evaluation cost by sharing parameters in the search space. However, they still take a lot of computational cost and time to train the supernet. Also, because the parameters are shared among all architectures in the search space, multi-model forgetting can occur [26]. The later zero-shot NAS, reduced both training and evaluation costs because it measures the performance of a model in random state. However, their proxies show
worse performance than the parameter size or FLOPs-based proxies in some search space [26]. In addition, there is a problem that the stability of the proxy is different for each search space.

**Parameter Remapping** Parameter remapping (PR) can reduce the tedious process caused by training a new model from scratch by reusing the parameters of the previously trained network. Some NAS methods [29, 11, 7, 34, 5] use parameter sharing to evaluate the architecture in the search space, which can be interpreted as PR on various levels, e.g., kernel size, depth, width, and resolution. Furthermore, other studies [8, 13, 12] utilize PR for effective initialization of the models. However, in previous studies, conducting PR was for succession from a supernet to a child model to evaluate the performance as it is, or for accelerating training of a new model. We present a novel method of taking advantage of PR as a proxy by applying PR before the knowledge distillation (KD) so that our proxy can approximate the actual performance of a model candidate within a few batches.

**Block-wise Knowledge Distillation** Knowledge distillation (KD) is proposed to transfer knowledge from a large teacher model to a smaller student model [3]. In order to make the student model imitate the teacher model, the student model is trained with soft labels [14], logits [36] or intermediate features [28, 32, 37, 39, 40] from the teacher model. To perform block-wise KD, [37] regards the model as a block-unit configuration and proposes a method for sequential KD for each block. Furthermore, to shorten the time required, [17] presents a parallel method for block-wise KD. However, the existing method is difficult to operate as a fast proxy because it takes a lot of time by performing KD. We address this problem by devising a new proxy that combines PR with KD.

## 3 Building a Lightweight Accuracy Proxy

In this section, we introduce a guideline to build our lightweight proxy to be used for the search process in several practical scenarios.

**Preparing a Reference Model** We first train the reference model \( \hat{F}(\cdot; \hat{\theta}) \) on a target dataset \( D \), which the model is compositions of \( M \) blocks by \( \hat{F}(x; \hat{\theta}) = \hat{B}_M \circ \cdots \circ \hat{B}_1(x; \hat{\theta}_1) \) where \( x \) is an input tensor (input image or intermediate feature) and \( \hat{B}_i \) is the \( i \)-th block of the model. In this work, to maximize the effectiveness of KD in student networks, we regard the largest network we can get from the search space as the reference model.

**Building a Block Zoo** In the next two steps, we build a block zoo by making student blocks \( \{B_{m,n}(\cdot; \theta)\}_{n=1}^{N} \) mimic the trained reference blocks \( \hat{B}_m \) for \( m = 1, \ldots, M \) via PR and KD.

**Block-wise Parameter Remapping** In this step, we map the trained parameters \( \hat{\theta}_m \) of the \( m \)-th reference block \( \hat{B}_m \) to \( \{\theta_m,n\}_{n=1}^{N} \) of the candidate blocks \( \{B_{m,n}\}_{n=1}^{N} \). Unlike KD-only performance proxy [17, 25], we observe that including PR improves the performance and efficiency of the proxy (see Figure 2). As the number of layers and parameters (channels) for each layer between the reference and candidate block can be different, we consider layer-wise and channel-wise PR. In other words, a candidate block \( B_{m,n}(x) = O_{m,n} \circ \cdots \circ O_{m,n,1}(x; \theta_{m,n,1}) \) where the number of layers in \( B_{m,n} \) is \( O_{m,n} \) and \( O_{m,n,o} \) is the \( o \)-th layer (operations) with parameter \( \theta_{m,n,o} \) in the \( n \)-th candidate block \( B_{m,n} \). We first consider layer-wise PR. For each block \( B_{m,n} \), we assume the number of layers \( O_{m,n} \) in a candidate is always less than or equal to that of the reference block \( O_{m,n} \leq \hat{O}_{m,n} \). Then we remap parameters of each layer as follows:

\[
\theta_{m,n,o} = \tilde{\theta}_{m,o} \quad \text{for} \quad o = 1, \ldots, O_{m,n}.
\]  

Next, we consider channel-wise PR. Similar with the layer-wise PR, we assume that the number of kernels \( K_{m,n,o} \) of each layer \( O_{m,n,o} \) in a candidate block is always less than or equal to that of the reference block \( K_{m,n,o} \leq \hat{K}_{m,n,o} \). We can remap the channels for each layer \( O_{m,n,o} \) as follows:

\[
\theta_{m,n,o,k} = \tilde{\theta}_{m,o,k} \quad \text{for} \quad k = 1, \ldots, K_{m,n,o}.
\]
Table 1: Comparison of Spearman’s rank correlation between the estimated and actual accuracies on CIFAR-10. \( B \) is the number of batches required to train the reference net (one-time cost). \( i \) is the number of candidate networks.

<table>
<thead>
<tr>
<th>Type</th>
<th>Proxy Type</th>
<th># of Training Batch</th>
<th>Final Accuracy of Scratch (SC)</th>
<th>Final Accuracy of Params. Remap (PR)</th>
<th>Final Accuracy of Knowl. Distill (KD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>Gradnorm [1]</td>
<td>20i</td>
<td>0.540</td>
<td>0.739</td>
<td>0.679</td>
</tr>
<tr>
<td>Baseline</td>
<td>Fisher [1]</td>
<td>20i</td>
<td>0.422</td>
<td>0.578</td>
<td>0.523</td>
</tr>
<tr>
<td>Baseline</td>
<td>Snip [1]</td>
<td>20i</td>
<td>0.408</td>
<td>0.610</td>
<td>0.573</td>
</tr>
<tr>
<td>Baseline</td>
<td>Synflow [1]</td>
<td>20i</td>
<td>0.208</td>
<td>0.449</td>
<td>0.416</td>
</tr>
<tr>
<td>Baseline</td>
<td>NASWOT [24]</td>
<td>20i</td>
<td>0.785</td>
<td>0.765</td>
<td>0.749</td>
</tr>
<tr>
<td></td>
<td>FLOPs</td>
<td>-</td>
<td>0.328</td>
<td>0.490</td>
<td>0.556</td>
</tr>
<tr>
<td></td>
<td>L2norm</td>
<td>20i</td>
<td>0.070</td>
<td>0.275</td>
<td>0.249</td>
</tr>
<tr>
<td>Ablation Study</td>
<td>Initial Accuracy of PR</td>
<td>–</td>
<td>0.275</td>
<td>0.214</td>
<td>0.343</td>
</tr>
<tr>
<td>Ablation Study</td>
<td>Initial Accuracy of KD</td>
<td>( B + 20i )</td>
<td>0.216</td>
<td>0.232</td>
<td>0.202</td>
</tr>
<tr>
<td>Ablation Study</td>
<td>Initial Accuracy of KD</td>
<td>( B + 650i ) (1 epoch)</td>
<td>0.786</td>
<td>0.861</td>
<td>0.853</td>
</tr>
<tr>
<td>Ours</td>
<td>Initial Accuracy of PR + KD</td>
<td>( B + 20i )</td>
<td>0.797</td>
<td>0.893</td>
<td>0.887</td>
</tr>
</tbody>
</table>

Block-wise Few-batch Knowledge Distillation We conduct a distillation of block-wise feature maps by minimizing the Mean Square Error (MSE) loss between the reference block \( \hat{B}_m (\cdot; \theta) \) and the parameter-remapped student block \( B_{m,n} (\cdot; \theta) \) in Equation (3). \( C \) is the number of channels in a feature map, \( \theta_{m,n} \) are the weights of the candidate block \( B_{m,n} \). \( \pi_m = \hat{B}_m (\pi_m - 1; \theta) \) is the target output feature of the reference block \( \hat{B}_m \). \( \pi_{m,n} = B_{m,n} (\pi_{m-1}; \theta_{m,n}) \) is the output of the \( n \)-th candidate block \( B_{m,n} \).

\[
\mathcal{L}(\theta_{m,n}; \pi_{m-1}, \pi_m) = \frac{1}{C} \sum_{c=1}^{C} \| \hat{\pi}_m^c - \pi_{m,n}^c \|^2, \tag{3}
\]

Now, we can perform training (block-wise KD) within just few batches \( T \) as follows:

\[
\theta_{m,n}^{(t+1)} = \theta_{m,n}^{(t)} - \alpha \nabla_{\theta_{m,n}^{(t)}} \mathcal{L}(\theta_{m,n}; \pi_{m-1}, \hat{\pi}_m) \quad \text{for} \quad t = 1, \ldots, T, \tag{4}
\]

where \( \alpha \) is a learning rate. We conduct the distillation step with Equation (3) for all reference blocks \( \{\hat{B}_m (\cdot; \theta)\}_{m=1}^{M} \). The total number of components in the block zoo is \( M \times N \).

Scoring Model Candidates We can assemble any candidate model \( F_i (\cdot; \theta) \) by taking the blocks corresponding to a configure of the model from the block zoo \( \{B_{m,n} (\cdot; \theta)\} \) for \( m = 1 \ldots M \) and \( n = 1 \ldots N \). We use an average accuracy of the given model \( F_i (\cdot; \theta) \) computed on \( T \) batches that were used to train blocks, as the proxy for the final accuracy of the model. Moreover, we can obtain the final model by fine-tuning and it outperforms the baselines trained from scratch (see Figure 3).

4 Experiment

We validate the performance of our proxy on the accuracy prediction of architectures on CIFAR-10. We consider MobileNetV3 [15, 5, 25] search space which supports many CNNs of different sizes that is tuned for mobile applications. Specifically, our search space consists of 5 stages, and in
each stage, the number of layers ranges across \{1, 2, 3, 4\}, the kernel size is 3, and the channel expansion ratio should be chosen from \{2, 4, 6, 8, 10\}. This leads the search process to a choice out of \((5^1 + 5^2 + 5^3 + 5^4)^5 \approx 10^{15}\).

**Effectiveness and Efficiency of the Proposed Proxy** In Table 1, we report the Spearman’s rank correlation (higher the better) between the estimated accuracies and three types of actual accuracies when 40 neural architectures are trained after random initialization (SC), parameter remapping (PR), and knowledge distillation (KD), respectively. We compare against two types of baselines: 1) a proxy predictor with FLOPs and 2) zero-shot proxies [1, 24] such as Gradnorm, NASWOT, etc. For fair comparison with our method, the results of zero-shot proxies are obtained using the average zero-shot proxy values measured with those same T batches in Equation (4) for a given model. The results show that zero-shot proxies are better than FLOPs based proxy, yet their prediction performances are still low. Surprisingly, our proxy achieves the best Spearman’s rank correlations of 0.797, 0.893, and 0.887 on SC, PR, and KD, respectively. This shows the clear advantage of our method, as the superior estimation accuracy with decent sample-efficiency in practical scenarios.

**Ablation Study** We analyze the effect of the PR and KD combination in Table 1. We observe that using both PR and KD (PR + KD) largely outperforms the others that consider only a single component. Correlation values of PR-only proxy are less than 0.343 on three final accuracies and those of KD-only (20 batches) proxy are less than 0.232. Even if we use more training batches such as 650, KD-only proxy still underperforms the proposed proxy. In Figure 2, we further demonstrate the effect of the number of training batches on the performance of the accuracy proxy. In particular, when the number of training batches is 15 or more, our PR + KD proxy achieve over 0.6 correlation on 40 neural architectures. Contrarily, KD-only proxy shows very poor performance with few training batches (<20). Here, we show that PR largely helps our proxy to predict the performance more accurately even in the early batches by utilizing the trained parameters.

**Final Performance with Initialization Type** In Figure 3, we analyze the effect of fine-tuning the pre-trained models with the proposed method. Most of fine-tuning knowledge-distilled models (KD) outperform models that are trained from the random initialization (SC). Initializing with PR or PR + KD also shows better performance compared to SC, and comparable performance to KD-only.

5 Conclusion

We proposed a simple-yet-effective accuracy proxy that combines parameter remapping (PR) and knowledge distillation (KD) which allows NAS to estimate accuracy more precisely with the fast time speed. Specifically, we build a block zoo by remapping the parameters from trained model on target dataset and distilling its features block-wisely. The PR significantly reduces the number of training steps as just few steps during the KD. Training accuracy of models that is assembled with blocks from block zoo is used as our proxy. Moreover, the model is also used as a pre-trained weight that makes model to obtain higher performance at the end. We validated our method by measuring its accuracy estimation performance on CIFAR-10. Our method outperforms the baselines with high predictive performance within only 20 training batches.

6 Limitations and Broader Impact Statement

**Limitations** While we have observed that the PR from the reference to the candidate block from the front of the layers and channels of the reference are sufficient to obtain a good proxy, we believe that deciding which channel parameters of the reference is mapped to those of the candidate block is important to get better proxy. In addition, more flexible search can be possible by performing PR and KD from a reference block with a smaller size to the blocks with larger size.

**Broader Impact** Since our method requires only a few batches to evaluate each network, we can largely reduce the waste of energy consumption and CO2 emissions. Since the proposed method is fast, lightweight, and high performing, it can have a huge impact as people can easily use it to design a model optimized for their own dataset.
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