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Abstract—In this paper we prove an optimal estimate for
the norm of wavelet localization operators with Cauchy wavelet
and weight functions that satisfy two constraints on different
Lebesgue norms. We prove that multiple regimes arise according
to the ratio of these norms: if this ratio belongs to a fixed interval
(which depends on the Lebesgue exponents) then both constraints
are active, while outside this interval one of the constraint is
inactive. Furthermore, we characterize optimal weight functions.

Index Terms—Wavelet localization operators, optimal esti-
mates.

I. INTRODUCTION

In [3], sharp estimates for the norm of time-frequency
and wavelet localization operators were obtained using the
remarkable Faber–Krahn inequality for the short-time Fourier
transform with Gaussian window, proved in [2], and the anal-
ogous result for the wavelet transform with Cauchy wavelets
proved in [4]. More precisely, the problem of maximizing the
operator norm of a (time-frequency or wavelet) localization
operator under the assumption that the weight function belongs
to some Lebesgue space for 1 ≤ p <∞ (and possibly also in
L∞) was addressed, along with the characterization of optimal
weights. This result, for time-frequency localization operators,
was generalized by the author in [5], where weight functions
are assumed to belong to the intersection of two Lebesgue
spaces Lp ∩ Lq , for 1 < p, q < ∞. In this paper, we address
the analogous problem for wavelet localization operators, thus
proving that similar phenomena appear in this setting.

II. PRELIMINARIES, NOTATION AND MAIN RESULT

We consider the Fourier transform with the following nor-
malization

f̂(ω) =
1√
2π

∫
R
f(t)e−iωt dt.

For β > 0, we consider the so-called Cauchy wavelet ψβ ∈
L2(R) defined by

ψ̂β(ω) = cβχ[0,+∞)(ω)ω
βe−ω, ω ∈ R,

where cβ is chosen so that 2π∥ψ̂β∥L2(R+,dω/ω) = 1 (R+ =
(0,+∞)). The wavelet transform with respect to a Cauchy
wavelet is then defined as

Wψβ
f(x, y) =

1
√
y

∫
R
f(t)ψβ

(
t− x

y

)
dt,

where (x, y) ∈ R × R+. The wavelet transform is well
defined from the Hardy space H2(R) = {f ∈ L2(R) :
f̂(ω) for a.e. ω < 0}, with the norm inherited from L2(R),
into L2(R × R+, dν), where dν = dxdy/y2 is the left Haar
measure on R × R+ ≃ C+ regarded as the “ax + b” group.
The choice of the constant cβ is such that Wψβ

: H2(R) →
L2(R× R+, dν) is an isometry.

Given F ∈ Lp(R × R+, dν), 1 ≤ p ≤ ∞, and f, g ∈
H2(R), the wavelet localization operator LF,β with weight F
is defined through the duality

⟨LF,βf, g⟩L2 =

∫
R×R+

FWψβ
fWψβ

g dν

and is a bounded operator from H2(R) into itself (see [6]).
Our aim is to find optimal estimates

∥LF,β∥H2→H2 ≤ C(p, q, A,B)

where F ∈ Lp(C+, dν)∩Lq(C+, dν) satisfies the constraints

∥F∥Lp(C+,dν) ≤ A, ∥F∥Lq(C+,dν) ≤ B, (1)

for some p, q ∈ (1,+∞) (with p ̸= q) and some A,B ∈
(0,+∞). For the ease of notation, from now on we denote
the operator norm of LF,β simply as ∥LF,β∥.

Our proof relies on the following theorem.
Theorem 2.1 ( [3] Theorem 5.3): Let F ∈ Lp(C+, dν) for

some p ≥ 1 and let v(t) = ν({|F | > t}) be the distribution
function of |F |. Then

∥LF,β∥ ≤
∫ ∞

0

G(v(t)) dt, (2)

where G(s) = 1− (1+ s/4π)−2β . Equality is achieved if and
only if F (z) = eiθρ(|z−z0|2/|z−z0|2), for some θ ∈ R, z0 ∈
C+ and some nonincreasing function ρ : [0, 1) → [0,+∞).

Before stating our main theorem, we introduce the following
constants

αp =
p− 1

2β + 1
, σp =

p− 1

2βp+ 1
, κp =

p− 1

p
,

with analogous definition for q instead of p.



Theorem 2.2: Let p, q ∈ (1,+∞), A,B ∈ (0,+∞) and

r1 = (4π)
1
q−

1
p

(
αq

p− αq

)− 1
p

(σq)
1
q ,

r2 = (4π)
1
q−

1
p

(
αp

q − αp

) 1
q

(σp)
− 1

p .

Let F ∈ Lp(C+, dν) ∩ Lq(C+, dν) satisfying (1). Then:
1) If q > αp and B/A ≥ r2 (respectively p > αq and

B/A ≤ r1) then the Lq (respectively Lp) constraint is
inactive and it holds

∥LF,β∥ ≤ 2β

(4π)1/p
σκp
p A

(respectively ∥LF,β∥ ≤ 2β

(4π)1/q
σκq
q B)

with equality if and only if, for some θ ∈ R and some
z0 ∈ C+, it holds

F (z) = eiθλ

(
1−

∣∣∣ z−z0z−z0

∣∣∣2)−αp

(respectively F (z) = eiθλ

(
1−

∣∣∣ z−z0z−z0

∣∣∣2)−αq

),

with z ∈ C+ and λ = A(4πσp)
−1/p (respectively λ =

B(4πσq)
−1/q).

2) Otherwise it holds

∥LF,β∥ ≤
∫ ∞

0

G(u(t)) dt, (3)

where

u(t) = 4πmax{(λ1tp−1 + λ2t
q−1)−

1
2β+1 − 1, 0} (4)

and λ1, λ2 > 0 are uniquely determined by{
p
∫ +∞
0

tp−1u(t) dt = Ap

q
∫ +∞
0

tq−1u(t) dt = Bq
.

Moreover, letting T > 0 denote the unique solution of
λ1T

p−1 + λ2T
q−1 = 1, the function t 7→ {(λ1tp−1 +

λ2t
q−1)−

1
2β+1 − 1} defined on (0, T ] is invertible and

we denote by ψ : [0,+∞) → (0, T ] its inverse. Then,
equality in (3) is achieved if and only if

F (z) = eiθψ

(
|z − z0|2/|z − z0|2

1− |z − z0|2/|z − z0|2

)
for some θ ∈ R and some z0 ∈ C+.

Proof of 2.2(1): The proof of the first part of the theorem
essentially follows from the observation that optimal functions
for the problem with just the Lp constraint (see [3, Theorem
5.28(ii)]), that are

Fp(z) = eiθλ

(
1−

∣∣∣∣z − z0
z − z0

∣∣∣∣2
)−αp

where z ∈ C+, λ = A(4πσp)
−1/p, for some θ ∈ R,

z0 ∈ C+, may have an Lq norm less or equal than B. Using

the expression of their distribution function (see [3, Equation
(5.17)]) it is immediate to obtain the following

∥Fp∥qq = q

∫ ∞

0

tq−1ν({|Fp| > t}) dt

= 4πqλq
∫ 1

0

(sq−1−αp − sq−1) ds.

This integral is not finite for q ≤ αp, while for q > αp we
have

∥Fp∥q = (4π)
1
q−

1
p

(
αp

q − αp

) 1
q

(σp)
− 1

pA,

which is less or equal than B if and only if

B

A
≥ (4π)

1
q−

1
p

(
αp

q − αp

) 1
q

(σp)
− 1

p = r2.

So, in this regime of the parameters, Fp solves also the
problem with the Lq constraint. Repeating the same argument
with q instead of p gives the remaining part of the statement.

The regime we just considered (that is p > αq and B/A ≤
r1 or q > αp and B/A ≥ r2) does not completely solve the
problem. To obtain an estimate in the remaining regime, we
have to look at the variational problem

sup
v∈C

∫ ∞

0

G(v(t)) dt, (5)

where C is the class of all distribution functions coming from
weights satisfying (1) and is defined as

C = {v : (0,∞) → [0,∞) nonincreasing s.t.

p

∫ ∞

0

tp−1v(t) dt ≤ Ap,

q

∫ ∞

0

tq−1v(t) dt ≤ Bq}.

(6)

We point out that this variational problem is similar to the
one that has been solved in [5] and that all the information
about the original setting (i.e. wavelet localization operators
with Cauchy wavelet) are encoded in the function G and the
measure ν. Indeed, our main theorem is based on the following
proposition, which is quite general and, apart from the explicit
expression of the extremizer of (5), is independent of the
particular function G. As a matter of fact, the only assumptions
on G are the following:

• G is of class C1;
• G is strictly increasing;
• G(s) ≤ min{1,Ks} for every s > 0 and some K > 0

(in this case K = β/2π).
Proposition 2.3: The variational problem (5) has a unique

maximizer, that is given by

u(t) = 4πmax{(λ1tp−1 + λ2t
q−1)−

1
2β+1 − 1, 0},

for t ∈ (0,∞), where λ1, λ2 > 0 are uniquely determined by{
p
∫ +∞
0

tp−1u(t) dt = Ap,

q
∫ +∞
0

tq−1u(t) dt = Bq.



Sketch of the proof: We use some arguments similar to
those that already appeared in [3], [5]. Hence, we only give a
sketch of the proof.

• The first thing to prove is the existence of a maximizer.
This is done using the direct method of calculus of
variations (compactness is given by Helly’s selection
theorem).

• Then, one needs to enlarge C by removing the mono-
tonicity assumption, while proving that maximizers are
still in C. This is done using decreasing rearrangements.

• Since (5) is a constrained optimization problem it is easy
to see that if u is a maximizer then

G′(u(t)) = λ1t
p−1 + λ2t

q−1,

where t ∈ (0,M), for some M > 0 and some Lagrange
multipliers λ1, λ2 ∈ R. Using the explicit expression of
G, up to renaming the multipliers this implies

u(t) =

{
4π[(λ1t

p−1 + λ2t
q−1)−

1
2β+1 − 1], t ∈ (0,M)

0, t ∈ (M,∞)

• Using this explicit expression, one can prove that max-
imizers must achieve equality in both constraints, that
λ1 and λ2 are both positive and that maximizers are
continuous, which implies M = T , where T is the unique
positive solution of the equation λ1T p−1 + λ2T

q−1 = 1.
• Finally, using the particular regime of the parameters p,
q, A and B, one proves that λ1 and λ2 are uniquely
determined by the condition that u must achieve equality
in the constraints. If we interpret u as a function of t,
λ1 and λ2, this is done by studying the level sets of the
functions

f(λ1, λ2) = p

∫ T

0

tp−1u(t, λ1, λ2) dt

g(λ1, λ2) = q

∫ T

0

tq−1u(t, λ1, λ2) dt.

Indeed, one can prove that the level sets {f = Ap}
and {g = Bq} do intersect (due to the regime of the
parameters) and that the intersection is unique. This, in
the end, implies the uniqueness of the maximizer.

Thanks to this proposition we can conclude the proof of
Theorem 2.2.

Proof of Theorem 2.2(2): Combining Theorem 2.1 and
Proposition 2.3 we have that

∥LF,β∥ ≤
∫ ∞

0

G(v(t)) dt ≤
∫ T

0

G(u(t)) dt,

which gives the optimal estimate.
For the characterization of optimal weights, we notice that,

due to Theorem 2.1, equality in the first estimate is achieved
if and only if

F (z) = eiθρ(|z − z0|2/|z − z0|2),

for some θ ∈ R, z0 ∈ C+ and ρ : [0, 1) → [0,∞) nonin-
creasing, while, due to Proposition 2.3, equality in the second
estimate is achieved if and only if v, that is the distribution
function of |F |, is equal to u. This allows us to reconstruct (at
least, in an implicit way) the expression of optimal weights.
Indeed, the super-level set {|F | > t} is an hyperbolic disc
with centre z0 and ν-measure equal to u(t), that is the subset
of C+ given by∣∣∣∣z − z0

z − z0

∣∣∣∣2 < 1−
(
1 +

u(t)

4π

)−1

.

For simplicity, we let d(z, z0) = |z − z0|2/|z − z0|2. Clearly,
for all the points on the boundary of this disk it holds

t = ρ(d(z, z0))

and

d(z, z0) = 1−
(
1 +

u(t)

4π

)−1

.

Inverting the last equation for t < T leads to

d(z, z0)

1− d(z, z0)
= u(t) = (λ1t

p−1 + λ2t
q−1)−

1
2β+1

and, recalling that ψ denotes the inverse function of the right-
hand side, we have

t = ψ

(
d(z, z0)

1− d(z, z0)

)
,

which implies

ρ(d(z, z0)) = ψ

(
d(z, z0)

1− d(z, z0)

)
.

In conclusion, we obtained that optimal weight functions are
given by

F (z) = eiθψ

(
|z − z0|2/|z − z0|2

1− |z − z0|2/|z − z0|2

)
,

which concludes the proof.
We conclude with some remarks.
Remark 1: The proof of Theorem 2.2 strongly relies on the

concentration estimate proved in [4], that is∫
Ω

|Wψβ
f(x, y)|2 dν(x, y) ≤ 1−

(
1 +

ν(Ω)

4π

)−2β

for every normalized f ∈ H2(R) and every Ω ⊂ C+ with
finite ν-measure, along with the characterization of optimal
sets. Once this result is known in some other setting, the proof
of the optimal estimate for localization operators follows the
same path since, as already noticed, the variational problem
(5) does not depend on the original setting (e.g. short-time
Fourier transform, wavelet etc.). As an example, using [1,
Theorem 5.2] one can prove analogous estimates in the “spher-
ical setting” (which corresponds to spaces of holomorphic
polynomials on the Riemann sphere with the Fubini-Study
metric).

Remark 2: For one of the Lebesgue exponents, say q, that
goes to ∞, one would expect to recover the result from [3],



where the problem with an Lp and L∞ constraint is addressed.
For the expression of the thresholds that differentiate between
the regimes where one or two constraints are active, this is
true. Indeed, if q is sufficiently large it is easy to see that the
only condition that matters in differentiating between Theorem
2.2(1) and Theorem 2.2(2) is if B/A is larger or smaller
than r2. Moreover, for q → ∞ we have r2 → (4πσp)

−1/p,
which is exactly the threshold that appears in [3, Theorem
5.2]. However, the study of the limit of the expression of the
maximizer u seems to be quite involved, since the quantities
λ1, λ2 and T appearing in (4) are all defined in an implicit
way. In addition to that, obtaining the estimate for the Lp∩L∞

case with this limit argument would not automatically yield
the uniqueness of the extremizers.

Remark 3: Theorem 2.2 has some immediate yet interesting
corollaries, which we do not state explicitly for the sake
of brevity. For example using a duality argument one can
immediately prove and optimal estimate for ∥|Wψβ

f |2∥Lp+Lq

(see [5, Corollary 3.2] for the analogous result for the short-
time Fourier transform). Moreover, thanks to the Bergman
transform, one can transfer these results to functions in the
Bergman space and Toeplitz operators on these spaces.
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