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Abstract
Large Language Models (LLMs) demonstrate001
impressive performance across various multi-002
modal tasks. However, their effectiveness in003
cross-cultural contexts remains limited due to004
the predominantly Western-centric nature of005
existing data and models. Meanwhile, multi-006
agent models have shown strong capabilities007
in solving complex tasks. In this paper, we008
evaluate the performance of LLMs in a multi-009
agent interaction setting for the novel task of010
multicultural image generation. Our key con-011
tributions are: (1) We introduce MosAIG, a012
Multi-Agent framework that enhances multi-013
cultural Image Generation by leveraging LLMs014
with distinct cultural personas; (2) We pro-015
vide a dataset of 9,000 multicultural images016
spanning five countries, three age groups, two017
genders, 25 historical landmarks, and five lan-018
guages; and (3) We demonstrate that multi-019
agent interactions outperform simple, no-agent020
models across multiple evaluation metrics, of-021
fering valuable insights for future research.022
Our dataset and models are available at https:023
//anonymous.4open.science/r/MosAIG.024

1 Introduction025

Societies worldwide are increasingly diverse, with026

people of various cultural backgrounds co-existing027

- an outcome amplified by global travel and mi-028

gration (Castles et al., 2103). This multicultural029

tapestry offers both opportunities and challenges,030

particularly in Artificial Intelligence (AI), where031

robust representation of diverse groups is essen-032

tial for equity and inclusivity (Hershcovich et al.,033

2022; Naous et al., 2023; Mihalcea et al., 2024)034

However, most existing datasets—especially those035

used for text-to-image generation—primarily focus036

on narrow demographics, predominantly western037

adult males, and frequently portray single-culture038

scenarios (e.g., a Chinese temple, an Indian mar-039

ket) (Liu et al., 2024; Kannen et al., 2024). Such040

limited scope fails to encompass common multicul-041

tural interactions (e.g., a Chinese girl visiting the042
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Figure 1: Most datasets used for training are dominated
by singular cultural contexts (e.g., “Golden Gate Bridge”
primarily depicted with American visitors or as a stan-
dalone monument). However, real-world scenarios often
transcend cultural boundaries, with people from various
backgrounds sharing spaces and experiences. Including
images that combine multiple cultures, gender and age
groups in a single scene allows models to develop a
richer, more nuanced understanding of the world.

Golden Gate Bridge). This limited representation 043

affects the applicability of text-to-image genera- 044

tion models as they fail to accurately reflect the 045

varied cultural and demographic landscapes of the 046

real world (Hershcovich et al., 2022; Bhatia et al., 047

2024). 048

To address this gap, our work aims to enhance 049

diversity in text-to-image generation models and 050

datasets. We examine two critical dimensions: 051

(1) the demographic attributes of the depicted per- 052

son, and (2) the multicultural interactions between 053

the person and the landmark (e.g., Golden Gate 054

Bridge). To this end, we investigate four de- 055

mographic aspects—age, gender, nationality, and 056

language, while incorporating cross-cultural land- 057

marks (Figure 1). By systematically exploring 058

these aspects, we seek to evaluate and improve 059

how state-of-the-art text-to-image models portray 060

diverse populations and their interaction. Our paper 061

aims to answer three main research questions. 062
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RQ1: How accurately do state-of-the-art text-063

to-image models depict people from one064

culture within the context of a landmark065

associated with a different culture?066

RQ2: How does the performance of text-to-067

image generation vary across different de-068

mographic groups?069

RQ3: What strategies can enhance the perfor-070

mance of multicultural text-to-image gen-071

eration?072

The paper makes the following contributions.073

First, we compile and share the first dataset of074

9,000 images depicting multicultural interac-075

tions, i.e., a person and a landmark from dif-076

ferent cultures, across five countries, three age077

groups, two genders, 25 historical landmarks, and078

five languages. Second, we propose MosAIG a079

novel multi-agent framework to improve multi-080

cultural text-to-image generation performance081

across demographics and languages. Finally, we082

show that our multi-agent interactions outper-083

form simple models across multiple evaluation084

metrics, and provide actionable steps for future085

work.086

2 Related Work087

Cultural Evaluation in Language and Vision088

Models. Research in language-based models089

is advancing rapidly in capturing cultural nu-090

ances through large multilingual evaluation bench-091

marks (Pawar et al., 2024; Romanou et al., 2024;092

Singh et al., 2024). In the language-vision domain,093

recent benchmarks like CVQA (Romero et al.,094

2024) and GlobalRG (Bhatia et al., 2024) focus095

on culturally aware question answering, retrieval,096

and visual grounding. Novel methods leveraging097

multi-agent frameworks of large multimodal mod-098

els (Guo et al., 2024; Han et al., 2024) have shown099

further promise in enhancing cross-cultural under-100

standing. For instance, MosAIC (Bai et al., 2024)101

employs a multi-agent framework for cross-cultural102

understanding but focuses on image captioning in103

single-culture contexts rather than text-to-image104

generation. Our work addresses this gap by ex-105

amining how state-of-the-art text-to-image mod-106

els handle multicultural representations within the107

same image.108

Text-to-Image Generation Models and Bench-109

marks. Text-to-image generative capabilities110

have advanced rapidly in recent years, as evidenced111

by models such as Stable Diffusion-XL (Podell 112

et al., 2023), DALLE-3 (Betker et al., 2023), and 113

FLUX (Labs, 2023). Evaluation benchmarks like 114

TIFA (Hu et al., 2023), GenEval (Ghosh et al., 115

2024), and GenAIBench (Lin et al., 2025) tradi- 116

tionally emphasize technical factors such as real- 117

ism, text faithfulness, and compositional accuracy. 118

More recent work, i.e., HEIM (Lee et al., 2024), 119

extends these metrics to include socially situated 120

aspects like toxicity, bias, and aesthetics, reflecting 121

growing concern for the social impact of generative 122

models (Hartwig et al., 2024). 123

Cultural Gap and Language Limitations in Text- 124

to-Image Generation. Despite advancements, 125

existing efforts predominantly focus on a narrow 126

set of languages (e.g., English, Chinese, Japanese), 127

leaving large user communities underserved. Re- 128

cent multilingual models, such as Taiyi-Diffusion- 129

XL (Wu et al., 2024), target Chinese text input, 130

while AltDiffusion (Ye et al., 2024) expands lan- 131

guage coverage to eighteen languages. However, a 132

broader “cultural gap” persists (Liu et al., 2024), as 133

most models and benchmarks insufficiently capture 134

diverse cultural settings and interactions. 135

Data Diversity and Cultural Competence. 136

Only recently have researchers begun to evaluate 137

cultural competence in text-to-image models. For 138

instance, CUBE (Kannen et al., 2024) assesses cul- 139

tural awareness and diversity, yet still focuses on 140

single-culture depictions per image. To our knowl- 141

edge, no existing work systematically addresses 142

multicultural scenarios—where multiple cultures 143

may be represented in a single image—and rigor- 144

ously evaluates the performance of state-of-the-art 145

text-to-image systems under such conditions. Our 146

approach aims to fill this gap by exploring how 147

these models handle more complex, multicultural 148

representations. 149

3 Multicultural Image Generation 150

Culture is a multifaceted concept meaning different 151

things to different people at different times (Adi- 152

lazuarda et al., 2024). In this work, we adopt the 153

definition proposed by Nguyen et al. (2023) and 154

focus specifically on visual cultural elements such 155

as clothing and historical landmarks. 156

We propose a novel task, multicultural image 157

generation, aimed at evaluating how generation 158

models represent elements from diverse cultures 159

within the same image, i.e., a person from one cul- 160

ture and a landmark from a different culture. We 161
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also analyze other demographic attributes and their162

intersection, such as age, gender, and language1.163

To address this task, we introduce MosAIG, a novel164

framework for Multi-Agent Image Generation, as165

illustrated in Figure 2. Our framework generates166

comprehensive image captions that are used to167

generate more accurate multicultural images us-168

ing off-the-shelf image generation models. This169

framework is built around a multi-agent interaction170

model, as described below.171

3.1 Multi-Agent Interaction Model172

We introduce a multi-agent setup to emulate collab-173

oration between demographically diverse groups.174

Our setup contains five agents, with specific roles:175

one Moderator Agent, three Social Agents, and one176

Summarizer Agent, as illustrated in Figure 2.177

Moderator Agent. The Moderator Agent obtains178

demographic (age, gender, nationality) information179

about the person, the name of the landmark (e.g.,180

Taj Mahal), and the language of the caption as181

input. The Moderator Agent then assigns tasks to182

the Social agents, instructing them to focus on the183

visually relevant aspects of the input information.184

Social Agents. The Social Agents interact by ask-185

ing each other relevant questions to create an image186

caption according to the information provided by187

the Moderator Agent. Each Social Agent assumes188

a persona: the first agent represents the culture of189

the person in the image, the second agent repre-190

sents the age and gender of the person, and the191

last agent represents the historical landmark. Each192

agent generates an initial description of their per-193

sona. Then, by interacting through multiple rounds194

of question-answering conversations, each agent195

creates a more comprehensive image description.196

Summarizer Agent. The Summarizer Agent col-197

lects the three descriptions from the Social Agents198

and summarizes them into a final image caption199

with a maximum length of 77 tokens.200

Social Agents Conversation. At the start, the three201

Social Agents—Country Agent, Landmark Agent,202

and Age-Gender Agent—receive demographic in-203

formation and tasks from the Moderator Agent.204

The Country Agent processes nationality informa-205

tion and describes traditional attire, which is then206

evaluated by the Age-Gender Agent (e.g., “Is this207

attire suitable for a young female?”). Adjustments,208

such as modifying the color or style of a garment209

to suit the individual’s age, are made accordingly.210

1All demographics are shown in Appendix Table 1
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FLUX

Assign 
Tasks
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Country 
Agent

Age&Gender 
Agent
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❖ Country
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❖ Language

Figure 2: Overview of MosAIG, our framework for Multi-
Agent Image Generation. The framework includes a
multi-agent interaction model that generates an image
caption from demographic information (person age, gen-
der, country, landmark, and caption language), which
is then used by an image generation model to create a
multicultural image of a landmark and a person.

The Landmark Agent describes the landmark ar- 211

chitecture, and its descriptions are refined based 212

on feedback from the Country Agent (e.g., “How 213

do Vietnamese visitors typically interact with this 214

landmark?”), ensuring cultural authenticity. The 215

Age-Gender Agent generates demographic descrip- 216

tions, which are cross-checked with the Country 217

Agent to ensure culturally appropriate accessories 218

and mannerisms. After two rounds of conversa- 219

tion, the agents enhance and refine the descriptions 220

with culturally sensitive and contextually rich de- 221

tails. Once the iterative improvement process is 222

complete, the refined descriptions are passed to the 223

Summarizer Agent, which condenses them into a 224

final 77-token prompt capturing the cultural and 225

contextual nuances. The prompts used for each 226

agent are provided in the Appendix Figure 8. 227

Implementation Details. The Summarizer Agent 228

and each Social Agent are initialized as different in- 229

stances of a LLaMA model2 (Touvron et al., 2023). 230

The Moderator Agent is a predefined function call. 231

The agent conversation uses the CrewAI frame- 232

work to establish an iterative feedback loop3. The 233

implementation was carried out using an NVIDIA 234

V100 GPU (32GB). More details can be found in 235

Appendix C. 236

3.2 Image Generation Models 237

We evaluate our generated image captions us- 238

ing two different state-of-the-art image genera- 239

tion models: AltDiffusion (Ye et al., 2024) and 240

FLUX (Labs, 2023). 241

2https://huggingface.co/meta-llama/Llama-3.
1-8B

3https://www.crewai.com/open-source
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AltDiffusion. AltDiffusion4 (Ye et al., 2024) is242

one of the very few multilingual open-source im-243

age generation models. The model aligns multi-244

lingual language models with diffusion models to245

generate high-quality images from text across mul-246

tiple languages. The model builds on CLIP (Rad-247

ford et al., 2021), replacing its text encoder with248

XLM-R (Conneau, 2019) and employing a two-249

stage training process that combines teacher learn-250

ing and contrastive learning. AltDiffusion supports251

18 different languages; we select five—English,252

German, Hindi, Spanish, and Vietnamese—based253

on the annotators’ expertise. The model processes254

text inputs with a maximum length of 77 tokens.255

FLUX. FLUX.1-dev5 (Labs, 2023) is a state-of-256

the-art, widely used, open-source text-to-image257

model designed for English-language prompts.258

Due to computational constraints, we employ259

Flux.1 Lite6 (Daniel Verdú, 2024), an 8B-260

parameter transformer model, more efficient vari-261

ant distilled from FLUX.1-dev.262

3.3 Simple vs. Multi-Agent Image Generation263

Simple models generate images based on prede-264

fined captions, whereas multi-agent models uti-265

lize dynamically generated captions derived from266

multi-agent interactions. For instance, when pro-267

vided with demographic details such as “Viet-268

namese” (nationality), “child” (age), “female” (gen-269

der), “Golden Gate Bridge” (landmark), and “En-270

glish” (caption language), the resulting image cap-271

tions differ between the two approaches. Multi-272

agent models generate captions that provide richer273

contextual information, including detailed descrip-274

tions of the landmark’s architecture and surround-275

ings, as well as a more nuanced depiction of the276

person’s appearance, particularly focusing on cloth-277

ing and facial features, as shown below7.278

Simple caption: A Vietnamese girl wearing traditional attire,279
standing in front of the Golden Gate Bridge.280

Multi-agent caption: A 12-year-old Vietnamese girl in Áo281
Dài, standing on the Golden Gate Bridge, with the San282
Francisco Bay’s blue waters and the bridge’s orange-283
red towers in the background.284

4https://huggingface.co/BAAI/AltDiffusion-m18
5https://huggingface.co/black-forest-labs/

FLUX.1-dev
6https://huggingface.co/Freepik/flux.

1-lite-8B-alpha
7All the captions are shown in our code repository.

4 Evaluation and Results 285

We employ both automated metrics and human 286

evaluation to provide a holistic and comprehensive 287

assessment of the generated images. 288

4.1 Evaluation Metrics 289

We adopt automated evaluation metrics, which 290

assess alignment, quality, aesthetics, knowledge, 291

and fairness, ensuring a comprehensive analy- 292

sis. These metrics encompass both technical fac- 293

tors—alignment, quality, and knowledge—as well 294

as socially situated aspects such as fairness and 295

aesthetics (Lee et al., 2024). 296

Alignment. CLIPScore (Hessel et al., 2021) mea- 297

sures text-to-image alignment by computing the 298

cosine similarity between the semantic embeddings 299

of the image and its associated text, providing an 300

effective assessment of how well the generated im- 301

age reflects the intended description. CLIPScore 302

ranges from -1 to +1, where higher values indicate 303

a stronger semantic alignment between the gener- 304

ated image and its corresponding text. 305

Quality. We assess the quality of generated im- 306

ages using the Inception Score (IS) (Salimans et al., 307

2016), which leverages an Inception v3 classifier to 308

measure image fidelity and diversity. Lower scores 309

(below 10) typically indicate poor quality or lim- 310

ited variation, while higher scores (10+) suggest 311

more realistic and diverse outputs. 312

Aesthetic. This metric evaluates the aesthetic ap- 313

peal of an image, considering factors such as visual 314

clarity, sharpness, color vibrancy, and overall sub- 315

ject clarity. Aesthetic evaluation also takes into 316

account composition, color harmony, balance, and 317

visual complexity. To assess these aspects, we use 318

the SigLIP-based predictor8, which rates the aes- 319

thetics of an image on a scale from 1 to 10 (best). 320

Fairness. This metric evaluates the consistency 321

of model performance when captions are modified 322

to reference different social groups. Specifically, 323

modifications are applied to attributes such as gen- 324

der, age, and nationality, while keeping the rest of 325

the caption unchanged. Given an original caption c 326

and its corresponding image I, we construct a mod- 327

ified caption c’ by substituting a demographic term, 328

i.e., replacing male-gendered terms with female- 329

gendered terms, “young” with “old” or “German” 330

with “Indian”. The corresponding modified image 331

I’ also reflects the demographic change. 332

8https://github.com/discus0434/
aesthetic-predictor-v2-5
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For example, given the initial caption-image pair:333

(c, I) = (A German boy in front of Taj Mahal, I)334

modifying the gender term results in the new pair:335

(c′, I ′) =(A German girl in front of Taj Mahal, I ′)336

To evaluate fairness, we compute the absolute dif-337

ference in CLIPScore between the original and338

modified pairs:339

∆S =| S(c, I)− S(c′, I ′) |340

where S(c, I) and S(c′, I ′) denote the CLIPScores341

for the original and modified caption-image pairs,342

respectively. A fair model should exhibit mini-343

mal variation in performance across demographic344

groups, implying low values of ∆S. Higher val-345

ues of ∆S indicate greater performance disparity,346

suggesting potential bias.347

Knowledge. This metric evaluates the model’s348

knowledge of the world by analyzing its ability349

to recognize and distinguish historical landmarks.350

To assess this, we modify a given caption c by re-351

placing one historical landmark with another while352

keeping the corresponding image I and the rest of353

the caption unchanged. For example, given the354

initial caption-image pair:355

(c, I) = (A German boy in front of Taj Mahal, I)356

modifying the landmark term results in:357

(c′, I) =(A German boy in front of White House, I)358

We measure the absolute difference in CLIPScore359

before and after the modification:360

∆S = S(c, I)− S(c′, I)361

A model with strong cross-cultural knowledge of362

historical landmarks should exhibit high perfor-363

mance variations when landmarks are swapped.364

Higher scores indicate greater knowledge, while365

lower scores suggest weaker landmark recognition.366

4.2 Multi-Agent Interaction Results367

Our multi-agent models outperform simple models368

in Alignment, Aesthetics (only Alt-En-M), Quality,369

and Knowledge, while scoring lower in Fairness,370

as illustrated in Figure 3. The most significant im-371

provement is observed in Image Quality, where372

multi-agent models achieve substantially higher373

scores (0.77 vs. 0.48 for Alt-En and 0.65 vs. 0.45374

for Flux-En). We hypothesize that this enhance-375

ment is driven by the additional contextual details376

provided by multi-agent interactions, leading to377

more visually refined outputs.378

Furthermore, we analyze performance variations379

across demographic categories for all models and380
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Figure 3: Our multi-agent models (Alt-En-M and Flux-
M) surpass simple models (Alt-En-S and Flux-S) on
Alignment, Aesthetics, Quality, and Fairness while per-
forming worse in Knowledge. For ease of comparison,
all the scores are normalized to a 0–1 scale. Higher
scores are better for Alignment, Aesthetics, Quality, and
Knowledge, while lower scores are better for Fairness.

metrics, as detailed in Appendix E.1. Notably, 381

Alignment improves across gender, age, person, 382

and landmark country when using multi-agent mod- 383

els compared to simple models. Additionally, Qual- 384

ity is consistently higher for Alt compared to Flux, 385

likely due to the tendency of Flux-generated images 386

to exhibit blurry backgrounds. 387

However, Fairness scores decline for multi- 388

agent models. We attribute this to the increased 389

level of detail in their generated captions—such 390

as references to clothing, facial features, and 391

hairstyles—which amplifies the absolute difference 392

in CLIPScore between the original and modified 393

caption-image pairs. In contrast, the simpler, more 394

concise captions generated by simple models do 395

not introduce as many additional descriptors, re- 396

sulting in smaller variations in CLIPScore and con- 397

sequently lower Fairness scores. These findings 398

highlight a trade-off between improved Quality, 399

Alignment, and Knowledge and the potential bias 400

introduced in Fairness, likely due to richer descrip- 401

tive caption generated with multi-agent models. 402

4.3 Ablation Studies 403

We also perform ablation studies to assess 404

MosAIG’s performance across demographics. 405

a) Person Age. Figure 4 a) shows that Image 406

Quality varies by age group, with Adults achieving 407

the highest quality (0.55), followed by Children 408

(0.51) and Elders (0.49). The model is also fairer 409

when depicting Children (0.33) compared to Adults 410

(0.38) and Elders (0.40). Alignment and Aesthetic 411

metrics remain consistent across all age groups. 412
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b)   Across gender

c)   Across person country

d)   Across landmark country

a)   Across age

e)   Across caption language

Figure 4: Ablation studies on (a) person age, (b)
person gender, (c) person country, (d) landmark
country, (e) caption language using the best overall
model, the Multi-agent English Flux-M (a-d) and
Multi-agent Multilingual Alt-M (e). Performance
across all five metrics—Alignment, Aesthetic, Quality,
Knowledge, and Fairness—reveals significant variation
across these demographic categories.

b) Person Gender. Figure 4 b) shows that Im- 413

age Quality varies by gender, with Males achieving 414

higher quality (0.56) than Females (0.52). How- 415

ever, the model is fairer when depicting Females 416

(0.36) than Males (0.38). The other metrics remain 417

consistent across both groups. 418

c) Person Country. Figure 4 c) shows that model 419

performance varies by person’s country. Alignment 420

is highest for Indian people (0.32) and lowest for 421

Spanish people (0.29). Similarly, Image Quality 422

is highest for Indian people (0.47) and lowest for 423

German people (0.41). The model is also fairest 424

when depicting Indian people (0.35) and least fair 425

for German people (0.39). 426

d) Landmark Country. Figure 4 d) shows that 427

model performance varies by landmark country. 428

The most notable difference is in the Knowledge 429

metric, with U.S. landmarks being the most well- 430

known (0.55), followed by Germany (0.47), Spain 431

(0.42), Vietnam (0.40), and India (0.39). Alignment 432

is highest for U.S. landmarks (0.33) and lowest for 433

Spanish landmarks (0.29). 434

e) Caption Language. Figure 4 e) shows that 435

model performance varies by caption language, 436

with English achieving the highest Alignment 437

(0.31) and Knowledge (0.46), while Hindi and Viet- 438

namese score the lowest (0.14 and 0.43, respec- 439

tively). This disparity may stem from differences 440

in training data availability, as model performance 441

moderately correlates with dataset size (Pearson 442

coefficient: 0.5), estimated from CommonCrawl 443

(Wenzek et al., 2020). 444

f) Intersectionality. Examining a single demo- 445

graphic category, such as race or gender, may over- 446

look nuanced inequalities (Field et al., 2021). To 447

address this, we analyze the intersectionality of age 448

and gender, person and landmark country, and lan- 449

guage and person country. We measure Alignment 450

and analyze other metrics across various demo- 451

graphic intersections, as detailed in Appendix E.2. 452

Age and Gender. Figure 5 (right) shows that 453

Alignment performance varies by gender for gen- 454

erating adult images, with males having a lower 455

score (0.29) compared to females (0.31). The per- 456

formance for child and elder categories remains 457

consistent across gender. 458

Person and Landmark Country. Figure 5 (left) 459

illustrates Alignment across Person and Landmark 460

Country. We expected higher performance when 461

the person and landmark originate from the same 462

country, suggesting challenges in cross-cultural rep- 463

resentation. However, results vary by country. For 464
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Figure 5: Alignment scores with the best overall model,
Flux-M, over person and landmark country (left) and
gender and age (right).
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Figure 6: Alignment scores with the best overall multi-
lingual model, Alt-M, over image caption language and
person country.

instance, the highest alignment occurs when Indian465

or Vietnamese people visit U.S. landmarks (0.34),466

comparable to U.S. people at U.S. landmarks (0.33).467

In contrast, the lowest alignment is observed when468

Vietnamese people visit Spanish landmarks (0.28).469

Significant differences across other metrics are in470

Appendix E.2.471

Language and Country. Figure 6 shows Align-472

ment across Person Country and Caption Language.473

English, Spanish, and Vietnamese captions achieve474

the highest performance (∼ 0.3) with minimal vari-475

ation across person countries. However, Hindi cap-476

tions perform best for Indian people (0.17) and477

worst for Spanish and U.S. people (0.13). This sug-478

gests that, for certain languages, the interaction be-479

tween caption language and the depicted person’s480

culture influences Alignment in image generation.481

4.4 Human Evaluation and Error Analysis482

Two annotators evaluate a subset of 300 images,483

covering all demographics (age, gender, country,484

landmark) and model settings (Alt-S, Alt-M, Flux-485

S, Flux-M). They assess the generated images486

based on three key metrics: Alignment, Quality,487

and Aesthetics. Following Lee et al. (2024), Qual-488

ity is measured in terms of photorealism, while489

Aesthetics is evaluated based on subject clarity and 490

overall visual appeal. Annotator agreement is mea- 491

sured using weighted Cohen’s Kappa for ordinal 492

values (Cohen, 1968), yielding scores between 0.5 493

and 0.6 across all three metrics, indicating moder- 494

ate agreement. The complete set of human evalua- 495

tion questions, along with the annotation interface, 496

is detailed in Appendix D. 497

Most Common Errors. The most frequent er- 498

rors in the Flux-M model involve incorrect back- 499

grounds, occurring in 38 of 75 images (38/75). Ad- 500

ditionally, deviations from prompt descriptions are 501

observed, along with errors in rendering human 502

figures (5/75), such as missing fingers or incorrect 503

cultural markers (e.g., misplacement of a bindi). 504

Landmark-related inconsistencies are less common 505

(2/75), and include significant omissions, such as 506

missing faces on Mount Rushmore. In contrast, 507

the Flux-S model exhibits a higher rate of land- 508

mark errors (15/75), such as missing the Sagrada 509

Familia. Errors in depicting human figures also in- 510

crease (10/75), particularly in rendering traditional 511

attire and facial accuracy. The Alt models (Alt-S 512

and Alt-M) display more pronounced inaccuracies. 513

The most prevalent issue is incorrect backgrounds 514

(55/75), followed by severe body distortions (e.g., 515

three hands, elongated arms, two right feet), and 516

multiplicity errors (e.g., two people instead of one). 517

While the multi-agent Alt-M model reduces errors 518

related to cultural elements (2/75), it still exhibits 519

body distortions (15/75). 520

4.5 Qualitative Results 521

In Figure 7, we compare the images generated by 522

our multi-agent framework (Flux-M and Alt-M) 523

with those from simpler models (Flux-S and 524

Alt-S). The second column presents images gener- 525

ated with Vietnamese captions using the multilin- 526

gual models (Alt-Vi-S, Alt-Vi-M). Compared to 527

the simple models, the multi-agent models perform 528

better at generating landmarks and people. How- 529

ever, they still miss important details about people, 530

such as a person looking up, curly hair, or hair tied 531

back with a nón lá hat. Notably, body distortions 532

are more pronounced in the Alt-S model. While the 533

Flux model produces more accurate backgrounds, 534

they tend to be blurrier compared to those in the 535

Alt model. A manual error analysis of 300 im- 536

ages across all demographics highlights the need 537

for further improvements, particularly in render- 538

ing body structures and backgrounds. Additional 539

results across demographics are in Appendix E.3. 540
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Figure 7: Comparison of generated images and captions using our multi-agent framework (Flux-M, Alt-M) and
simple models (Flux-S, Alt-S). The first two columns highlight cases where multi-agent models perform better,
while the last column shows instances where simpler models excel. The second column depicts images generated
with Vietnamese captions using the multilingual model Alt (Alt-Vi-S, Alt-Vi-M). Demographic keywords are
bolded, and incorrect content is marked in red.

5 Lessons Learned and Actionable Steps541

Our findings provide insights into the performance542

of multi-agent multimodal models for multicultural543

image generation, highlighting key lessons and544

proposing actionable steps to improve accuracy545

and cultural representation in future models.546

Prioritize Multi-Agent Models. Our analysis547

shows that multi-agent models generate more con-548

textually rich and culturally nuanced images than549

simple models (Section 4.2). By integrating diverse550

perspectives through collaboration, these models551

enhance alignment, aesthetics, quality, and knowl-552

edge. Future research should focus on refining553

multi-agent frameworks to further enhance align-554

ment, fairness, and representational diversity. Ad-555

ditionally, our framework can be extended to gen-556

erate images depicting a wider range of cultural557

interactions—such as dancing, eating, and festi-558

vals—while featuring diverse groups. This exten-559

sion would allow for a comprehensive evaluation560

of reasoning and action-based image generation.561

Prioritize Multilingual Generation Models. Our562

results indicate a performance discrepancy between563

English and non-English prompts, with English-564

based generations often exhibiting higher Align-565

ment (Figure 4 e). To ensure equitable representa-566

tion across languages, future models should incor-567

porate stronger multilingual capabilities, improv-568

ing Fairness and Alignment in non-English text-to-569

image generation.570

Develop Better Evaluation Metrics. Current eval-571

uation metrics do not always align with qualitative572

assessments, particularly when surrounding ele-573

ments boost scores despite incorrect Landmarks574

(Section 4.4). For example, an image of the Taj 575

Mahal may score highly due to accurately depicted 576

gardens, even if the Landmark itself is wrong. We 577

recommend refining Alignment metrics by assign- 578

ing greater weight to key elements, such as Land- 579

marks, for more reliable assessments. Additionally, 580

our findings reveal a trade-off between enhanced 581

Quality, Alignment, and Knowledge and reduced 582

Fairness, likely due to the richer captions gener- 583

ated by multi-agent models (Section 4.2). Future 584

research should address this balance to enhance ex- 585

pressiveness while maintaining demographic con- 586

sistency. 587

6 Conclusion 588

In this paper, we introduce MosAIG, a framework 589

that leverages LLM agent interactions to enhance 590

multicultural text-to-image generation. We conduct 591

a comprehensive analysis of image generation per- 592

formance across five countries, three age groups, 593

two genders, 25 historical landmarks, and five lan- 594

guages, as well as their intersections. Our eval- 595

uation across five key metrics reveals significant 596

demographic variations. Notably, our framework 597

outperforms simple models in Alignment, Aes- 598

thetics, Quality, and Knowledge. We contribute 599

the first dataset of 9,000 images depicting multi- 600

cultural interactions, specifically showcasing in- 601

dividuals and landmarks from different cultural 602

backgrounds. Additionally, we open-source both 603

our dataset and the models generated by MosAIG, 604

providing a valuable resource for future research. 605

Our dataset and models are available at: https: 606

//anonymous.4open.science/r/MosAIG. 607
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Limitations and Ethical Considerations608

Limited Demographics. Our study focuses on609

a binary gender representation—male and fe-610

male—while overlooking non-binary and other611

gender identities. Expanding future models to en-612

compass a broader spectrum of gender identities613

would enhance inclusivity and fairness in image614

generation. Additionally, our dataset is restricted615

to five countries—U.S., Germany, India, Spain, and616

Vietnam—and five languages—English, German,617

Hindi, Spanish, and Vietnamese. These languages618

and regions are relatively well-represented in the619

training data, limiting our ability to evaluate model620

performance across less-studied linguistic and cul-621

tural groups. This highlights the need for broader622

validation across a more diverse set of cultures to623

ensure improved alignment, fairness, and reliabil-624

ity in cross-cultural image generation. Finally, we625

categorize age into three broad groups: child, adult,626

and elder, which may oversimplify the diversity627

within each age category. Further refinement of628

age-related categorizations could help more accu-629

rately reflect the varied experiences and character-630

istics of individuals across different life stages.631

Challenges in Defining Demographic Repre-632

sentation. Our methodology utilizes multi-agent633

large language model (LLM) interactions, where634

each LLM simulates a unique perspective based635

on cultural, age, and gender attributes. While care-636

fully designed prompts help align these models637

with diverse demographic contexts, identity is in-638

herently complex and cannot be fully encapsulated639

through broad categorizations. Defining culture640

solely through national affiliation or language over-641

looks the vast heterogeneity of traditions, experi-642

ences, and perspectives that exist within and across643

borders. Relying on a limited set of demographic644

indicators provides only a foundational framework645

for understanding diversity, but it does not capture646

the deeper nuances that define individual and col-647

lective identities. To improve representation, future648

research should incorporate additional dimensions649

such as historical influences, societal values, tradi-650

tions, and lived experiences. Expanding cultural651

modeling to account for attitudes, biases, and per-652

sonal narratives will enable more accurate and con-653

textually rich portrayals, ultimately enhancing both654

the performance and authenticity of AI-generated655

representations.656
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A Appendix871

B Data872

C Multicultural Image Generation873

C.1 Implementation Details874

The multi-agent configuration processed 750 base875

prompts in approximately 45 minutes, while addi-876

tional language variants (3,750 prompts in total)877

required 75 minutes using the Google Translation 878

API. Two models—Flux and Alt-Diffusion—were 879

used for image generation: Flux produced 750 im- 880

ages (768×768 pixels) in 2.5 hours with the set- 881

tings: guidance scale: 4, inference steps: 30, seed: 882

11, averaging roughly 12 seconds per image. Alt- 883

Diffusion was configured with the settings: guid- 884

ance scale: 11, inference steps: 110, seed: 11000, 885

and processed 3,750 images of the same resolution 886

in 16 hours, averaging about 15 seconds per image. 887

All processing times accounted for overhead re- 888

lated to model loading and image saving, ensuring 889

consistency in image resolution (768×768 pixels) 890

across both models. 891

D Human Evaluation and Error Analysis 892

We rely on human annotators to assess a sample of 893

the generated images based on three key metrics: 894

Alignment, Quality, and Aesthetics. Following Lee 895

et al. (2024), Quality is evaluated in terms of photo- 896

realism, while Aesthetics is assessed based on sub- 897

ject clarity and overall visual appeal. The complete 898

set of human evaluation questions is outlined below. 899

Annotators are provided with definitions (Table 2) 900

and corresponding questions to guide their assess- 901

ments. To determine whether the generated images 902

meet their expectations, we ask annotators to rate 903

them using a 5-point Likert scale. 904

Alignment. We ask the annotators to rate how 905

well the image matches the description. 906

How well does the image match the descrip- 907

tion? 908

1. Does not match at all 909

2. Has significant discrepancies 910

3. Has several minor discrepancies 911

4. Has a few minor discrepancies 912

5. Matches exactly 913

Quality. We ask the annotators to rate how pho- 914

torealistic the generated images are. 915

Determine if the following image is AI- 916

generated or real. 917

1. AI-generated photo. 918

2. Probably an AI-generated photo, but photore- 919

alistic. 920

3. Neutral. 921
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Age Gender Country Landmark

Child/ Adult/ Elder Female/Male

Germany

Cologne Cathedral
Reichstag Building
Neuschwanstein Castle
Brandenburg Gate
Holocaust Memorial

India

Taj Mahal
Lotus Temple
Gateway of India
India Gate
Charminar

Spain

Sagrada Familia
Alhambra
Guggenheim Museum
Roman Theater of Cartagena
Royal Palace of Madrid

U.S.

White House
Statue of Liberty
Mount Rushmore
Golden Gate Bridge
Lincoln Memorial

Vietnam

Meridian Gate of Hu
Independence Palace
One Pillar Pagoda
Ho Chi Minh Mausoleum
Thien Mu Pagoda

Table 1: Demographics Overview: 3 Age groups, 2 Genders, 5 Countries, and 25 Landmarks

4. Probably a real photo, but with irregular tex-922

tures and shapes.923

5. Real photo.924

Aesthetics. To evaluate the overall aesthetics, we925

ask annotators to provide a holistic assessment of926

the image’s visual appeal by rating its aesthetic927

quality.928

How aesthetically pleasing is the image?929

1. I find the image ugly.930

2. The image has a lot of flaws, but it’s not com-931

pletely unappealing.932

3. I find the image neither ugly nor aesthetically933

pleasing.934

4. The image is aesthetically pleasing and is nice935

to look at.936

5. The image is aesthetically stunning. I can look937

at it all day.938

E Results 939

E.1 Across Metrics and Demographics, across 940

All Models 941
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PromptAgent RoleConv. 
Round

Moderator

<image>
SYSTEM: You are a {moderator.role}, who is tasked to generate questions based on an image.
USER: Given the image, first, try to find as much as different objects in the image as you can; next, think of how 
can these observed objects related to different cultures; then, generate 20 different unique questions related to 
culture about the image to cover each unique object you observed. Remember to focus on the different aspects 
on the image (objects and humans alike) and create a comprehensive list of culture related questions. Also 
remember to be conversational and in human-like dialogue style. Answer in this format: 
<question1>\n<question2>... \nASSISTANT:

Social 
Agents

<image>
SYSTEM: You are a person from {agent.role}, you know the culture from {agent.role} pretty well, but you don't 
have too much knowledge for other cultures. You as a human from {agent.role} always generate conversational 
language in human-like dialogue style
USER: Remember you are from {agent.role}, first observe the image and think what you see in the image; then 
think of how the object you saw is related to your culture in {agent.role}; finally, generate human-like 
conversational language to describe the object you saw in the image and how is this related to your culture in 
{agent.role}. Remember to be conversational and in human-like dialogue style. Limit answer to 3 sentences. 
\nASSISTANT:

Round 1

Social 
Agents

"SYSTEM: You are a person from {agent.role}, you know and follow the culture of {agent.role} very well, but you 
don't have too much knowledge of other cultures. Stick to your role as a person from {agent.role}. You as a 
human from {agent.role} always generate conversational language in human-like dialogue style
USER: First read the conversation history {responses__} among different people, understand this as a 
discussion about the image and the culture among people; then find the contents in the conversation that 
related to the image contents description, and the culture related discussion; finally provide a summary of what 
you have learned from the image contents description and the culture related discussion, do the summary from 
your perspective as a person from {agent.role}. Answer with 3 sentences to give a detailed summary. 
\nASSISTANT:"

Summarizer

"<image>
SYSTEM: You are a {moderator.role}, who is tasked to summarize answers.
USER: Given the conversation history: {summary__} and the image, first read the conversation history and 
understand this as a summary from each people in a discussion about the image description and the related 
cultures; next, from the conversation history, find what contents are about the image content description; then, 
from the conversation history, find what contents are about the image related cultura knowledge; finally, 
generate a comprehensive summary based on the conversation history contents and the image: describe the 
content of the picture in the first sentence, and then describe the cultural knowledge related to the picture after 
that. Answer in this format: <summary>. Limit response to 3 sentences.  \nASSISTANT:"

Round 2

Conv. 
Round Agent Role Prompt

Round 1

Country Agent

Landmark Agent

Age-Gender Agent

SYSTEM: You are a {nationality} person from {country} who knows the culture of this country well. USER: 
Provide a visual description of culturally appropriate traditional clothing, accessories, and colors, for the 
{nationality} person. Focus on specific materials, key cultural patterns, and symbolic colors. Your 
response must be under 25 words. \nASSISTANT:

SYSTEM: You are a person who has visited {place} many times and know this landmark well. USER: 
Provide a visual description of its architectural features, colors, and environmental details. Your response 
must be under 25 words. \nASSISTANT:

SYSTEM: You are a {age_gender_combined} and can describe traits of this person well. USER: Provide 
a visual description of attire, accessories, and physical details. Focus on skin, body, hair texture, and 
accessories. Your response must be under 25 words. \nASSISTANT:

Round 2

Country Agent

Landmark Agent

Age-Gender Agent

SYSTEM: You are a {nationality} person from {country}. USER: Enhance the persona description by 
addressing: 'How would a person's clothing harmonize with the colors of {place}?'. Ensure cultural 
significance is highlighted. \nASSISTANT:

SYSTEM: You are a person who knows {place} well. USER: Enhance the place description by 
addressing: 'What visual elements of {place} would complement the persona's attire?'. Limit to under 25 
words. \nASSISTANT:

SYSTEM: You are a {age_gender_combined}. USER: Enhance the age-gender description by 
addressing: 'What attire adjustments could reflect age-appropriate traits for a {nationality} 
{age_gender_combined}?'. Ensure specific details on attire and physical traits. \nASSISTANT:

Round 3 Summarizer Agent

SYSTEM: You excel at crafting concise visual prompts. USER: Give a final prompt in a single line under 
48 words and under 77 tokens strictly. Ensure the words {nationality} and {age_gender_combined} of the 
person and other descriptions with the {place} background are mentioned explicitly in the final prompt. 
\nASSISTANT:

Figure 8: Our Multi-agent Framework Prompts

Aspect Definition

Alignment Is the image semantically correct given the text (text-image alignment)?
Quality Do the generated images look like real photographs?

Aesthetic Is the image aesthetically pleasing?
Fairness Does the model exhibit performance disparities across social groups (e.g., gender,

dialect)
Knowledge Does the model have knowledge about the world or domains?

Table 2: Evaluation Aspects of Text-to-Image Models

E.2 Intersectionality942

E.3 Qualitative Results943
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Figure 9: Human Annotation Interface for manually evaluating the images across all models.
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Figure 10: English vs. Multilingual Performance. Mod-
els with English captions as input (Alt-En-S, Alt-En-M)
achieve higher scores than non-English (Alt-NonEn-S,
Alt-NonEn-M) in Alignment (0.30 vs. 0.20), while per-
forming comparably across Aesthetics and Quality met-
rics. Knowledge performance is higher for non-English
models.
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En: A German 
woman wearing 
traditional attire, 
standing in front of the 
Taj Mahal.

Flux-M

Flux-S

En: A traditional 
German woman in 
Dirndl attire stands in 
front of a miniature 
replica of the Taj 
Mahal, surrounded by 
lush greenery and 
intricate stone inlays.

De: Eine deutsche alte Frau, die 
traditionelle Kleidung trägt und 
vor der Alhambra steht.

En: A German old woman 
wearing traditional attire, 
standing in front of the 
Alhambra.

.
De: Eine alte Frau in der 
traditionellen deutschen Dirndl 
-Kleidung steht vor dem 
Alhambra -Palast[...].

En: An old woman in 
traditional German Dirndl attire 
stands in front of the Alhambra 
palace[...].

Alt-De-S

Alt-De-M

En: An Indian man 
wearing traditional 
attire, standing in front 
of the Holocaust 
Memorial.

En: A 35-year-old 
Indian man stands at 
the Holocaust 
Memorial in Berlin, 
wearing a black leather 
jacket and a silver Star 
of David pendant[...].

Flux-M

Flux-S

Figure 11: Comparison of generated images and captions using our multi-agent framework (Flux-M, Alt-M) and
simple models (Flux-S, Alt-S). The second column depicts images generated with German captions using the
multilingual model Alt (Alt-De-S, Alt-De-M). Demographic keywords are bolded, and incorrect content is marked
in red.

पारंपरक पोशाक पहने एक
अमेरकी åयिÈत थएन , यू
पगोडा के सामने खड़ा था।

Èलाͧसक डनम जींस म एक
अमेरकी åयिÈत और एक बटन
डाउन शट वयतनाम म हरे भरे
बगीचों और शांत तालाबों से घरा
हुआ सेरेन

Figure 12: Comparison of generated images and captions using our multi-agent framework (Flux-M, Alt-M) and
simple models (Flux-S, Alt-S). The second column depicts images generated with Hindi captions using the
multilingual model Alt (Alt-Hi-S, Alt-Hi-M). Demographic keywords are bolded, and incorrect content is marked
in red.

De: Eine spanische alte 
Frau, die traditionelle 
Kleidung trägt und vor der 
goldenen Torbrücke steht.

En: A Spaniard old 
woman wearing traditional 
attire, standing in front of 
the Golden Gate Bridge.

Alt-De-M

Alt-De-S

De: Eine alte Frau in 
traditioneller spanischer 
Kleidung, Traje de 
Flamenca, steht am Rande 
der Golden Gate Bridge [...].
En: An old woman in 
traditional Spanish attire, 
[...] stands at the edge of the 
Golden Gate Bridge [...].

En: A Vietnamese 
man wearing 
traditional attire, 
standing in front of 
the Lincoln 
Memorial.

En: A 35-year-old 
man in traditional 
Vietnamese attire, Áo 
Dài, stands proudly in 
front of the Lincoln 
Memorial, with a 
serene reflecting pool 
and 36 Doric columns 
in the background.

Flux-S

Flux-M

Es: Un anciano indio que usa 
atuendo tradicional, parado 
frente al castillo de 
Neuschwanstein.

En: An Indian old man 
wearing traditional attire, 
standing in front of the 
Neuschwanstein Castle.

Es: Un anciano con atuendo 
indio tradicional, con un sari y 
dhoti, se encuentra frente al 
castillo de Neuschwanstein [...].

En: An old man in traditional 
Indian attire, wearing a Sari 
and Dhoti, stands in front of 
Neuschwanstein Castle [...].Alt-Es-M

Alt-Es-S

Figure 13: Comparison of generated images and captions using our multi-agent framework (Flux-M, Alt-M) and
simple models (Flux-S, Alt-S). The first column depicts images generated with German captions using the
multilingual model Alt (Alt-De-S, Alt-De-M). The last column depicts images generated with Spanish captions
using the multilingual model Alt (Alt-Es-S, Alt-Es-M). Demographic keywords are bolded, and incorrect content
is marked in red.
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