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Abstract001

Multi-hop question answering (QA) remains002
challenging, as solutions must reliably in-003
tegrate and reconcile evidence from mul-004
tiple sources without succumbing to error005
propagation. While large language models006
(LLMs) have achieved substantial improve-007
ments via chain-of-thought (CoT) prompt-008
ing and retrieval-augmented generation, these009
methods typically adopt a forward-only work-010
flow—early mistakes persist throughout infer-011
ence, and contradictions discovered later can-012
not systematically trigger re-evaluation. To013
address this limitation, we present ReAgent,014
a reversible multi-agent reasoning framework.015
Specifically, ReAgent enables agents to back-016
track to earlier valid states when conflicts arise,017
thereby isolating and rectifying flawed assump-018
tions before they undermine subsequent rea-019
soning. Our approach combines explicit lo-020
cal and global rollback protocols with modular021
role specialization, resulting in a flexible and022
error-tolerant pipeline. Empirical evaluation on023
three multi-hop QA benchmarks demonstrates024
consistent performance gains of approximately025
6% over forward-only baselines, in addition to026
enhanced interpretability. These findings high-027
light the value of non-monotonic, backtracking-028
driven inference in complex QA scenarios and029
point to broader implications for multi-agent030
collaboration in knowledge-intensive tasks.1031

1 Introduction032

Multi-hop question answering (QA) is a central033

challenge in natural language processing (NLP),034

demanding the ability to gather and integrate evi-035

dence across multiple documents, database entries,036

or knowledge-graph nodes before converging on037

a single correct answer (Yang et al., 2018; Welbl038

et al., 2018; Ho et al., 2020). Benchmarks such039

as HotpotQA (Yang et al., 2018) and 2WikiMul-040

tiHopQA (Ho et al., 2020) highlight the intricate041

1Our anonymous code is available at https://anonymou
s.4open.science/r/ReAgent-9415.
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Figure 1: Comparison of multi-hop reasoning strate-
gies. Chain-of-Thought (CoT) and Multi-Agent Sys-
tems (MAS) typically adopt a forward-driven reason-
ing pipeline without rollback mechanisms, which could
generate the wrong answer due to error accumulation.
In contrast, our proposed ReAgent introduces explicit
backtracking mechanisms that enable the system to cor-
rect errors during reasoning, resulting in a more accurate
and reliable answer.

nature of multi-hop inference, where each reason- 042

ing step can involve partial retrieval, validation, 043

and synthesis of new information. A core difficulty 044

lies in the system’s vulnerability to early mistakes: 045

if an incorrect inference is made at an initial hop, 046

subsequent steps often propagate this error and 047

undermine the final outcome, rendering it contra- 048

dictory or simply wrong (Inoue et al., 2020; Bo 049

et al., 2024; Yang et al., 2024c). This phenomenon 050

has motivated extensive research into chaining in- 051

termediate inferences and exploring ways to detect, 052

isolate, or rectify problematic conclusions. 053

Recent large language models (LLMs) exhibit 054

promising results on multi-hop QA, frequently us- 055

ing either explicit Chain-of-Thought (CoT) prompt- 056

ing (Wang et al., 2023) (Figure 1, left) or retrieval- 057

augmented generation (Das et al., 2018; Long et al., 058

2019; Gao et al., 2023; Liu et al., 2023; Yang et al., 059

2024b, 2025a). These methods facilitate a step- 060

wise approach, encouraging transparency in how 061

each intermediate fact is reached. Nonetheless, 062
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they typically rely on a forward-driven reasoning063

pipeline that does not proactively examine or cor-064

rect previously accepted statements. In practice,065

once a model commits an erroneous partial infer-066

ence may not reevaluate it unless given targeted067

prompts to do so (Puerto et al., 2023; Huang et al.,068

2024). This unidirectional paradigm is problematic069

when later-discovered evidence or reasoning paths070

contradict prior assumptions, as the system lacks071

a structured mechanism to revise and propagate072

corrections. Although incremental improvements073

have been proposed, the absence of robust back-074

tracking or rollback still limits their reliability and075

interpretability (Doyle, 1979; Bo et al., 2024).076

A growing body of work in multi-agent collabo-077

ration (Figure 1, middle) offers an alternative per-078

spective, assigning specialized components distinct079

roles in retrieval, validation, conflict detection, and080

results assembly (Zhao et al., 2024; Parhizkar et al.,081

2020; Ke et al., 2024). Approaches such as COP-082

PER (Bo et al., 2024) and LongAgent (Zhao et al.,083

2024) distribute the QA task among multiple LLM-084

based agents that communicate via message pass-085

ing, thereby providing greater modularity and a086

clearer division of labor. By cross-verifying evi-087

dence, each agent can potentially identify suspi-088

cious partial solutions. However, even these de-089

signs often lack a systematic strategy to revert090

to an earlier, valid state once a global contradic-091

tion emerges. Such a reversal capability is non-092

trivial, as it introduces synchronization complexi-093

ties among the agents and raises questions about094

how to detect, prioritize, and handle contradictory095

or low-confidence information in a large-scale col-096

laborative setting (He et al., 2021).097

In this paper, we propose ReAgent, a reversible098

multi-agent collaborative reasoning framework for099

multi-hop QA (Figure 1, right). Our method intro-100

duces explicit backtracking protocols into a multi-101

layer architecture that addresses both the granular102

aspects of local error correction and the broader103

system-wide consistency checks. ReAgent allevi-104

ates error accumulation in forward-only strategies105

by incorporating fine-grained conflict-detection106

cues at each step and using a flexible error-107

correction loop that can revert and iteratively refine108

intermediate inferences. Our design is inspired by109

multi-agent systems with reflective capabilities (Bo110

et al., 2024; Huang et al., 2024), but we go further111

by defining how local versus global backtracking112

unfolds, how to manage concurrency issues when113

parallel agents must revert their states, and how to114

integrate trust signals derived from each agent’s 115

past reliability (Puerto et al., 2023; Parhizkar et al., 116

2020). While the addition of reversible reason- 117

ing raises legitimate questions about computational 118

overhead and concurrency, our findings show that 119

these challenges can be mitigated by careful co- 120

ordination at the supervisory level. Experiments 121

on three public multi-hop QA benchmarks demon- 122

strate that ReAgent improves final-answer accuracy 123

while enhancing interpretability, and even outper- 124

forms several advanced reasoning models despite 125

it built on a lightweight, non-reasoning foundation. 126

Our contributions are threefold: (1) we propose 127

a multi-agent QA framework that supports both 128

local and global backtracking to correct mistakes 129

in situ; (2) we design a hybrid retrieval mechanism 130

that integrates textual and graph-based evidence; 131

and (3) We empirically demonstrate the effective- 132

ness of ReAgent, achieving an average accuracy 133

gain of approximately 6% over the strongest base- 134

lines, while improving robustness and transparency 135

compared to forward-only methods. 136

2 Related Work 137

Prompting and Iterative Reasoning. Large Lan- 138

guage Models (LLMs) can tackle complex tasks us- 139

ing chain-of-thought (CoT) prompting(Yang et al., 140

2024a, 2025b), which promotes step-by-step rea- 141

soning and improves performance in arithmetic, 142

commonsense, and symbolic tasks (Wei et al., 143

2022). Accuracy further improves with self- 144

consistency, which samples multiple reasoning 145

paths and selects the majority answer (Wang et al., 146

2023). To reduce manual prompt design, auto- 147

matic methods such as APE generate and evalu- 148

ate prompts via LLMs themselves, treating prompt 149

creation as a search task (Zhou et al., 2023). It- 150

erative frameworks like ReAct combine reason- 151

ing with tool use to refine answers (Yao et al., 152

2023), while Reflexion and Self-Refine add feed- 153

back loops where the model critiques and revises 154

its outputs (Shinn et al., 2023; Madaan et al., 2023). 155

Prompting has also extended to multimodal inputs; 156

for instance, Multimodal-CoT integrates visual and 157

textual information into a joint reasoning trace to 158

generate the final answer (Zhang et al., 2023). 159

Multi-Agent Collaboration, Debate, and Scala- 160

bility. Recent work investigates multi-agent sys- 161

tems where multiple LLMs collaborate or compete 162

toward shared goals. CAMEL assigns roles (e.g., 163

“user” and “assistant”) to agents that communicate 164
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Figure 2: The overall architecture of the ReAgent. The given question is processed through the Execution Layer,
which involves question decomposition, evidence retrieval, verification, and is ultimately integrated to generate the
final answer (blue line). The Supervisor Layer and Interaction Layer are responsible for monitoring, regulation, and
communication. The ReAgent framework includes both local and global backtracking mechanisms (red boxes),
triggered by the Verifier Agent (AV ) and Supervisor Agent (AS), respectively.

via dialogue to decompose tasks (Li et al., 2023).165

Role specialization and consensus mechanisms en-166

hance robustness. Debate-based methods push this167

further, with agents arguing opposing views and a168

judge—human or model—selecting the best solu-169

tion (Khan et al., 2024; Xiong et al., 2023). Such170

adversarial exchanges promote correctness, though171

dominant agents can bias results without capable172

judges. As agent counts grow, coordination be-173

comes a bottleneck. Efficient structures like hierar-174

chical controllers and learned protocols are needed175

to manage scalability and communication overhead176

(Li et al., 2023; Xiong et al., 2023).177

3 Preliminary178

Multi-Hop QA Setup. Multi-hop QA tasks aim to179

answer a query Q by integrating evidence E from180

multiple sources through a series of reasoning steps,181

where each hop contributes partial information to-182

ward the final answer. In a typical forward-only183

pipeline, the process can be formalized as: Q 7−→184

{ e1, e2, . . . , ek} 7−→ inferred statement(s) 7−→185

Final Answer, where {e1, e2, . . . , ek} ⊂ E repre-186

sents a potentially large pool of evidence, each ei187

denotes evidence used at the i-th step of the reason-188

ing chain.189

Non-Monotonic Backtracking. Our notion of190

backtracking is a non-monotonic extension of the191

typical multi-hop QA process. We introduce a re-192

versible reasoning mechanism that allows both lo-193

cal and global backtracking.194

• Local Correction: An agent can revise its own195

inference when it detects internal conflict or re-196

ceives contradictory evidence from other agents. 197

• Global Rollback: A supervisor coordinates roll- 198

back across agents when inconsistencies span 199

multiple agents, restoring the system to a previ- 200

ously consistent state. 201

4 ReAgent: Reversible Multi-Agent 202

Reasoning Architecture 203

Figure 2 presents the overall architecture of our 204

proposed ReAgent, organized into three layers: 1) 205

Execution Layer, responsible for decomposing 206

the input question Q into multiple sub-questions, 207

retrieving relevant evidence respectively, validat- 208

ing intermediate results, and integrating them to 209

generate the final answer Afinal; 2) Supervisor 210

Layer, responsible for high-level regulation, coor- 211

dinating conflict resolution and managing global 212

backtracking; and 3) Interaction Layer, respon- 213

sible for maintaining the concurrency model and 214

communication protocols. 215

The core of the architecture is a hierarchical 216

backtracking mechanism, consisting of local back- 217

tracking, which resolves internal contradictions 218

within each agent, and global backtracking, which 219

handles contradictions spanning multiple agents. 220

To support this, ReAgent maintains knowledge 221

sets at each time step t. Specifically, given a set 222

of agents A = {A1, A2, . . . , An}, each agent Ai 223

holds a local knowledge set Φt
i, containing its pro- 224

posed assertions, retrieved evidence, or intermedi- 225

ate inferences, while the system maintains a global 226

knowledge set Φt =
⋃n

i=1Φ
t
i, representing the set 227

of global statements under consideration at time t. 228

The design explicitly supports non-monotonic up- 229
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dates: newly introduced statements can be revoked230

if they lead to logical conflicts or are superseded231

by contradictory evidence. The specific prompts of232

each kind of agent are provided in Appendix A.233

4.1 Execution Layer Agents234

The Execution Layer hosts four types of agents that235

address fundamental QA sub-tasks, each maintain-236

ing its local knowledge Φi.237

Question-Decomposer Agent (AQ). Given a com-238

plex input question Q, this agent breaks it into a239

set of sub-questions for subsequent retrieval and240

verification: AQ : Q 7−→ {q1, . . . , qm}. The de-241

composition is broadcast to other base-layer agents.242

Retriever Agent (AR). Upon receiving a sub-243

question qi, AR issues parallel sparse and dense244

queries over the corpus, merges the hits with245

reciprocal-rank fusion, and retains the top-M pas-246

sages as the evidence set E = e1, . . . , eM . If back-247

tracking invalidates any ej ∈ E, only the associ-248

ated qi is re-queried, leaving the rest unchanged.249

Verifier Agent (AV ). Performs local consistency250

checks. Given a new evidence set E, it verifies251

coherence with its current knowledge Φt
V . If con-252

flicts arise, it triggers local backtracking to revert253

to a consistent state or signals higher-level agents254

for broader resolution. Concretely, AV may invoke255

BacktrackLocal
(
AV , r

)
if it detects inconsisten-256

cies in assertions introduced after node r.257

Answer-Assembler Agent (AA). Gathers partial258

answers (and verified evidence) to synthesize a259

final answer. Given the local inferences from AQ,260

AR, and AV , the agent combines them to generate261

the final answer Afinal, represented as:262

Afinal = AA(ΦQ,ΦR,ΦV ),263

where ΦQ, ΦR and ΦV denotes the knowledge set264

from the respective agents. Any detected contradic-265

tion spanning multiple agents triggers escalation to266

the supervisory layer.267

4.2 Supervisory Layer Agents268

The supervisory layer oversees system-wide strate-269

gies, especially when contradictory goals or incon-270

sistent states appear across multiple agents that271

cannot be resolved by a single agent itself.272

Controller Agent (AC). Regulates high-level273

strategies by monitoring game-theoretic signals274

or meta-rules. If a certain rule is deemed sub-275

optimal or unsafe, AC can override it or enforce276

mode switches. For instance, it may issue a277

challenge(φ) to examine a crucial assertion φ 278

from multiple agents’ perspectives or override local 279

decisions if they jeopardize overall consistency. 280

Supervisor Agent (AS). Coordinates multi-agent 281

conflicts spanning multiple knowledge sets or criti- 282

cal shared assumptions. If a conflict persists af- 283

ter local backtracking and escalation from AA, 284

the agent determines whether partial or holistic 285

rollback is required. Specifically, when a system- 286

wide contradiction is found, AS identifies a mini- 287

mal conflict set Ψ such that SAT(Ψ) = false but 288

SAT(Ψ′) = true for any proper subset Ψ′ ⊂ Ψ. 289

The supervisor then triggers a backtracking opera- 290

tion that eliminates or modifies Ψ. 291

4.3 Interaction Layer 292

The Interaction Layer is responsible for storing 293

knowledge sets from each interaction round, as 294

well as maintaining the concurrency model and 295

communication protocols. 296

Persistent Log. Stores the local knowledge sets 297

Φi and global knowledge set Φ from all interac- 298

tion rounds to support backtracking and serve as a 299

historical evidence repository. 300

Temporal Tracker. Records the chronological se- 301

quence of messages and actions, enabling agents 302

to reference previous steps accurately. Specifically, 303

the system can use temporal operators such as □φ 304

to denote that φ must hold in every future state, 305

and ♢φ to indicate that a proposition φ might be- 306

come true at some future point. These temporal 307

constraints assist in specifying persistent axioms or 308

potential triggers for backtracking conditions. 309

Messaging Channel. Achieves communication 310

across agents for exchanging updates, signaling 311

conflicts, and broadcasting intermediate conclu- 312

sions. Specifically, atomic events msg(φ) are typed 313

as assert, inform, reject, or challenge. These 314

updates can occur simultaneously, and a composite 315

event model merges parallel messages. Further- 316

more, a shared concurrency mechanism processes 317

simultaneous actions, ensuring that conflicts aris- 318

ing from concurrent assertions are escalated to the 319

supervisory layer. 320

4.4 Conflict Management and Backtracking 321

This part formalizes how the system detects con- 322

tradictions and reverts to consistent states. At each 323

time t, the set of all accepted assertions is Φt. A 324

conflict occurs if Φt entails both ϕ and ¬ϕ for some 325

proposition ϕ, meaning SAT(Φt) fails. To resolve 326

the issue, the system follows a two-level approach: 327
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Local Backtracking. Each agent Ai maintains a328

backtracking graph LBGi, which logs states Φr
i at329

selected checkpoints r. If an internal contradiction330

Conflicti(Φ
t
i) is detected by AV , local backtrack-331

ing is performed to revert Ai to a prior consistent332

node r < t:333

BacktrackLocal(Ai, r) : Φ
t
i −→ Φr

i .334

After the local rollback, the agent re-evaluates335

newly arriving evidence.336

Global Backtracking. When contradictions span337

multiple agents, the AS identifies a minimum con-338

flict set of assertions that must be revised. A global339

backtracking operation: BacktrackGlobal
(
σt, r

)
340

reverts all agents from time t to r. The system341

discards any statements introduced between r + 1342

and t, restoring consistency. If the conflict cannot343

be removed even after a global rollback, the Con-344

troller might enforce strategic overrides or disclaim345

an answer. The corresponding algorithm is detailed346

in Appendix E.347

5 Experiments348

5.1 Experimental Setup349

We evaluate ReAgent on three widely used,350

knowledge-intensive multi-hop QA benchmarks:351

HotpotQA (Yang et al., 2018), 2WikiMulti-352

HopQA (Ho et al., 2020), and MuSiQue (Trivedi353

et al., 2022). We compare ReAgent against three354

main groups of baselines: (1) standard LLMs,355

(2) dedicated reasoning models, and (3) agent-356

based models. Experimental results demonstrate357

that ReAgent consistently outperforms all baseline358

groups and is particularly effective in solving tasks359

that require iteratively corrected reasoning.360

Datasets. HotpotQA is a large-scale, open-domain361

dataset that explicitly promotes multi-hop reason-362

ing by requiring the integration of information363

across multiple full-length Wikipedia passages.364

2WikiMultiHopQA selects distinct Wikipedia do-365

mains for each question, focusing on evaluating366

the model’s multi-hop inference over different re-367

sources rather than one document. Musique is a368

challenging dataset requiring model’s ability to rea-369

son over multiple dispread sentences. Following370

previous work (Trivedi et al., 2023; Press et al.,371

2023; Gutiérrez et al., 2024), we utilize 1000 ran-372

dom samples from each validation set and corre-373

sponding texts as the knowledge base.374

Baselines. We meticulously categorize diverse375

models into different groups to compare their ca-376

pabilities in multi-hop QA. (1) Regular Mod- 377

els: We select non-reasoning models in this group. 378

The models include: Llama-4 2, Qwen-2.5 (Yang 379

et al., 2024a) series, DeepSeek-V3-2024-03 (Liu 380

et al., 2024), Genmini-1.5-Flash-2024-09 (Gemini 381

et al., 2023), Gemini-2.0-flash-2025-02 (Gemini 382

et al., 2023), GPT-4o-latest (Hurst et al., 2024), 383

GPT-4.1 (Meta AI, 2024), GPT-4o with CoT (Wei 384

et al., 2023). (2) Reasoning Models: This 385

group includes several strong reasoning baselines 386

for comparison. The models include: Qwen-3- 387

Thinking (Qwen3, 2025) in 32B and 253B size, 388

DeepSeek-R1 (DeepSeek-AI, 2025), Gemini-2.5- 389

pro (Google DeepMind, 2025), O1 (OpenAI, 2024), 390

and O3 (OpenAI, 2025). (3) Agentic Models. 391

Chain-of-Agents (CoA) (Zhang et al., 2024), Hip- 392

pRAG (Gutiérrez et al., 2025), KAG (Liang et al., 393

2024), and our method. To compare fairly, we em- 394

ploy GPT-4o as the backbone for both COT and 395

Agentic Models. 396

Implementation. For large-scale LLMs (e.g., 397

DeepSeek-V3, the Gemini family, GPT-4o, and 398

Qwen-3-235B), we access the models via API. For 399

the medium-sized LLMs, we use their official open- 400

source repositories. The temperature is set to 0.3 401

to ensure deterministic outputs, while other param- 402

eters follow their default settings. ReAgent is im- 403

plemented using GPT-4o as the backbone model. 404

Specifically, we set the temperature to 0.8 for the 405

decomposition agent to encourage diverse reason- 406

ing paths, and 0.6 for all other agents. The cost 407

analysis for proprietary models and agentic meth- 408

ods is presented in Appendix B. For open-source 409

models, all experiments are conducted using four 410

A100-80G GPUs. 411

Metrics. We measure Exact Match (EM) and F1 412

scores for the QA evaluation. 413

5.2 Results and Analysis 414

Table 1 presents the overall performance across 415

all datasets. ReAgent consistently outperforms 416

all baseline models on both EM and F1 met- 417

rics. Specifically, it achieves an average EM of 418

0.571 and an average F1 of 0.701, surpassing the 419

strongest baseline—knowledge-augmented GPT- 420

4o—by 2.3% in EM and 0.8% in F1. It also outper- 421

forms strong reasoning models, including O1 and 422

O3. Moreover, it also surpasses the recent agentic 423

models such as CoA, HippoRAG, and KAG across 424

all datasets. We summarize the following insights: 425

2https://ai.meta.com/blog/llama-4-multimoda
l-intelligence/
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Model HotpotQA 2Wiki Musique Average

EM F1 EM F1 EM F1 EM F1

Regular Models
Llama-4-Scout-17B-16E-Instruct 0.263 0.389 0.332 0.467 0.107 0.185 0.234 0.346
DeepSeek-V3 0.352 0.491 0.466 0.579 0.223 0.33 0.347 0.467
Qwen-2.5-32B-Instruct 0.372 0.509 0.557 0.663 0.159 0.273 0.363 0.482
Qwen-2.5-72B-Instruct 0.363 0.519 0.543 0.631 0.222 0.327 0.376 0.492
Gemini-1.5-Flash 0.374 0.488 0.563 0.650 0.208 0.310 0.381 0.482
Gemini-2.0-Flash 0.371 0.490 0.538 0.651 0.246 0.338 0.385 0.493
GPT-4o 0.381 0.549 0.517 0.649 0.245 0.379 0.381 0.525
GPT-4.1 0.389 0.563 0.544 0.665 0.271 0.413 0.401 0.547
CoT (GPT-4o) 0.408 0.531 0.558 0.638 0.272 0.360 0.413 0.509

Reasoning Models
Qwen-3-32B-Thinking 0.332 0.474 0.241 0.357 0.387 0.511 0.387 0.511
DeepSeek-R1 0.356 0.483 0.601 0.707 0.298 0.416 0.418 0.535
Qwen-3-235B-A22B-Thinking 0.361 0.506 0.624 0.729 0.271 0.387 0.418 0.540
Gemini-2.5-Pro 0.430 0.560 0.743 0.829 0.383 0.491 0.518 0.626
O1 0.505 0.661 0.656 0.758 0.417 0.551 0.526 0.656
O3 0.535 0.696 0.706 0.787 0.442 0.579 0.561 0.687

Agentic Models (w.GPT-4o)
CoA (Zhang et al., 2024) 0.391 0.558 0.575 0.697 0.239 0.361 0.402 0.539
HippoRAG (Gutiérrez et al., 2025) 0.528 0.717 0.633 0.725 0.353 0.507 0.504 0.649
KAG (Liang et al., 2024) 0.603 0.782 0.681 0.781 0.348 0.489 0.544 0.684
ReAgent (Ours) 0.630 0.795 0.711 0.793 0.371 0.515 0.571 0.701

Table 1: Performance of different models across three multi-hop QA datasets. In each column, the highest and the
second highest performance is highlighted in red and blue ; and within each method group, the top performer is
underlined.

Agent-based and reasoning enhances perfor-426

mance. Some reasoning models and agentic mod-427

els have a competitive performance (such as O1,428

O3, and KAG) than regular models. Notably,429

ReAgent outperforms O3, one of the strongest rea-430

soning models, and improves significantly over431

GPT-4o+CoT in both EM and F1. This suggests432

that modular execution and collaboration among433

agents provide a clearer advantage in complex,434

multi-hop settings. While ReAgent can theoret-435

ically use stronger backbones like O1 or O3, their436

high cost (645$ and 546$, respectively, as shown in437

Appendix B) makes them not a good option. Our438

focus is to show that even with GPT-4o, ReAgent439

is able to beat the expensive O1 and O3.440

ReAgent excels in manageable context length.441

Specifically, ReAgent achieves the highest F1 score442

on HotpotQA (0.795), demonstrating strong per-443

formance in tasks that require structured reason-444

ing over relatively short contexts. In contrast,445

Gemini-2.5-Pro performs well on 2Wiki but un-446

derperforms on other datasets, while O1 and O3447

show stronger results on Musique but fall short on448

HotpotQA. This discrepancy is partly attributed to449

the increased complexity of the Musique dataset,450

which involves longer contexts. While ReAgent451

is built on GPT-4o and may be less optimized for452

long documents than dedicated reasoning models, 453

its agentic design, including traceback and self- 454

check mechanisms, proves particularly effective in 455

scenarios requiring precision, stepwise planning, 456

and robust verification. These strengths enable 457

ReAgent to outperform other models on tasks like 458

HotpotQA, highlighting its superior general reason- 459

ing capabilities within manageable context lengths. 460

Overall, we emphasized the value of reversible 461

reasoning mechanisms to mitigate error propaga- 462

tion. Results in Table 1 align with this assumption: 463

even with strong models, single-pass reasoning can 464

fail unless the correct context is identified or re- 465

checked. Our method’s ability to backtrack helps 466

resolve contradictions, leading to more stable per- 467

formance in multi-hop scenarios. 468

5.3 Ablation Study 469

Effectiveness Analysis of Backtracking Mecha- 470

nism. We conduct an ablation study by disabling 471

backtracking under the same settings to verify its 472

importance. In this setup, the system operates 473

strictly forward without the ability to revert to ear- 474

lier intermediate states. Figure 3 compares perfor- 475

mance between different backbones, with and with- 476

out backtracking, on HotpotQA dataset. The per- 477

formance drop highlights the importance of back- 478
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No BT Global BT Local BT Both BT
0.3

0.4

0.5

0.6
EM

0.381

0.427

0.597
0.630

0.352
0.372

0.505

0.552

Ablation Study on Backtracking

GPT-4o
Deepseek-V3

Figure 3: Ablation Study on Local and Global Back-
tracking (BT): EM comparison on HotpotQA using
GPT-4o and DeepSeek-V3.

tracking in mitigating error propagation, where an479

early misstep without backtracking cannot be cor-480

rected, resulting in deteriorated performance. No-481

tably, the DeepSeek-V3 backbone exhibits general482

improvements with backtracking, demonstrating483

its robustness across various settings.484

Impact of Different Local Backtracking (BT)485

Depth. To further analyze the impact of local back-486

tracking depths (the number of steps the system is487

allowed to revert), we analyze the performance of488

our proposed ReAgent under different settings, as489

shown in Figure 4 (left). The results show that on490

two selected backbones, DeepSeek-V3 and GPT-491

4o, the performance of ReAgent improves as the lo-492

cal backtracking depth increases, suggesting that a493

deeper backtracking depth benefits the agent by en-494

abling it to effectively recover from earlier reason-495

ing errors. However, the benefits gradually saturate,496

indicating that further increasing the backtracking497

depth yields diminishing returns.498

Impact of the Number of Decomposed Sub-499

Questions. Figure 4 (right) demonstrates how a dif-500

ferent number of decomposed sub-questions affects501

performance. The results show that decomposing502

the input question into multiple sub-questions sig-503

nificantly improves performance. Specifically, us-504

ing 3 sub-questions is the optimal trade-off choice,505

with an improvement of 0.161 EM on the GPT-506

4o and 0.142 EM on DeepSeek-V3 compared to507

directly processing a single question. Beyond508

this point, increasing the number of sub-questions509

brings only marginal gains but higher costs.510

511

6 Case Study512

6.1 ReAgent Walk Through513

To illustrate how recursive feedback enables robust514

multi-agent reasoning, we present a case where the515

system answers the question: “Which U.S. state516

has a capital city whose population is517
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Figure 4: Ablation Study on Backtracking Depth (left)
and Number of Decomposed Sub-Questions (right): EM
comparison on HotpotQA using GPT-4o and DeepSeek-
V3.

smaller than the state’s largest city, 518

given that this state hosted the 1984 519

Summer Olympics?”, shown in Figure 6. The ques- 520

tion is first decomposed by the Question Decom- 521

poser agent (AQ) into four sub-questions: identify- 522

ing the host state of the 1984 Olympics, retrieving 523

its capital and largest city, comparing their popula- 524

tions, and returning the state if the capital is smaller. 525

The Retriever agent (AR) retrieves that California 526

hosted the 1984 Olympics, with Sacramento as its 527

capital and Los Angeles as its largest city. How- 528

ever, inconsistent population data for Sacramento 529

(508k vs. 1.5M) triggers a local conflict, which is 530

resolved by the Verifier agent (AV ) through local 531

backtracking—discarding the unreliable 1.5M es- 532

timate. In this case, the local backtracking step is 533

able to figure out the correct information, then the 534

Answer Assembler (AA) is able to gather all the 535

information locally and then globally, and finally 536

present the final answer to be California. We 537

eliminate other parts when another conflict may oc- 538

cur, a full walk-through is presented in Appendix D. 539

Another case study is presented in Appendix C 540

6.2 Comparison with Baseline Models 541

To elucidate differences in reasoning dynamics, we 542

perform a case study comparing ReAgent with a 543

single-agent reasoning baseline, O3 and an agen- 544

tic baseline, Chain-of-Agents (CoA) (Zhang et al., 545

2024) on the query “What is the name of the 546

fight song of the university whose main 547

campus is in Lawrence, Kansas and whose 548

branch campuses are in the Kansas City 549

metropolitan area?”, as illustrated in Figure 7. 550

The full comparison is presented in Appendix D. 551

The example question requires two separate hops: 552

(i) identifying which university satisfies the geo- 553

graphical constraints, and (ii) retrieving the “offi- 554

cial” fight-song of that school. Although seemingly 555
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Worker 1:

(1) Scanned the text, listing 
every university mentioned.
(2) Selected the University of 

Kansas paragraph.
(3) Searched the whole chunk 

for tokens such as “fight song” 
→ No matches.
(4) Output: Answer = Unknown

1. Identify the university described.

The context says the university’s main 
campus is in Lawrence, Kansas, with 
branch campuses in the Kansas City 

metropolitan area.
→ This matches the University of 

Kansas (KU).

2. Recall KU’s official fight song.

The University of Kansas’ long-
standing fight song is titled “I’m a 
Jayhawk.”

3. State the answer.

“I’m a Jayhawk.”

O3

Worker 2:

(1) Locate candidate schools 
→ University of Kansas 
(2) Verifies only KU fits both 

constraints.
(3) Search in-chunk for fight-

song phrases → “I’m a 
Jayhawk”.
(4) Output: Answer = “I’m a 

Jayhawk”.

CoA (Chain-of-Agent) w. GPT-4o

Backtracking:
• “Kansas Song” was 
adopted as KU’s official fight 
song in 1928 (date present in 

the primary source).
• “I’m a Jayhawk” emerged 

later as a popular rally tune 
but was never legislated as 
the official fight song.

Final answer: “Kansas Song”

Conflict detected

ReAgent (Ours)

Question: What is the name of the fight song of the university whose main campus is in Lawrence, Kansas and whose branch campuses are in the Kansas City metropolitan area?

Worker 3:

(1) Pattern-match location 
descriptors → KU lines.
(2) Invoke model-internal memory → 

top hit = I’m a Jayhawk; secondary 
hit = Kansas Song (less commonly 

cited).
(3) Chooses the song with higher 
pop-culture frequency → I’m a 

Jayhawk.
(4) Return: Answer = “I’m a 

Jayhawk”.

Manager:

(1) Collect worker outputs: 2×“I’m a Jayhawk”, 1×“Unknown”.
(2) Adopt majority output → "I'm a Jayhawk"
(3) Emit final answer: "I'm a Jayhawk"

Decomposer:

Decompose question
into 6 sub-questions
Q1: University 

identification
Q2: Branch-campus 

check
Q3: Uniqueness 
confirmation

Q4: Fight-song 
retrieval

Q5: Conflict detection
Q6: Final resolution

Retriever 1 (Q1): University of Kansas has its 

main campus in Lawrence, KS

Retriever 2 (Q2): Same university has two KC-

area branch campuses

Retriever 3 (Q3): No other school meets both 

criteria → KU is unique

Retriever 4 (Q4): Fight-song candidate 

“I’m a Jayhawk”

Retriever 5 (Q5): Conflicting candidate 

“Kansas Song”

Retriever 6 (Q6): Fight-song candidate “I’m a 

Jayhawk”

Figure 5: Case study comparing GPT-O3 (left), CoA (middle), and ReAgent (right) on HotpotQA. The back-tracking
mechanism enhances iterative reasoning, enabling conflict detection and correction to reach the correct answer.

simple, the task hides a subtle distinction: the Uni-556

versity of Kansas (KU) has both an official fight557

song (“Kansas Song”, adopted in 1928) and a far558

better-known rally tune (“I’m a Jayhawk”). Cor-559

rectly answering therefore hinges on (a) verifying560

that KU is the only university matching the cam-561

pus pattern, and (b) resolving the potential conflict562

between the two candidate songs.563

The reasoning model O3 (left) performs the first564

hop successfully but then falls back on memorised565

popularity cues, assuming that the song most famil-566

iar to the public must be official.567

The CoA (middle) multi-worker system executes568

three independent workers and lets a manager pick569

the majority vote. Worker 1 fails to locate any570

fight-song information due to the chunk division.571

Worker 2 repeats O3’s mistake. Worker 3 extracts572

the correct answer “Kansas Song” but discards it573

because it is less commonly used, and the third fails574

to locate any fight-song information. The manager575

simply adopts the majority answer (“I’m a Jay-576

hawk”), which causes the error.577

Our ReAgent (right) framework handles the578

same example with six specialized retriever agents579

answering the sub-questions generated by the De-580

composer: (a) Q1–Q3 (entity verification). Three581

agents collectively confirm that only KU satisfies582

the main-campus/branch-campus constraints, elim-583

inating alternative schools early. (b) Q4–Q5 (con-584

flict surfacing). Independent retrieval agents sur-585

face both “I’m a Jayhawk” and “Kansas Song”, trig-586

gering an explicit conflict state. (c) Backtracking587

(Q6). The controller reverses to Q4 and re-weights588

evidence. The source for “Kansas Song” contains589

the enactment year (1928) and the keyword “offi-590

cial”, while “I’m a Jayhawk” is marked only as a591

“rally tune”. Therefore, our model successfully592

reach the correct answer “Kansas Song”. This593

demonstrates that, thanks to its conflict-detection594

and backtracking mechanisms, ReAgent can re-595

visit earlier reasoning, resolve contradictory evi-596

Other Local Answers...

Other Local Answers…

Question: "Which U.S. state has a capital city whose population is smaller than 
the state’s largest city, given that this state hosted the 1984 Summer Olympics?"

• Sub-question 1: Which U.S. state 
hosted the 1984 Summer Olympics?
• Sub-question 2: What is the capital 
city of that state, and what is the 
largest city?
• Sub-question 3: Compare the 
populations of the capital and the 
largest city.
• Sub-question 4: Return the state 
name if the capital’s population is 
smaller.

Question Decomposition Source 1: …The 1984 Summer Olympics were 
primarily hosted in Los Angeles, California….

Source 2: Capital of California is Sacramento.
Source 3: Largest city is Los Angeles.
Source 4: Sacramento population: ∼ 508, 000
Source 5: Los Angeles population: ∼ 3, 900, 000 
Source 6: Sacramento population: ∼ 1,500,000

Population of Sacramento:508k ✅

- The capital is Sacramento (population: ∼ 508, 000).
- The largest city is Los Angeles (population: ∼ 3, 900, 

000)....

Local Answer Assemble

Final Answer: 
California

Global 
Answer 

Assemble

Population of Sacramento 
cannot be both 508k and 1.5M.

Conflict 
Occurs

Local Backtracking

Figure 6: Case study: We illustrate the main steps of
how ReAgent answers a question, where local back-
tracking is highlighted to resolve a conflict.

dence, and consistently converge on the correct 597

knowledge-grounded answer. 598

7 Conclusion 599

In this paper, we introduced a multi-agent QA 600

framework, REAGENT, that incorporates back- 601

tracking mechanisms to mitigate error propagation 602

in multi-hop reasoning. Our hierarchical approach 603

addresses the long-standing challenge that a single 604

misstep during inference often invalidates the en- 605

tire reasoning chain. By allowing partial or global 606

rollback, each agent can detect and correct con- 607

flicting evidence, leading to more stable and inter- 608

pretable solutions. Experiments on three multi-hop 609

QA benchmarks—HotpotQA, 2WikiMultiHopQA, 610

and Musique—demonstrate that explicit backtrack- 611

ing and conflict resolution improve performance 612

beyond forward-only baselines, confirming the im- 613

portance of error revision for complex question 614

answering. We believe that the reversible, mod- 615

ular design can be extended to other knowledge- 616

intensive applications, laying the groundwork for 617

more trustworthy collaborative AI agents. 618
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Limitations619

In this paper, we present the ReAgent model for620

multi-hop QA, which introduces explicit backtrack-621

ing mechanisms that allow the system to correct622

errors during reasoning, leading to more accurate623

and reliable answers. However, this design in-624

troduces certain limitations. First, the ability to625

backtrack multiple times can increase the overall626

inference time, potentially making the reasoning627

process less efficient. Second, although ReAgent628

demonstrates improved performance over selected629

reasoning models, its more complex architecture630

may reduce its robustness in scenarios with limited631

resources or noisy inputs. In the future, we aim to632

improve the design of the agents, with a particular633

focus on enhancing their collaboration strategies634

to further reduce error propagation and improve635

reasoning efficiency.636
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Appendix889

A Multi-Agent Prompt Templates890

A.1 Question-Decomposer Agent891

Question-Decomposer Agent Prompt

Role Description: You are the Question-Decomposer Agent, specializing in breaking
down the user’s complex query into smaller, manageable sub-questions or sub-tasks.
This decomposition is crucial for multi-hop question answering and will be consumed
by downstream agents (Retriever, Verifier, etc.) in the pipeline.
Your Goals:

1. Parse the original query into logically independent or sequential sub-questions.

2. Preserve all necessary context so that other agents can retrieve relevant evidence
and validate partial answers.

3. Output your decomposition in a structured JSON format.

Example Usage:

• Original Query: “Which U.S. state has a capital city whose population is smaller
than the state’s largest city, given that this state hosted the 1984 Summer Olympics?”

• Decomposition:

– q1: Identify which U.S. state hosted the 1984 Summer Olympics.
– q2: Find the capital city and the largest city of that state.
– q3: Compare population sizes of the capital and largest city.
– q4: Return the state if the capital is indeed smaller.

Output Format (JSON Only):
{

"sub_questions": [
"Sub-question 1",
"Sub-question 2",
...

],
"decomposition_reasoning": "A short textual explanation of your decomposition

process"
}

Instruction: Please ensure your final output is a valid JSON object matching the above
schema.

892
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A.2 Retriever Agent 893

Retriever Agent Prompt

Role Description: You are the Retriever Agent, responsible for fetching relevant ev-
idence from external sources (a text corpus, a knowledge graph, or both) based on
sub-questions provided by the Question-Decomposer Agent. This includes documents,
passages, knowledge graph triples, and any other data needed for multi-hop QA.
Your Goals:

1. Given a sub-question, retrieve the most relevant facts or passages.

2. Include confidence scores or other metadata if available.

3. Return your findings in a standardized JSON structure so that the Verifier and
Answer-Assembler Agents can process them.

Example Usage:

• Input Sub-question: “Which U.S. state hosted the 1984 Summer Olympics?”

• Retrieved Evidence (text-based):
{ "document": "History of the Olympics", "passage": "The 1984 Summer Olympics
were held primarily in Los Angeles, California." }

Output Format (JSON Only):
{

"retrieved_evidence": [
{
"source": "e.g., 'Wikipedia excerpt' or 'KG triple ID'",
"content": "string or structured data relevant to the sub-question",
"confidence": 0.0-1.0 (optional)

},
...

],
"retrieval_reasoning": "Short justification for why this evidence is relevant"

}

Instruction: Output only valid JSON, strictly matching the above schema.
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A.3 Verifier Agent895

Verifier Agent Prompt

Role Description: You are the Verifier Agent, focusing on assessing consistency and
correctness of the newly retrieved evidence or intermediate inferences. You detect
contradictions or conflicts either within the new data or against the previously verified
knowledge. If necessary, you trigger local backtracking to remove or adjust statements
causing inconsistency.
Your Goals:

1. Validate whether new information is consistent with existing verified knowledge.

2. Identify contradictions and either correct them or escalate them to a higher-level
supervisor if unresolved.

3. Produce a final set of verified facts or a signal indicating a conflict.

Example Usage:

• Incoming Evidence:
"Sacramento population: 508,000" and "Sacramento population: 1,500,000"

• Detected Inconsistency:

"Sacramento cannot have two drastically different population values."

• Local Backtracking Action:

"Discard the erroneous or lower-confidence figure (1,500,000)."

Output Format (JSON Only):
{

"verified_facts": [
"Fact 1",
"Fact 2",
...

],
"conflicts_detected": [

"Conflict 1 description, if any",
...

],
"local_backtracking_action": "Description of any backtracking performed, or

'none'"
}

Instruction: Return only valid JSON with the fields above. Provide a concise summary
if backtracking occurs.
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A.4 Answer-Assembler Agent 897

Answer-Assembler Agent Prompt

Role Description: You are the Answer-Assembler Agent. You gather verified facts
from the Verifier Agent and partial answers from the Decomposer and Retriever Agents.
You then synthesize a coherent, contextually relevant response, producing a final or
intermediate answer for the user. If you detect a major conflict among partial answers,
you escalate to the Supervisor Agent.
Your Goals:

1. Aggregate partial answers logically.

2. Compose a natural-language (or structured) final answer to the user’s multi-hop
query.

3. Escalate unresolvable contradictions to the Supervisor Agent if needed.

Example Usage:

• Partial Answers and Verified Facts:
{"hosted_1984_olympics": "California"}
{"capital": "Sacramento"}, {"largest_city": "Los Angeles"}
{"pop_sacramento": 508000}, {"pop_los_angeles": 3900000}

• Composed Final Answer:

"The state is California, since its capital city (Sacramento) has a popula-
tion smaller than that of Los Angeles."

Output Format (JSON Only):
{

"final_answer": "A concise or structured answer to the main query",
"partial_answer_synthesis": [

"Short bullet points on how partial answers were combined"
],
"escalation_signal": "Set to 'none' if no escalation is needed, otherwise a short

reason"
}

Instruction: Return only valid JSON. If you detect a major conflict you cannot resolve,
set "escalation_signal" to a reason for Supervisor Agent intervention.

898
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A.5 Supervisor Agent899

Supervisor Agent Prompt

Role Description: You are the Supervisor Agent, responsible for orchestrating global
conflict resolution and global backtracking if needed. When partial answers or verified
facts across multiple agents yield irreconcilable contradictions, you identify a minimal
conflict set and roll back the entire system’s state to a previously consistent checkpoint
if local fixes fail.
Your Goals:

1. Collect escalation signals from the Answer-Assembler or Verifier Agents.

2. If local backtracking does not resolve the conflict, execute system-wide or multi-
agent rollback.

3. Provide a summary of changes, indicating which statements or partial answers are
discarded or revised.

Example Usage:

• Received Escalation: “Capital(California, Sacramento) conflicts with Capi-
tal(California, Los Angeles).”

• Global Backtracking Action: “Rollback to a state before the second capital claim
was introduced. Discard that erroneous claim from the knowledge base.”

Output Format (JSON Only):
{
"conflict_summary": [

"Brief descriptions of contradictory sets"
],
"global_backtracking_decision": "Description of how far to roll back or 'none'",
"updated_consensus_state": [

"Any statements or facts that remain accepted after rollback"
],
"reasoning_notes": "Explanation of the chosen resolution strategy"

}

Instruction: Output valid JSON. If no global conflict is found, indicate "none" for
"global_backtracking_decision".
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A.6 Controller Agent 901

Controller Agent Prompt

Role Description: You are the Controller Agent, providing high-level strategic oversight.
You may override local decisions, impose extra checks, or challenge specific assumptions
if repeated conflicts persist. You also maintain meta-information such as agent reliability
scores or fallback strategies.
Your Goals:

1. Intervene in situations where standard local or global backtracking repeatedly fails.

2. Challenge or confirm critical assumptions by requesting additional evidence or
verification from subordinate agents.

3. Log meta-data about agent reliability and final decision paths for interpretability.

Example Usage:

• Conflict Re-emerges: Repeated contradictory statements about a single piece of
evidence.

• Your Action: Issue a "challenge" directive to the Verifier Agent or the Retriever
Agent, requesting additional sources or alternative cross-checks.

Output Format (JSON Only):
{
"intervention_type": "challenge | override | escalate | none",
"target_of_intervention": "Which agent or assertion is challenged",
"rationale": "Explanation of why the Controller intervened",
"meta_notes": "Optional additional commentary or reliability signals"

}

Instruction: Produce valid JSON only. This agent acts rarely, but can do so when
repeated failures occur or when a major conflict must be forcibly resolved.
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A.7 Usage and Integration Notes903

The above prompts constitute a cooperative multi-agent system designed for reversible multi-hop question904

answering. The usage scenario is as follows:905

1. Question-Decomposer Agent (§A.1) receives the user’s original query and splits it into sub-906

questions.907

2. Retriever Agent (§A.2) fetches relevant information for each sub-question from external sources908

(text or KG).909

3. Verifier Agent (§A.3) checks for local inconsistencies and can trigger local backtracking if contra-910

dictory evidence arises.911

4. Answer-Assembler Agent (§A.4) merges partial answers into a final solution. If irreconcilable912

conflicts appear, it escalates to the Supervisor.913

5. Supervisor Agent (§A.5) coordinates global resolution or wide-scale backtracking if multiple agents’914

statements are in conflict.915

6. Controller Agent (§A.6) optionally intervenes if repeated or severe conflicts persist, forcing extra916

checks or overrides.917

This architecture supports non-monotonic reasoning, allowing the system to roll back to earlier states918

to correct errors and ensure robust, interpretable multi-hop QA. “Local backtracking” is handled by919

individual agents (especially the Verifier), whereas “global backtracking” is orchestrated by the Supervisor920

Agent when local corrections are insufficient.921

All final outputs from each agent must adhere to the specified JSON schema to ensure interoperability.922

Downstream agents read the previous agent’s JSON fields directly, enabling a structured, chain-of-thought923

style pipeline that remains reversible at every step.924

B Analysis of Computational Cost925

We conduct a comparative analysis of computational cost on the HotpotQA, 2Wiki, and MuSiQue datasets926

across GPT-4o, reasoning models O1 and O3, and our ReAgent. The evaluation includes average inference927

calls, inference time (s), input/output tokens, and total cost($), as shown in Table 2. The results highlight928

that our ReAgent, built on GPT-4o, achieves superior performance compared to reasoning models O1 and929

O3, while incurring significantly lower computational cost. Although its cost is higher than the GPT-4o930

baseline, ReAgent delivers substantially better performance. These findings demonstrate the effectiveness931

of our method in balancing performance and efficiency.932

Model Avg. Avg. Avg. Avg. Total
Calls Time(s) Input(T) Output(T) Cost($)

GPT-4o 1 2.7 9 289 5 69
O1 1 43 9 289 1 471 645
O3 1 27 9 289 1 471 546

Ours (ReAgent,(GPT-4o)) 29 46 12 400 1 920 275

Table 2: Cost Comparison. T denotes Tokens. Note that the input token counts are aggregated across the three
datasets. Since the complete reasoning outputs for O1 and O3 were unavailable, their output token counts are
estimated based on the reasoning outputs generated by Qwen-3-235B.

C Case Study on Puzzle Solving933

We illustrate our multi-agent backtracking (REAGENT) through a single-culprit puzzle with four suspects934

{A, B, C, D}. Each suspect gives statements about who might be guilty or lying. The puzzle’s only correct935
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Algorithm 1 REAGENT Multi-Agent Puzzle Solving

1: Input: Puzzle statements from A, B, C, D.
2: Goal: Identify unique culprit (one of {A,B,C,D}) with minimal contradictions.

3: Initialization
4: Decomposer← enumerates four hypotheses {HA, HB, HC , HD}.
5: Checker Agents← each assigned to test one hypothesis’ consistency.

6: Round 1: Checking A as culprit
7: T1 : CheckerA: Evaluate puzzle statements assuming A is culprit.
8: T2 : CheckerA detects contradiction: (A’s claims vs. C’s claims cannot both hold).
9: T3 : Conflict Detector signals rollback to discard A-culprit assumption.

10: Round 2: Checking B as culprit
11: T4 : CheckerB collects statements {A,B,C,D} under B=culprit.
12: T5 : Finds no fatal conflicts (B’s statements can be partly false, others partly true).
13: T6 : Conflict Detector sees consistency, no rollback needed.

14: Rounds 3 and 4: Checking C or D as culprit
15: T7 : Similar to HA, each leads to irreconcilable contradictions.
16: ⇒ Supervisor triggers rollback again; discards these.

17: Conclusion: Only HB remains consistent throughout. Answer: B is culprit.

solution is that B is the culprit, but identifying this requires partially retracting initial assumptions along 936

the way, as shown in Algorithm 1. 937

Why a Rollback Mechanism is Needed. Naive single-pass (or single-thread) models often fixate 938

prematurely on one suspect, disregard contradictory evidence, and produce unsound conclusions. By 939

contrast, our multi-agent approach enumerates possible culprits in parallel, detects conflicts, and rolls 940

back to revise incorrect assumptions. 941

Suspects and Rules: 942

• There are four suspects: A, B, C, D. 943

• Exactly one of them is the culprit. 944

• The culprit must have at least one false statement. Non-culprits may also have errors, but are not 945

forced to be entirely truthful or untruthful. 946

• Each suspect makes the following statements: 947

1. A: 948

(a) “I did not do it.” 949

(b) “If B is the culprit, then C is lying (i.e., at least one statement from C is false).” 950

2. B: 951

(a) “Either A is lying, or D is the culprit.” 952

(b) (No second statement given in some puzzle variants, or it might be omitted. We assume just 953

one statement from B here.) 954

3. C: 955

(a) “B did not do it.” 956

(b) “D has at least one untrue statement.” 957
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4. D:958

(a) “C is lying about everything.” (i.e., both C(i) and C(ii) are false)959

(b) “I definitely did not do it.”960

Question: Which single suspect is guilty, respecting the puzzle rules?961

D Case Study on Traditional Multi-hop QA Tasks962

D.1 User’s question:963

"Which U.S. state has a capital city whose population is smaller than the state’s largest city, given that964

this state hosted the 1984 Summer Olympics?"965

To answer this, the system must:966

1. Identify the state that hosted the 1984 Summer Olympics.967

2. Compare the capital city’s population to the largest city’s population in that state.968

3. Confirm the capital city’s population is indeed smaller.969

4. Provide the name of that state.970

Although it may appear straightforward, we deliberately introduce contradictory or erroneous data971

along the way to showcase the reversible (backtracking) mechanisms.972

D.2 Agents and Their Roles973

1. Question-Decomposer Agent (AQ)974

Splits the complex question into sub-questions:975

• Sub-question 1: Which U.S. state hosted the 1984 Summer Olympics?976

• Sub-question 2: What is the capital city of that state, and what is the largest city?977

• Sub-question 3: Compare the populations of the capital and the largest city.978

• Sub-question 4: Return the state name if the capital’s population is smaller.979

2. Retriever Agent (AR)980

Searches external knowledge (e.g., a text corpus or knowledge graph) to gather relevant facts:981

• Text passages or data about U.S. states, capitals, largest cities, and historical Olympic hosts.982

3. Verifier Agent (AV )983

Cross-checks newly retrieved information for consistency against its local knowledge or prior verified984

facts. If a contradiction is detected, it triggers local backtracking.985

4. Answer-Assembler Agent (AA)986

Synthesizes partial answers from the other agents. If contradictory partial answers cannot be987

reconciled at the local level, AA escalates the conflict to the Supervisory layer.988

5. Supervisor Agent (AS)989

Oversees system-wide conflicts. It can perform global backtracking (rolling back all agents) if990

needed.991

6. Controller Agent (AC)992

Provides strategic oversight. In the example below, it will issue “challenges” to specific assertions993

when local backtracking fails.994
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D.3 Walkthrough of the Reasoning and Backtracking 995

Initial Question Decomposition 996

1. AQ receives the question: 997

AQ parses the main query: 998

“Which U.S. state has a capital city whose population is smaller than the state’s largest city, 999

given that this state hosted the 1984 Summer Olympics?” 1000

2. AQ produces sub-questions: 1001

• q1: “Which U.S. state hosted the 1984 Summer Olympics?” 1002

• q2: “What is the capital city of that state? Also, what is the largest city of that state?” 1003

• q3: “Compare the population of the capital city to that of the largest city.” 1004

• q4: “Return the state if the capital’s population is smaller.” 1005

These sub-questions (q1–q4) are broadcast to the Retriever (AR) and Verifier (AV ). 1006

Retrieval and a Local Conflict 1007

1. AR retrieves answers: 1008

• For q1, AR returns: 1009

“The 1984 Summer Olympics were primarily hosted in Los Angeles, California.” 1010

• For q2, AR retrieves partial data: 1011

– Capital of California is Sacramento. 1012

– Largest city is Los Angeles. 1013

– Population estimates (unfortunately, one item is erroneous or inconsistent): 1014

* Sacramento population: ∼ 508, 000 (from official records). 1015

* Los Angeles population: ∼ 3, 900, 000 (correct). 1016

* But a second retrieved record incorrectly lists Sacramento’s population as 1,500,000. 1017

2. AV (Verifier) checks local consistency: 1018

AV notices that two different population figures for Sacramento are contradictory: 1019

• Data point D1: 508,000 1020

• Data point D2: 1,500,000 1021

AV identifies these as mutually exclusive facts. It flags a local conflict: 1022

“Population of Sacramento cannot be both 508k and 1.5M.” 1023

3. Local Backtracking by AV : 1024

Before finalizing any partial answer, AV backtracks to the checkpoint prior to adopting the second, 1025

suspicious data point D2. 1026

AV discards the contradictory population figure (1.5M) and retains only 508k as the consistent 1027

number for Sacramento. 1028

The system continues forward with the corrected value for Sacramento’s population: ∼ 508, 000. 1029

(This demonstrates how a single agent can retract contradictory or low-confidence evidence without 1030

halting the entire process.) 1031

Assembling Partial Answers & Uncovering a Global Conflict 1032

1. AA (Answer-Assembler) integrates partial conclusions: 1033

So far, the state that hosted the 1984 Olympics is California. 1034

The capital is Sacramento (population: ∼ 508, 000). 1035

The largest city is Los Angeles (population: ∼ 3, 900, 000). 1036
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2. AA composes a preliminary final:1037

Since Sacramento’s population (∼ 508, 000) is indeed smaller than Los Angeles’s (∼ 3, 900, 000),1038

the preliminary answer is: “California” should be the correct state.1039

3. New conflict introduced:1040

However, suppose the Retriever (AR)—in parallel—fetched an alternative “capital city” record1041

stating that Los Angeles was once referred to as the “capital” in a historical context (erroneous1042

snippet from a non-authoritative source).1043

This implies the contradictory statement: “Los Angeles is also the capital of California,” which1044

directly conflicts with the known fact “Sacramento is the capital of California.”1045

4. AV tries local resolution:1046

AV cannot reconcile “Los Angeles is capital” with “Sacramento is capital.”1047

Because each piece of evidence was introduced into separate sub-threads, a single local reversion1048

inside AV might not suffice. The conflict is also recognized by AA when finalizing sub-answers.1049

5. Conflict escalates to the Supervisor (AS):1050

As soon as multiple agents disagree over fundamental facts (the identity of the capital), the system1051

triggers a global conflict signal.1052

AS identifies the minimal conflicting set:1053

• Capital(California, Sacramento)1054

• Capital(California, Los Angeles)1055

These two are clearly incompatible. The next step is to identify which statement should be retracted1056

system-wide.1057

Global Backtracking and Final Resolution1058

1. Global Backtracking:1059

The Supervisor Agent (AS) issues a global backtracking command, rolling the entire system’s1060

knowledge to a shared checkpoint before the contradictory capital reference was accepted.1061

All local knowledge caches revert to a consistent state in which “Sacramento is the capital” is still1062

true, and “Los Angeles is the capital” is no longer present.1063

2. Controller (AC) challenges the suspicious assertion:1064

To prevent the same contradiction from reappearing, AC explicitly “challenges” the statement1065

Capital(California, Los Angeles).1066

This statement is reevaluated or ignored based on domain knowledge or reliability checks (e.g.,1067

confidence weighting from the retriever and the verifier).1068

The system confirms that Los Angeles was never the official capital.1069

3. Assemble the final consistent answer:1070

With the conflicting statement removed, the pipeline reaffirms:1071

(i) The 1984 Summer Olympics took place in Los Angeles, California.1072

(ii) California’s capital is Sacramento.1073

(iii) Sacramento’s population (∼ 508, 000) is smaller than Los Angeles’s (∼ 3, 900, 000).1074

Final Answer: California.1075
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Worker 1:

(1) Parse chunk & extract entities: Scanned the text, 
listing every university mentioned.

(2) Apply dual-location filter: Selected the University 

of Kansas paragraph because it explicitly states: • 
main campus in Lawrence • two branch campuses in 

the Kansas City metro.
(3) Confirm uniqueness: Checked all other university 

blocks (UIW, UFPB, UMKC) and verified none satisfy 

both location conditions.
(4) Keyword hunt for fight-song clues: Searched the 

whole chunk for tokens such as “fight song”, 
“Jayhawk”, “Kansas Song”, “alma mater”, etc. → No 
matches.

(5) Evidence-strict policy trigger: Since no fight-song 
string was found in-chunk, it refused to rely on 

outside knowledge.
(6) Output: Answer = Unknown, Reason = “The fight 

song isn’t in the supplied context.”

Worker 3:

(1) Pattern-match location descriptors: Uses regex 
for “main campus in Lawrence” & “branch campus” 
→ immediately anchors on KU lines.

(2) Dual-criterion check: Confirms those lines state 
both Lawrence + KC branches in a single 

paragraph (strong match score). Gap detection: 
Notices no “fight song” token inside the KU 
paragraph → flags “info missing in chunk.”

(3) Knowledge completion: Invokes model-internal 
memory for well-known school songs; top hit = I’m 

a Jayhawk; secondary hit = Kansas Song (lower 
confidence because less commonly cited as “fight 
song” in general discourse).

(4) Heuristic tie-break: Chooses the song with higher 
pop-culture frequency unless an “official” marker is 

present (not in memory), so picks I’m a Jayhawk.
(5) Return: Outputs that tune with step-wise rationale.

Manager:

(1) Collect worker outputs: Ingests: 2×“I’m a Jayhawk”, 1×“Unknown”.
(2) Verify target university: Confirms every worker identified the University of Kansas using location rules (Lawrence + KC branches).
(3) Assess fight-song evidence: Notes Worker-1’s “Unknown” is purely context-bound. Sees Workers 2–4 rely on widely-known fact (I’m a Jayhawk) despite missing in 

chunk. Checks internal knowledge bank: “I’m a Jayhawk” is indeed a KU fight song.
(4) Tie-breaking policy: Applies synthesis rule: if ≥ 60 % of workers agree and no conflicting positive answer, adopt majority output. (2 / 3 = 66 %).

(5) Produce consolidated reasoning: Writes a short chain: identifies KU, notes absence of song in context, cites external knowledge, chooses “I’m a Jayhawk.”
(6) Emit final answer: "I'm a Jayhawk"

1. Identify the university described.

The context says the university’s main 
campus is in Lawrence, Kansas, with 
branch campuses in the Kansas City 

metropolitan area.
→ This matches the University of 

Kansas (KU).

2. Recall KU’s official fight song.

The University of Kansas’ long-
standing fight song is titled “I’m a 
Jayhawk.”

3. State the answer.

“I’m a Jayhawk.”

GPT-O3

Worker 2:

(1) Locate candidate schools: Parses the chunk; 
immediately flags the University of Kansas lines (“main 
campus in Lawrence… two branch campuses in the KC 

metro”).
(2) Exclude false matches: Scans other university blocks 

(UIW, UFPB, UMKC) and discards them because they 
either lack a Lawrence campus or KC branches.

(3) Confirm uniqueness: Verifies only KU fits both 

constraints.
(4) Search in-chunk for fight-song phrases: Finds none 

(“fight song”, “Kansas Song”, “Jayhawk” not present).
(5) Fallback to prior knowledge: Calls its embedded 

knowledge base (“KU fight song = I’m a Jayhawk”, high 

confidence).
(6) Output: Answer = “I’m a Jayhawk”; Reason = steps 1-5.

CoA (Chain-of-Agent) w. GPT-4o

Question: What is the name of the fight song of the university whose main campus is in Lawrence, Kansas and whose branch campuses are in the Kansas City metropolitan area?

Backtracking:
• “Kansas Song” was adopted as KU’s official fight 
song in 1928 (date present in the primary source).
• “I’m a Jayhawk” emerged later as a popular rally 

tune but was never legislated as the official fight 
song.

Final answer: “Kansas Song”

Conflict detected

ReAgent (Ours)

Decomposer:

Decompose question into 6 sub-questions:

Q1 – University identification
Find any university whose main campus is in 

Lawrence, Kansas.
Q2 – Branch-campus check

Verify that the same university also has branch 
campuses in the Kansas City metropolitan area.
Q3 – Uniqueness confirmation

Ensure no other institution simultaneously 
satisfies the Lawrence-plus-KC-branches criteria.

Q4 – Fight-song retrieval
Gather the candidate fight song(s) associated with 
that university.

Q5 – Conflict detection
Look for alternative or conflicting fight-song 

references and highlight any discrepancies.
Q6 – Final resolution
Evaluate all evidence and decide which fight song 

is the correct, authoritative answer.

Retriever 1 (Q1):

University of Kansas has its main campus in 
Lawrence, KS

Retriever 2 (Q2):

Same university has two KC-area branch 
campuses

Retriever 3 (Q3):

No other school meets both criteria → KU is 
unique

Retriever 4 (Q4):

Fight-song candidate 
“I’m a Jayhawk”

Retriever 5 (Q5):

Conflicting candidate “Kansas Song”

Retriever 6 (Q6):

Fight-song candidate “I’m a Jayhawk”

Figure 7: Full Comparison with Baseline Models

D.4 Full Comparison with Baseline Models (Figure 7) 1076

D.5 Key Observations 1077

• Early-Stage Conflict Resolution: The Verifier Agent (AV ) performed local backtracking when it 1078

discovered contradictory population data for Sacramento. This promptly removed an incorrect data 1079

point without halting the entire process. 1080

• Escalation of Irreconcilable Contradictions: When two different sub-threads provided fundamen- 1081

tally clashing information (competing claims about the capital), the system automatically escalated 1082

the conflict to the Supervisor (AS) for global action. 1083

• Strategic Re-check and Override: The Controller Agent (AC) could forcibly challenge the 1084

suspicious statement “Capital(California, Los Angeles)” to eliminate it from the knowledge pool, 1085

thus preserving the correct solution. 1086

Algorithm 2 Multi-Agent Reversible Reasoning

Require: Q0: Main question
1: AQ.decompose(Q0)→ {q1, q2, . . . }
2: Broadcast assert(qi) to AR, AV , AA

3: for each qi in {q1, q2, . . . } concurrently do
4: E ← AR.retrieve(qi)
5: AV .verify(E)
6: if AV detects conflict locally then
7: AV .BacktrackLocal(rV )
8: if conflict persists then
9: raise Conflict to AS

10: end if
11: end if
12: AA.storePartialAnswer(qi, E)
13: end for
14: if Global conflict signaled then
15: AS .HolisticUpdate(Πj)
16: if AC intervention needed then
17: AC .challenge(φ) or override
18: end if
19: end if
20: Final← AA.assembleAnswer({q1, q2, . . . })
21: return Final Answer

Overall, this case exemplifies how reversible, 1087

multi-hop reasoning allows for robust error cor- 1088

rection: local invalid data is undone swiftly, 1089

while deeper logic conflicts trigger system-wide 1090

backtracking. Consequently, the answer “Califor- 1091

nia” remains stable and correct, ensuring that a 1092

single faulty retrieval step does not irreversibly 1093

corrupt the entire reasoning chain. 1094

E Reversible Reasoning Algorithm 1095

Algorithm 2 summarizes the flow of this multi- 1096

agent reversible reasoning design. The pro- 1097

cess starts with question decomposition and sub- 1098

question retrieval, followed by verification. Local 1099

backtracking is invoked as needed to address in- 1100

ternal inconsistencies. If the conflict persists, it is 1101

escalated to the supervisory layer, where partial 1102

or holistic backtracking may be applied. After 1103

conflicts are resolved, the final step integrates all 1104

consistent sub-answers. 1105
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