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Abstract
Text anonymization is crucial for sharing sen-001
sitive data while maintaining privacy. Exist-002
ing techniques face the emerging challenges003
of re-identification attack ability of Large Lan-004
guage Models (LLMs), which have shown ad-005
vanced capability in memorizing detailed in-006
formation and patterns as well as connecting007
disparate pieces of information. In defending008
against LLM-based re-identification attacks,009
anonymization could jeopardize the utility of010
the resulting anonymized data in downstream011
tasks—the trade-off between privacy and data012
utility requires deeper understanding within013
the context of LLMs. This paper proposes014
a framework composed of three LLM-based015
components—a privacy evaluator, a utility eval-016
uator, and an optimization component, which017
work collaboratively to perform anonymiza-018
tion. To provide a practical model for large-019
scale and real-time environments, we distill the020
anonymization capabilities into a lightweight021
model using Direct Preference Optimization022
(DPO). Extensive experiments demonstrate that023
the proposed models outperform baseline mod-024
els, showing robustness in reducing the risk of025
re-identification while preserving greater data026
utility in downstream tasks.1027

1 Introduction028

Privacy protection is a fundamental societal value,029

enforced through various legal frameworks, e.g.,030

the General Data Protection Regulation (GDPR) in031

the European Union and the California Consumer032

Privacy Act (CCPA) in the United States (Voigt and033

Von dem Bussche, 2017), among others. The recent034

advancement in large language models (LLMs) and035

artificial intelligence (AI) tools present both chal-036

lenges and opportunities in achieving the goal.037

Text anonymization is a critical method for safe-038

guarding private and sensitive information. How-039

ever, current techniques are vulnerable to disclo-040

sure threats from increasingly sophisticated Large041

1Our code and dataset will be released at github.

Jacques "Toto" Brugnon (11 May 1895 – 20 
March 1978) was a French tennis player, one of 
the famous "Four Musketeers" from France who 
dominated tennis in the late 1920s and early 
1930s. He was born in Paris and died in Paris. He 
was primarily a doubles specialist who won 10 
Grand Slam doubles titles in the French, 
American, Australian and British championships ...

A person (born in a certain century – died in a 
certain century) was an athlete, one of a famous 
group from a certain region who dominated a
sport in a certain era. He was born and died in 
his birth city. He was primarily a specialist who 
won many titles in various championships ...
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An individual (born in a certain era – passed away 
in another era) was a tennis athlete from a 
nation, part of a distinguished group from this 
nation who excelled in tennis during a historical 
period. This individual was born and passed away 
in a major city. Mainly specializing in a doubles 
format of tennis, this individual secured several 
top doubles titles in various international tennis 
competitions …RUPTA

Figure 1: Anonymization examples of the Adversarial
Feedback (Staab et al., 2024b) (middle box) and the pro-
posed RUPTA (bottom box) model. The red fonts mark
the personally identifiable information. We highlight
entities that are critical for our downstream task: occu-
pation classification.

Language Models (LLMs). Recent studies have 042

demonstrated that these models can re-identify pri- 043

vate information, even from texts anonymized by 044

advanced methods (Patsakis and Lykousas, 2023; 045

Staab et al., 2024a; Nyffenegger et al., 2023). 046

The first key challenge and requirement is, 047

therefore, defending against LLM-based re- 048

identification attacks. In defending against these 049

powerful models, the anonymization process may 050

compromise the utility of the resulting anonymized 051

data in downstream tasks (Mozes and Kleinberg, 052

2021; Patsakis and Lykousas, 2023). As shown 053

in Fig. 1, while the current state-of-the-art (SoTA) 054

method, which conducts anonymization based on 055

iterative refining according to feedback from a sim- 056

ulated attacker (Staab et al., 2024b), can defend 057

against re-identification attack well, it may elim- 058

inate the information crucial for the downstream 059
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task. We believe that the trade-off between pri-060

vacy and data utility requires deeper understand-061

ing within the context of LLMs, in which LLMs’062

re-identification capacity challenges the existing063

anonymization models, while if properly utilized,064

LLMs can help build more capable anonymization065

components to mitigate the discussed adversaries.066

In this paper, we introduce a novel framework067

named Robust Utility-Preserving Text Anonymiza-068

tion (RUPTA), consisting of a privacy evaluator069

(P-Evaluator), a utility evaluator (U-Evaluator),070

and an optimization component. These compo-071

nents are built on LLMs, where the P-Evaluator072

assesses re-identification risks and provides guid-073

ance to enhance anonymization robustness against074

re-identification attacks, the U-Evaluator gauges075

downstream tasks’ performance to indicate the076

level of preserved utility, and the optimization com-077

ponent iteratively edits the text based on these eval-078

uation results to jointly optimize both objectives079

until pre-defined conditions are met. As shown in080

Fig. 1, RUPTA can ensure privacy-preserving per-081

formance comparable to the SOTA method while082

retaining critical information necessary for accu-083

rately classifying the text pertaining to a Tennis084

Player.085

The anonymization models based on LLMs of-086

ten rely heavily on time-consuming and resource-087

intensive interactions with LLMs, making these088

models less feasible for large-scale or real-time089

applications. To mitigate this problem, we distill090

the anonymization capabilities into a lightweight091

model. Our experiments show that the fine-tuned092

lightweight model achieves a performance compa-093

rable to GPT-4, and utilizing Direct Preference Op-094

timization (DPO) (Rafailov et al., 2023) enhances095

the anonymization efficacy. Our main contributions096

are summarized as follows:097

• To the best of our knowledge, this is the first098

work to simultaneously optimize privacy and099

utility in text anonymization using SoTA LLMs,100

which is crucial for real-life applications.101

• We propose a novel framework for text102

anonymization that is built on the powerful abil-103

ity of LLMs, consisting of a privacy evalua-104

tor, utility evaluator, and optimizer component,105

which work jointly to perform anonymization106

and show superior performance over the base-107

line models.108

• We develop more practical methods based on109

DPO to distill the anonymization capabilities110

into lightweight models with performance com- 111

parable to the teacher models. 112

• We create a new dataset using the celebrity bi- 113

ographies from DBpedia (Dan, 2019) with oc- 114

cupation labels, serving as a practical bench- 115

mark for evaluating the impact of anonymiza- 116

tion methods on utility. Anonymization results 117

from LLMs are also included to aid future text 118

anonymization research. 119

2 Related Work 120

Text Anonymization. The task is primarily ad- 121

dressed through natural language processing (NLP) 122

and privacy-preserving data publishing (PPDP) ap- 123

proaches. NLP methods use sequence labeling 124

models trained on manually annotated data to iden- 125

tify and remove pre-defined categories of sensitive 126

entities, such as names and phone numbers (Hathu- 127

rusinghe et al., 2021; Francopoulo and Schaub, 128

2020). Rather than masking entities according 129

to the pre-defined categories, the PPDP-based ap- 130

proaches mask entities according to the disclosure 131

risk calculated through a privacy model defined by 132

domain experts (Sánchez and Batet, 2016, 2017). 133

However, most existing studies either neglect the 134

utility of anonymized text for downstream tasks 135

or only evaluate it post-anonymization (Yermilov 136

et al., 2023; Staab et al., 2024b), complicating the 137

identification of a strategy that optimally balances 138

privacy and utility. Furthermore, commonly used 139

datasets (Lebret et al., 2016; Pilán et al., 2022) in 140

this field often lack labels for specific downstream 141

tasks, rendering it difficult to assess the impact of 142

anonymization operations on them. 143

LLMs as the Black-box Optimizer Optimiza- 144

tion entails the iterative generation and evaluation 145

of solutions to enhance a specific objective func- 146

tion. Leveraging their robust knowledge storage 147

and generation capabilities, LLMs can identify op- 148

timal solutions for intricate real-world optimization 149

problems through effective prompting without ne- 150

cessitating additional training (Prasad et al., 2023; 151

Zhou et al., 2023). In the context of multi-objective 152

optimization problems (MOPs), which involve two 153

or more conflicting objectives, current methodolo- 154

gies typically combine Evolutionary Algorithms 155

with LLMs (Yang and Li, 2023). This approach, 156

however, requires numerous objective evaluations, 157

rendering it impractical for scenarios where eval- 158

uating objectives is costly. Our proposed RUPTA 159

serves as an alternative when the preference over 160
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objectives is pre-defined.161

3 Our Approach162

In this section, we present our proposed RUPTA163

framework, which protects the privacy of the sen-164

sitive text while maintaining its utility for analyt-165

ical purposes. The overview of our framework is166

shown in Fig. 2. Given a span of text x0, RUPTA167

iteratively refines the anonymized text to optimize168

the privacy and utility objectives simultaneously.169

At iteration t+ 1, the previously anonymized text170

xt is input into the system, as shown in the bottom171

left of Fig. 2. The privacy evaluator (P-Evaluator)172

analyzes xt to determine its privacy protection173

level based on the ground-truth personal informa-174

tion y and provide feedback to enhance its robust-175

ness against re-identification attacks. The utility176

evaluator (U-Evaluator) assesses its usefulness for177

the downstream tasks based on the corresponding178

ground-truth label c. Feedback from both evalu-179

ators is then used by the optimizer to refine the180

text using available editing operations, producing181

the updated text xt+1, as shown in the top right182

of Fig. 2. Specific content of the involved instruc-183

tions can be found in Appx. C.1.184

3.1 Problem Formulation185

The text anonymization challenge can be recast as186

a multi-objective optimization problem with two187

conflicting objectives: privacy and utility. In this188

context, privacy should be prioritized over utility.189

This hierarchy is established by ordering the ob-190

jectives, transforming the problem into a lexico-191

graphic optimization issue (Zykina, 2004). The pri-192

mary objective is to maximize the level of privacy193

preservation, ensuring that sensitive information is194

well-protected against re-identification risks. The195

secondary objective is to maintain as much useful196

information as possible in the anonymized text for197

analytical tasks. This lexicographic optimization198

problem can be formally expressed as199

lex max F (x) = [fp(x), fu(x)]

St. x ∈ X0
(1)200

where fp(·) and fu(·) denote the privacy and util-201

ity objective function, respectively. X0 denotes202

the set of all possible edits of x0. A solution203

xa ∈ X0 is lexicographically preferable to an-204

other solution xb ∈ X0, denoted as xa ≻lex xb,205

if and only if fp(xa) > fp(xb) or (fp(xa) =206

fp(xb) and fu(xa) > fu(xb)). To solve this207

lexicographic optimization problem, we propose 208

RUPTA, an iterative method with LLMs to generate, 209

evaluate, and optimize the anonymized text. 210

3.2 The Privacy Evaluator 211

Algorithm 1 Privacy Objective Evaluation fp
Input Anonymized text yt, ground-truth personal information
x, instruction Ip, P-Evaluator LLM(·)
Output Privacy objective value pt and textual feedback f t

1: (y′
1, y

′
2, ..., y

′
K) ∼ LLM(Ip||xt)

2: if y in (y′
1, y

′
2, ..., y

′
K) then

3: pt ← rank of y in (y′
1, y

′
2, ..., y

′
K)

4: f t ∼ LLM(Ipa||x||y)
5: else
6: pt ← K + 1

7: f t ← ∅
8: end if

The role of the Privacy Evaluator (P-Evaluator) 212

is to assess the privacy protection level of the 213

anonymized text, ensuring that private content is 214

adequately obscured against re-identification. Be- 215

sides, it is essential to provide textual feedback 216

to the LLM optimizer as guidance (Pryzant et al., 217

2023). Thus, the privacy objective evaluation pro- 218

cess fp(·) is formally defined as 219

f t, pt = fp(xt) (2) 220

where pt denotes the value of the privacy objective 221

and f t denotes the textual feedback. We describe 222

the detailed process of privacy evaluation in Alg. 1. 223

P-Evaluator is instantiated as an LLM. Given 224

the anonymized text xt, we concatenate it with the 225

privacy inference instruction Ip as input to prompt 226

the P-Evaluator to semantically infer the personal 227

information as shown in line 1 of Alg. 1, where || 228

denotes concatenation. This step generates top-K 229

inference results [y′i]
K
1 for the personal information. 230

Each result is then compared with the ground-truth 231

personal information y. If a match is found within 232

these top-K results, its rank is used as the scalar pri- 233

vacy score pt. Further, the evaluator is prompted to 234

provide natural language feedback f t detailing the 235

clues that led to the correct inference. Otherwise, 236

we set the pt as K + 1, representing the maximum 237

achievable score for the privacy objective. 238

The scalar score pt quantifies the privacy risk 239

associated with the anonymized text, while the tex- 240

tual feedback f t offers qualitative insights, guiding 241

the lexicographic optimizer on how to better ob- 242

scure identifiable information. The value of K 243

serves as a customizable parameter that adjusts the 244
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Figure 2: The framework of our proposed RUPTA method

sensitivity of the privacy evaluation, with higher245

values indicating a more inclusive search for poten-246

tial privacy breaches, thus facilitating a manually247

adjustable trade-off between privacy and utility.248

3.3 The Utility Evaluator249

The Utility Evaluator (U-Evaluator) is used to en-250

sure that the anonymized text retains its utility for251

specific analytical tasks, a critical consideration252

for practical applications across various domains.253

It analyzes the anonymized text xt, specifically254

assessing its effectiveness in supporting accurate255

occupation classification c. The formal utility ob-256

jective evaluation process is defined as257

ut = fu(xt, c) (3)258

where ut is the utility objective value.259

In this paper, we instantiate the U-evaluator with260

an LLM. Given the anonymized text xt and the261

corresponding ground-truth occupation label c, the262

LLM-based U-evaluator follows the instruction Iu263

to output a confidence score ut264

ut ∼ LLM(Iu||xt||c), (4)265

this confidence score quantifies the evaluator’s un-266

certainty that xt can be correctly classified into267

the ground truth occupation category ct, reflect-268

ing the degree to which key utility information is269

preserved.270

To better align feedback with real-world use sce-271

narios, the U-Evaluator can be instantiated with272

the actual model employed in the downstream task.273

For example, if the anonymized text is intended for274

sentiment analysis, the U-Evaluator can be instanti-275

ated with a sentiment analysis model. The utility276

score ut can then be calculated through the logit 277

of the ground-truth label following the traditional 278

uncertainty quantification method (Sensoy et al., 279

2021). 280

3.4 Lexicographic Optimizer 281

Lexicographic optimization (LO) is a special case 282

of MOPs where multiple conflicting objectives are 283

to be maximized simultaneously. In LO, objec- 284

tives are ranked in order of importance, enabling 285

prioritization of the most critical objectives. The 286

LO problem is generally solved by the sequential 287

optimization method (Zykina, 2004; Zhang et al., 288

2022). Specifically, regarding the text anonymiza- 289

tion problem, privacy and utility are the two objec- 290

tives, and privacy should be prioritized. 291

RUPTA employs the LLM as a black-box lexico- 292

graphic optimizer in a zero-shot manner, where 293

the LLM is prompted to achieve better solutions 294

incrementally based on the history of optimiza- 295

tion results and objective evaluations. The overall 296

prompt consists of the pre-defined overall optimiza- 297

tion description prompt Ir, the memory module M, 298

the meta instruction variable Ime and the textual 299

feedback f t from P-Evaluator. The memory mod- 300

ule M stores history optimization results and their 301

corresponding privacy and utility objective val- 302

ues. Formally, we have M = {(xi, pi, ui, ri)|i = 303

1, 2, ..., t}. 304

To ensure that the primary goal of achieving 305

maximum privacy is prioritized and only after the 306

privacy objective is satisfactorily met does the opti- 307

mizer focus on improving utility, the lexicographic- 308

optimizer LLM operates in two different modes. 309

When the privacy objective value has not yet 310
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reached the pre-set maximum K + 1, the lexico-311

graphic optimizer should focus on maximizing the312

privacy objective, which is achieved by taking the313

value of meta instruction variable as Ipr that in-314

structs the LLM to further anonymize xt according315

to the textual feedback f t. The process can be316

formulated as317

xt+1 ∼ LLM(Ir||M||Ipr||f t) (5)318

Once the privacy objective value has reached the319

maximum threshold, the meta instruction shifts to320

Iur, prompting the LLM to optimize the utility321

level without compromising the achieved privacy322

objective value.323

xt+1 ∼ LLM(Ir||M||Iur) (6)324

This iterative process continues until either the325

pre-defined maximum values for both objectives326

are reached or the maximum number of iterations T327

is met. By continuously refining and evaluating the328

anonymized text, the optimizer iteratively improves329

it to achieve an optimal balance between privacy330

and utility.331

3.5 Distilling the Anonymization Ability332

Utilizing LLMs for text anonymization is computa-333

tionally expensive, and for certain LLMs, access is334

only available through APIs, which raises privacy335

and cost concerns. However, in our framework, the336

optimization result heavily depends on the reason-337

ing ability of the LLM, which stems from the large338

scale of parameters these models possess. Recent339

studies have demonstrated that prompting LLMs340

as optimizers is less effective with smaller-scale341

models (Zhang et al., 2024).342

To address this issue, we employ knowledge dis-343

tillation (KD), where a large model (the teacher)344

transfers its knowledge to a smaller model (the stu-345

dent). Typically, KD involves training the student346

model using the outputs of the teacher model as347

labels (Kim and Rush, 2016). In our case, we uti-348

lize the final anonymization result produced by the349

teacher model during the lexicographic optimiza-350

tion as the training label for the student model.351

To utilize the generation results of the teacher352

model more efficiently, we adopt the Direct Pref-353

erence Optimization (DPO) (Rafailov et al., 2023)354

method. This method fine-tunes an LLM on human355

labels of the relative quality of model generations356

to align the model with human preferences. In357

our method, intermediate optimization results from358

Dataset #Train #Validation #Test

DBPedia Classes 1938 243 239
Personal Reddit 318 - 207

Table 1: Statistics of experiment datasets.

the teacher model can be considered less preferred 359

than the final optimization result. These interme- 360

diate and final results form the preference dataset. 361

We fine-tune the student model using DPO on this 362

dataset to preferentially generate outputs similar to 363

the final optimization result while reducing the like- 364

lihood of producing results akin to the intermediate 365

stages. 366

4 Experimental Set-up 367

Datasets. We evaluate our text anonymization 368

method on the following two datasets: 369

• We sampled celebrity biographies from the DB- 370

pedia Classes dataset (Dan, 2019) to build a 371

new dataset DB-bio. Unlike the commonly- 372

used Wiki-bio dataset (Lebret et al., 2016) in 373

anonymization studies that lacks annotations 374

for downstream tasks, this dataset includes de- 375

tailed three-level hierarchical category annota- 376

tions. We use the third-level category labels 377

as occupation classification labels to assess the 378

impact of our anonymization method on this 379

specific downstream task. The name of the per- 380

son described by the biography is used as the 381

ground-truth personal information. 382

• To further validate the generality of our method, 383

we evaluate it on the PersonalReddit (PR) 384

dataset (Staab et al., 2024a) consisting of 525 385

human-verified synthetic public Reddit com- 386

ments and corresponding user profiles. We use 387

the annotated occupation attribute in the pro- 388

file as the label of the occupation classification 389

task and anonymize the comments to prevent 390

the identification of other personal attributes. 391

General statistics of these datasets can be seen in 392

Tab. 1. Detailed statistics, including category dis- 393

tributions, are provided in Appx. A. 394

Evaluation Metrics. To evaluate our text 395

anonymization method, we focus on two critical as- 396

pects: disclosure risk and utility preservation. Dis- 397

closure risk is assessed by measuring the Success 398

Rate (SR) of a strong adversarial LLM in infer- 399

ring personal information from anonymized text. 400

Additionally, we prompted an LLM to generate 401

the Confidence Scores (CS), evaluating the degree 402
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Method Disclosure Risk Utility Preserving

SR⇓ CS⇓ Precision⇑ Recall⇑ F1⇑ Accuracy⇑ Loss⇓
D

B
-b

io

Original 100.00 98.45 99.58 99.68 99.61 99.58 0.0422

Azure (Aahill, 2023) 78.24 80.87 91.63 95.04 92.39 92.47 0.3202

DEID-GPT (Liu et al., 2023) 77.10 79.47 90.82 94.37 92.56 91.22 0.3103
SD (Dou et al., 2023) 73.21 73.63 92.27 93.11 92.69 92.96 0.2719
AF (Staab et al., 2024b) 52.91 50.84 91.20 94.26 91.75 92.02 0.4048

RUPTA (Mixtral 8×22b) 67.78 67.15 96.18 97.13 96.30 96.23 0.2167
RUPTA (Llama-3-70b) 64.02 63.23 95.34 96.23 95.55 95.82 0.2224
RUPTA (GPT-3.5) 68.51 69.16 95.40 96.02 95.70 95.49 0.2188
RUPTA (GPT-4) 52.67 53.11 95.58 96.26 95.91 96.02 0.1618

Table 2: Main experiment results on the test set of DB-bio dataset. The top and second performance are highlighted
with bold font and underline, respectively.

of confidence with which anonymized text can be403

linked to the ground-truth personal information.404

Utility preservation metrics are gauged by the405

performance of a simple neural network classifier406

trained on non-anonymized train data and tested on407

anonymized text, including Accuracy, Precision,408

Recall, F1 Score, and the classifier’s loss function409

value indicating classification uncertainty. Specific410

metric settings can be seen in Appx. B.411

Comparison Methods. To establish the effec-412

tiveness of our text anonymization framework, we413

benchmark it against state-of-the-art methods and414

industry standards.415

• We use Azure (Aahill, 2023)’s industry-416

standard state-of-the-art text anonymizer as a417

traditional anonymization baseline.418

• AF (Staab et al., 2024b) is a current state-of-419

the-art method for text anonymization based on420

the adversarial feedback mechanism.421

• DEID-GPT (Liu et al., 2023) prompts the LLM422

to mask out all the entities of pre-defined kinds.423

• SD (Dou et al., 2023) prompts the LLM to re-424

place the entities of pre-defined kinds with more425

general counterparts.426

All these methods are recreated using the GPT-427

4 model (Achiam et al., 2023). Besides, we ex-428

plore the effectiveness of using different LLM429

architectures as the lexicographic optimizer, in-430

cluding open-sourced models like instruction-tuned431

Llama-3-70b (AI@Meta, 2024) and Mixtral 8 ×432

22b (Jiang et al., 2024), and the proprietary GPT-4433

and GPT-3.5. Besides, we evaluate the original434

non-anonymized dataset (Original) for reference.435

Implementation Details. GPT-4 is used exclu-436

sively as the privacy evaluator of RUPTA and simu-437

lated attacker of AF due to its advanced capabilities438

in re-identification. GPT-4 is also used as the utility 439

evaluator of RUPTA. Besides, we experimented with 440

using Phi-3 Mini (Abdin et al., 2024) and Llama-3- 441

8b (AI@Meta, 2024) as the student model. Details 442

can be seen in Appx. C. 443

5 Experimental Results 444

5.1 Overall Results 445

The overall experimental results on the DB-bio 446

dataset are presented in Tab. 2. In the disclosure 447

risk evaluation, methods that anonymize the data 448

in an iterative refinement manner, including our 449

RUPTA method and the AF method, achieve the best 450

performance. Although DEID-GPT and SD also 451

leverage LLMs, they follow a traditional approach 452

focusing on masking entities of pre-defined types. 453

Experiment results demonstrate that such methods 454

cannot adequately defend against re-identification 455

attacks from LLMs. Additionally, using open- 456

source LLMs as the lexicographic optimizer also 457

achieves comparable privacy-preserving perfor- 458

mance, demonstrating the practicality and general- 459

ity of our method. 460

For the utility preserving evaluation, traditional 461

methods like Azure mask all the entities of pre- 462

defined kinds with “*”, leading to the most signifi- 463

cant information loss, thus achieving the lowest per- 464

formance. The DEID-GPT, SD, and AF methods, 465

although anonymized through replacing sensitive 466

entities with more general ones, do not consider 467

the downstream analysis task and generalize all 468

the possible sensitive entities, which also signifi- 469

cantly undermines downstream task performance. 470

Visualization results of the optimization process 471

in Fig. 3 highlight the drawback of the AF method, 472

where the SR and classification accuracy decrease 473

simultaneously as the number of optimization steps 474
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Method Disclosure Risk Utility Preserving

SR⇓ CS⇓ Precision⇑ Recall⇑ F1⇑ Accuracy⇑ Loss⇓
Pe

rs
on

al
R

ed
di

t

Original 49.76 81.89 55.13 63.51 55.80 58.45 1.5695

Azure (Aahill, 2023) 45.89 81.07 54.04 58.49 54.17 57.00 1.7340

DEID-GPT (Liu et al., 2023) 43.12 72.81 53.98 58.21 54.06 56.31 1.9314
SD (Dou et al., 2023) 44.05 75.17 54.11 58.43 54.21 56.93 1.7501
AF (Staab et al., 2024b) 35.40 57.76 16.64 22.32 16.68 21.26 3.3380

RUPTA (Mixtral 8×22b) 35.27 65.56 37.37 47.82 37.67 43.48 2.2836
RUPTA (Llama-3-70b) 39.61 61.63 32.96 44.57 32.82 38.65 2.3131
RUPTA (GPT-3.5) 34.30 61.50 32.04 40.44 31.97 36.23 2.4477
RUPTA (GPT-4) 35.75 55.04 30.34 39.14 30.09 35.75 2.5391

Table 3: Experimental results on the test set of PersonalReddit dataset. The top and second performance are
highlighted with bold font and underline, respectively.
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Figure 3: Evaluation results of the anonymized text at
each iteration during the anonymization process using
the AF and RUPTA methods with GPT-4, Llama-3-70b
(Llama-3), and Mixtral 8× 22b (Mixtral) as optimizers
on the test set of the DB-bio dataset.

increases. In contrast, our method achieves the475

best downstream task performance. Furthmore,476

during the optimization process of RUPTA, there is477

an explicit increasing phase of the classification478

accuracy, demonstrating the effectiveness of the479

RUPTA method to maximize both the privacy and480

utility in the anonymization process. This trend481

also illustrates that beyond a certain point, further482

anonymization yields diminishing returns in pri-483

vacy preservation and results in greater losses of484

utility information.485

5.2 Customizable Privacy-Utility Tradeoff486

The experiment results for the customizable487

privacy-utility tradeoff are displayed in Fig. 4. In488

our method, the maximum value of the privacy ob-489

jective is set manually according to specific require-490

ments, allowing for a customizable privacy-utility491

tradeoff. We analyze and visualize the average SR492

and classification accuracy of our method using493

GPT-4, Llama-3-70b, and Mixtral 8 × 22b as the494

lexicographic optimizer. We set the maximum pri-495

vacy value to 1, 5, 10, 15, and 20, respectively.496

It is evident in Fig. 4 that our proposed method497
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Figure 4: Customizable privacy-utility tradeoff exper-
iments on the test set of DB-bio dataset with GPT-4,
Llama-3-70b (Llama-3), and Mixtral 8× 22b (Mixtral)
as optimizers, respectively.

can effectively adapt the privacy-preserving level 498

according to the maximum value setting. As the 499

maximum privacy value increases, the average pri- 500

vacy score improves while the utility score adjusts 501

accordingly. This observation demonstrates the 502

flexibility of our approach in balancing privacy and 503

utility based on user-defined requirements. 504

5.3 Experiments on PR Dataset 505

To evaluate the generality of our method, we fur- 506

ther conduct experiments on the PR dataset with 507

results presented in Tab. 3. The PR dataset is char- 508

acterized by fewer explicit and more implicit sen- 509

sitive entities. Entity recognition-based methods, 510

including Azure, DEID-GPT, and SD, struggle to 511

detect these implicit entities, resulting in minimal 512

masking operations, as evidenced by their evalua- 513

tion results closely mirroring those of the original 514

dataset. Consequently, while these methods exhibit 515

higher performance on the downstream task, they 516

provide inferior privacy protection. Only the AF 517

and our method can properly detect implicit sensi- 518

tive information and achieve the lowest disclosure 519

risk. However, the AF method anonymizes without 520
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Figure 5: Knowledge distillation experiment results
using Llama-3-8b (Llama-3) and Phi-3 Mini (Phi-3) as
the student model, respectively.

tailoring its approach to the specific downstream521

task, which significantly impairs task performance.522

In contrast, our method not only effectively mini-523

mizes disclosure risk but also preserves a greater524

degree of utility in the anonymized text than AF,525

achieving a better privacy-utility tradeoff.526

5.4 Distilled Models527

In this experiment, we try to distill the anonymiza-528

tion ability of GPT-4 into lightweight models. Us-529

ing RUPTA with GPT-4 as the lexicographic opti-530

mizer, we anonymized the training and validation531

sets of the DB-bio dataset. Initially, we fine-tuned532

student models in a supervised manner (SFT) using533

the final optimization results as labels. Then we534

constructed a preference dataset from the optimiza-535

tion trajectories and conducted DPO fine-tuning on536

the optimal checkpoint during the SFT phase. The537

evaluation results are presented in Fig. 5.538

From the disclosure risk evaluation, we observe539

that the primarily supervised fine-tuning on the fi-540

nal optimization results enables the smaller models541

to achieve performance comparable to the teacher542

model, GPT-4. Additionally, the DPO fine-tuning543

process further enhances the performance of the544

student models, narrowing the gap to the teacher545

model’s capabilities.546

In the utility preserving evaluation results, in547

addition to the classification accuracy, we further548

demonstrate the semantic similarity between the549

anonymized and original text. The supervised fine-550

tuned student models maintain a high level of down-551

stream task performance. Although the DPO fine-552

tuning process improves the privacy-preserving553

performance, it somewhat harms the downstream554

task performance. This phenomenon likely results555

from the unbalanced optimization phases in the556

lexicographic optimization process, where achiev-557

ing the maximum privacy objective requires more558

iterations than improving downstream task perfor-559

mance, as shown in Fig. 3. Consequently, the stu-560

dent models, fine-tuned with DPO, prioritize pri-561

Adrian Aeschbacher (10 May 1912 in Langenthal, Switzerland - 9 November 2002 in

Zurich) was a Swiss classical pianist. His father was Carl Aeschbacher. His youth was
spent at Trogen where his father was professor of piano at the Conservatoire, and his
father was his instructor from the age of four to sixteen. His teachers were Emil Frey and
Volkmar Andreae. He then continued his studies for two years intensively with Artur
Schnabel in Berlin and began his performing career in 1934. He became famous as an

interpreter of Ludwig van Beethoven, Franz Schubert, Robert Schumann and Johannes
Brahms. Aeschbacher also performed and left recordings of works by Othmar Schoeck,
Arthur Honegger, Heinrich Sutermeister and Walter Lang. He recorded for Decca among
other labels. From 1965 until 1977 he taught at the Hochschule des Saarlandes.
Aeschbacher's notable students included Peter Schmalfuss.

A person (born on a date in a location) was a classical pianist from a European country.
This person's father was a professor of piano. Their youth was spent in a town where his
father was a professor at the Conservatoire, and his father was his instructor from the
age of four to sixteen. His teachers were notable musicians and another musician. He
then continued his studies for two years intensively with a renowned pianist in a major
German city and began his performing career in a year. This person became famous as an

interpreter of works by several classical composers. He also performed and left

recordings of works by composers from their European country. He recorded for
various labels, including a major record company. From a year until a later year, he
taught at a music school. This person's notable students included a musician.

An individual (born in a time and place - passed away in a different time and place) was
an artist from a European country. This individual's family member was his mentor from
a young age in his musical education at an educational institution for several years. After
completing his education, this individual refined his skills with a renowned artist in a
well-known city and began his career in a performance art in a certain period. This artist

became known for their interpretations of works by several influential composers.
This individual also performed and left recordings of works by composers from their
country and others. He recorded for various labels. From a specific period, this individual
instructed at an educational institution for the arts in a European city for a number of
years. This artist's notable students included influential figures in the arts.

Phi-3 Mini (SFT)

Original

Phi-3 Mini (DPO)

Figure 6: Anonymization example of Phi-3 Mini model

vacy to a greater extent, potentially at the expense 562

of utility. Anonymization examples are shown 563

in Fig. 6. We can see that the student model can 564

learn to generalize or remove sensitive entities after 565

the SFT phase. After the DPO fine-tuning phase, 566

the student model can further generalize sensitive 567

entities marked by underlining, e.g., from “father” 568

to “family member”. Both models can keep the 569

relevant information about the downstream task in 570

the anonymized text, as highlighted in the figure. 571

6 Conclusions 572

This paper presents a novel framework that inte- 573

grates a privacy evaluator, a utility evaluator, and 574

an optimizer to effectively anonymize text for text 575

anonymization using LLMs, ensuring reduced risk 576

of re-identification while maintaining utility for 577

downstream tasks. Building on that, we further 578

develop practical methods based on DPO to dis- 579

till the anonymization capabilities into lightweight 580

models with the performance comparable to that of 581

the teacher models. Additionally, the creation of 582

a new dataset based on celebrity biographies with 583

occupation labels provides a valuable resource for 584

assessing the impact of various anonymization tech- 585

niques on the specific downstream task-occupation 586

classification. The superiority of our methods over 587

existing models contributes to text anonymization 588

and sets new baselines for future research that con- 589

siders downstream utility in anonymization. 590
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Limitations591

While our study presents significant advancements592

in text anonymization techniques using LLMs,593

there are several limitations to acknowledge and to594

be mitigated in the future work.595

Firstly, the reliance on LLMs, while beneficial596

for capturing complex patterns and associations,597

also makes our approach computationally inten-598

sive, potentially limiting its applicability in environ-599

ments with constrained computational resources,600

despite the use of a distilled, lightweight model.601

Secondly, our framework’s performance, though602

superior to baseline models, still depends heavily603

on the quality and diversity of the training data. The604

new dataset derived from celebrity biographies may605

not fully represent the variety of scenarios in which606

text anonymization is needed, potentially affecting607

the generalizability of our findings to other domains608

or more diverse datasets.609

Besides, our approach assumes a static adver-610

sarial model where the capabilities of potential611

adversaries are constant. However, in real-world612

scenarios, adversaries may evolve, adopting more613

sophisticated techniques to re-identify data. This614

dynamic aspect of threat models poses a signifi-615

cant challenge, as our framework might not fully616

account for the adaptive strategies of adversaries617

over time. To address this, continuous updates and618

iterative improvements to the framework will be619

necessary to maintain robustness against emerging620

re-identification methods.621

Lastly, a critical limitation of our method, as622

well as all NLP-based anonymization approaches,623

is the absence of formal guarantees of the pri-624

vacy protection level. While traditional Named625

Entity Recognition (NER)-based methods struggle626

with the nuanced capabilities of modern LLMs,627

our approach, and similarly the AF method, pro-628

vide an experimental metric demonstrating reduced629

re-identification risk when contending with state-630

of-the-art LLMs like GPT-4. Currently, offer-631

ing a formal guarantee for NLP-based anonymiza-632

tion methods remains challenging; instead, provid-633

ing an experimental guarantee seems more feasi-634

ble. This could involve assessing to what extent635

an anonymization method can defend against re-636

identification attacks from current LLMs, which637

have demonstrated formidable re-identification ca-638

pabilities due to their extensive knowledge stored639

in parameters. Future work could aim to establish640

a general metric for this experimental guarantee,641

potentially linking this risk metric with human per- 642

ceptions or requirements for text quality and pri- 643

vacy protection levels, through methods such as 644

conducting human evaluations. These limitations 645

underscore the need for ongoing research to refine 646

these approaches, enhance their adaptability, and 647

address the broader implications of their use. 648

Ethics Statement 649

This research adheres to ethical guidelines in the 650

development and application of text anonymization 651

technologies using LLMs. Recognizing the dual- 652

edged nature of anonymization—its potential to 653

protect privacy while also possibly enabling data 654

misuse—we have implemented several safeguards 655

to ensure responsible use. We commit to trans- 656

parency in our methodologies and the limitations 657

of our models, as detailed in previous sections of 658

this paper. By openly discussing the strengths and 659

weaknesses of our approach, we aim to foster an 660

informed community that can critically assess and 661

improve upon our work. Besides, while developing 662

our dataset from celebrity biographies, we have en- 663

sured that all data used were sourced from publicly 664

available, non-sensitive information. The dataset 665

complies with all applicable data protection laws 666

and ethical standards, and no personally identifi- 667

able information was used without consent. 668
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Figure 7: Label distribution of the DB-bio dataset.

We sampled according to the third level category.911

Specifically, we chose 24 categories, and the num-912

ber of data samples for each category is shown in913

Fig. 7. Then we manually checked each sample to914

filter out non-English tokens and examples with a915

biography longer than 700 words or shorter than916

300 words. Finally, we divided the whole dataset917

into train, validation and test part following the918

ratio of 8:2:1.919

B Evaluation Metrics920

To evaluate our text anonymization method, we921

focus on two critical aspects: disclosure risk and922

utility preservation. Disclosure risk is assessed by923

measuring the success rate (SR) of a strong ad-924

versarial LLM in inferring personal information925

from anonymized text. A lower success rate in-926

dicates lower disclosure risk. Different from the927

P-Evaluator in the anonymization process, a more928

rigorous case is used in the evaluation set-up, where929

the ground-truth is mixed with other similar items930

and the adversarial LLM is prompted to choose931

one from these items according to the anonymized932

text. Additionally, we further prompted an LLM to933

generate the Confidence Scores (CS), evaluating934

how confidently the anonymized text can be asso-935

ciated with the ground-truth personal information,936

providing a measure of uncertainty while making937

inferences938

Utility preservation metrics are gauged by the939

performance of a simple neural network classifier940

trained on non-anonymized train data but tested941

on anonymized data, including Accuracy, macro942

averaged Precision, macro averaged Recall, macro943

averaged F1 Score, and the classifier’s loss func-944

tion value indicating classification uncertainty. For945

the DB-bio dataset, we train a BERT model (Devlin946

et al., 2019) on the train set using validation set for947

System Prompt: You are an efficient assistant. Only respond with the
given JSON template filled with your answers.
User Input Prompt: You are very knowledgeable about celebrities and
can identify them from the given anonymized biography. When asked to
identify individuals, disregard any missing information and context, like
placeholder '<PERSON>' or 'ORGANIZATION', respond only with the
names of {p_threshold} celebrity candidates most likely being talked by
the provided anonymized biography text and sort the names from
highest to lowest probability. {format_instructions_1}

The anonymized biography text is here:
{curr_rewriting}

Figure 8: The prompt template used in the privacy eval-
uator to get the privacy objective value.

User Input Prompt: The person described by the text is {people}. If the
name is within your output name list, respond with 'Yes' and you need to
detect and then respond me with the sensitive entities (including words,
dates, and numerals) in the biography that you just used to infer the
person's identity and should be generalized to decrease the confidence
score of associating the person with the biography text. Otherwise, just
give me the answer 'No'. {format_instructions_2}

Figure 9: The prompt template used in the privacy eval-
uator to get the textual feedback.

System Prompt: You are an efficient assistant. Only respond with the
given JSON template filled with your answers.
User Input Prompt: You are an expert at classifying people's
occupation according to their anonymized biography. Given the
anonymized biography of a person and its ground-truth occupation label,
give me your confidence score of classifying the biography as the
ground truth occupation label on a continuous scale ranging from 0 to
100 that starts with 0 corresponding to 'completely no confidence', goes
through 1 - 50 corresponding to 'some details in the text matching the
classification', then 51 - 99 corresponding to 'most details in the text
matching the classification', up to 100 corresponding to 'the text
completely matching the classification'. 
{format_instructions}
The anonymized biography is here:
{curr_rewriting}
The occupation label is {label}

Figure 10: The prompt template used in the utility eval-
uator to get the utility objective value.

hyper-parameter tuning. In the training process, we 948

set the batch as 16 learning rate as 1e-5. We use the 949

linear learning rate scheduler. We train the model 950

for 20 epochs. For the PersonalReddit dataset, we 951

train a RoBERTa-large (Liu et al., 2020) model on 952

the train set and use the test set for hyper-parameter 953

tuning. In the training process, we set the batch as 954

8, learning rate as 1e-5. We use the linear learning 955

rate scheduler. We train the model for 10 epochs. 956

C Implementation Details 957

C.1 Prompts 958

For the DB-bio dataset, the prompt template used 959

in the privacy evaluator Ip is set as shown in Fig. 8. 960

The instruction used to get the textual feedback 961

from privacy evaluator Ipa is set as shown in Fig. 9. 962

The prompt template used in the utility evaluator Iu 963
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System Prompt: You are an efficient assistant. Only respond with the
given JSON template filled with your answers.
User Input Prompt: Let's play a game to maximize accumulated
rewards by editing biography texts. Here’s how it works: You'll be
provided with a paragraph of biography text alongside its editing history.
Each edit is associated with a privacy score, indicating the level of
personal privacy maintained, and a utility score, reflecting its usefulness
for a specific task.

Your task is to edit the latest entry in the editing history. You can only
alter the text by 'Generalizing', namely replacing some entities with more
general entities to improve the privacy score, or 'Specifying', namely
replacing some entities with more specific entities in the original
biography to improve the utility score. 
Here are the rewarding rules:
- If the privacy score is {p_threshold} or less, the reward is equivalent to
the privacy score.
- If the privacy score exceeds {p_threshold}, the reward is equivalent to
the utility score.
The editing goal is to get a higher reward than before while keeping
changes to the text minimal, ensuring the original context and structure
are preserved as much as possible. You are also permitted to make
minor adjustments to the text to maintain fluency and naturalness.
For example:
- Generalize: 'my husband and I' can be changed to 'my partner and I'.
Incorrect generalizations like changing 'my husband and I' to 'my wife
and I' are not allowed.
- Specify: 'He is an athlete' can be changed to 'he is an tennis player' if
'tennis player' is mentioned in theoriginal biography.

Your ultimate goal is to maximize the total accumulated reward through
strategic edits. Note that the style, format and the gender pronouns
should not be changed. 
{format_instructions}

The original biography is {input_text}

{prev_rewriting}

Figure 11: The prompt template used in the lexico-
graphic optimizer to optimize the anonymized text.

Suggestion: You should now focus on improving the privacy score by
preventing the inference of the person's identify. Sensitive entities that
can be used to achieve correct inference are here: {reflection_privacy}.

Figure 12: Meta instruction used in the privacy opti-
mization phase.

Suggestion: You should now improve the utility score about classifying
the text as {label} without decreasing the privacy score. 

Figure 13: Meta instruction used in the utility optimiza-
tion phase.

is as shown in Fig. 10. The prompt template used964

in the lexicographic optimizer Ir is set as shown in965

Fig. 11. The meta instruction Ipr in the privacy opti-966

mization phase is set as shown in Fig. 12. The meta967

instruction Iur in the utility optimization phase is968

set as shown in Fig. 13. The prompt template used969

to evaluate the confidence score metric is shown in970

Fig. 14. The prompt template used to generate the971

candidate list to evaluate the success rate metric972

is shown in Fig. 15. The prompt template used to973

evaluate the success rate metric is shown in Fig. 16.974

System Prompt: You are an efficient assistant. Only respond with the
given JSON template filled with your answers.
User Input Prompt: You are very knowledgeable about celebrities.
When asked to identify individuals, given a paragraph of anonymized
text and the name of a possible celebrity, disregard any missing or
confused information and context, respond with me your confidence
score of associating the person with the anonymized text on a
continuous scale ranging from 0 to 100 that starts with 0 corresponding
to 'completely irrelevant', goes through 1 - 50 corresponding to 'some
details matching', then 51 - 99 corresponding to 'most details matching',
up to 100 corresponding to 'completely matching'. And then respond the
reason why you give this score. {format_instructions}

The anonymized text is here:
{curr_rewriting}
The possible celebrity is {people}

Figure 14: The prompt template used to evaluate the
confidence score

System Prompt: You are an efficient assistant. Only respond with the
given JSON template filled with your answers.
User Input Prompt: You are very knowledgeable about celebrities.
Given a paragraph of anonymized celebrity biography and the name of
theperson described by the biography, generate a list of {threshold - 1}
celebrities thatare so similar to the given celebrity that can also be
described or partialy described by the given anonymized celebrity
biography. {format_instructions}

The anonymized text is here:
{curr_rewriting}
The described celebrity is {people}

Figure 15: The prompt template used to generate the
similar candidates used to evaluate the attack success
rate.

System Prompt: You are an efficient assistant. Only respond with the
given JSON template filled with your answers.
User Input Prompt: You are very knowledgeable about celebrities.
When asked to identify individuals, given a paragraph of anonymized
text and a list of possible celebrity candidate, disregard any missing or
confused information and context, choose the most possible celebrity
from the candidate list. {format_instructions}

The anonymized text is here:
{curr_rewriting}
The candidate list is here:
{candidate_list}

Figure 16: The prompt template used to select from the
candidate list to evaluate the attack success rate.

System Prompt: You are an efficient assistant. Only respond with the
given JSON template filled with your answers.
User Input Prompt: You are an expert investigator with years of
experience in online profiling and text analysis. You work with an
analytical mindset and try to answer questions as precisely as possible.

Let us play a guessing game. The following are public comments made
on Reddit by one author. Your task is to guess the author's {attr}. First
reason step−by−step for each value going over all information in the text
as well as language used. Then give your top {p_threshold} guesses or
choose one from the available options for this personal attribute based
on your reasoning. Follow exactly the format specified below.
{format_instructions_1}

The comment is here:
{current_rewriting}

Figure 17: The prompt template used in the privacy
evaluator to get the privacy objective value.
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User Input Prompt: The the ground-truth value of this personal attribute
is {people}. If your guess or one of your top guesses is correct, respond
with 'Yes' and you need to detect and then respond me with the
sensitive entities (including words, dates, and numerals) in the comment
that you just used to infer the attribute and should be generalized to
prevent this inference in the 'Advice' field of the response template.
Otherwise, just give me the answer 'No'. {format_instructions_2}

Figure 18: The prompt template used in the privacy
evaluator to get the textual feedback.

System Prompt: You are an efficient assistant. Only respond with the
given JSON template filled with your answers.
User Input Prompt: You are an expert investigator with years of
experience in online profiling and text analysis. You work with an
analytical mindset and try to answer questions as precisely as possible.

Given the anonymized public comments made on Reddit by one author
and its ground-truth occupation label, give me your confidence score of
classifying the comment as the ground truth occupation label on a
continuous scale ranging from 0 to 100 that starts with 0 corresponding
to 'completely no confidence', goes through 1 - 50 corresponding to
'some details in the text matching the classification', then 51 - 99
corresponding to 'most details in the text matching the classification', up
to 100 corresponding to 'the text completely matching the classification'.
{format_instructions}
The comment is here:
{current_rewriting}
The occupation label is '{label}'

Figure 19: The prompt template used in the utility eval-
uator to get the utility objective value.

System Prompt: You are an efficient assistant. Only respond with the
given JSON template filled with your answers.
User Input Prompt: Let's play a game to maximize accumulated
rewards by editing the given public comments on Reddit. Here’s how it
works: You'll be provided with a paragraph of public comment alongside
its editing history. Each edit is associated with a privacy score, indicating
the level of personal privacy maintained, and a utility score, reflecting its
usefulness for a specific task.

Your task is to edit the latest entry in the editing history. You can only
alter the text by 'Generalizing', namely replacing some entities with more
general entities to improve the privacy score, or 'Specifying', namely
replacing some entities with more specific entities in the original
biography to improve the utility score. 
Here are the rewarding rules:
- If the privacy score is {p_threshold} or less, the reward is equivalent to
the privacy score.
- If the privacy score exceeds {p_threshold}, the reward is equivalent to
the utility score.
The editing goal is to get a higher reward than before while keeping
changes to the text minimal, ensuring the original context and structure
are preserved as much as possible. You are also permitted to make
minor adjustments to the text to maintain fluency and naturalness.
For example:
- Generalize: 'my husband and I' can be changed to 'my partner and I'.
Incorrect generalizations like changing 'my husband and I' to 'my wife
and I' are not allowed.
- Specify: 'He is an athlete' can be changed to 'he is an tennis player' if
'tennis player' is mentioned in theoriginal comment.

Your ultimate goal is to maximize the total accumulated reward through
strategic edits. Note that the style, format and the gender pronouns
should not be changed. 
{format_instructions}

The original comment is {input_text}

{prev_rewriting}

Figure 20: The prompt template used in the lexico-
graphic optimizer to optimize the anonymized text.

For the PersonalReddit dataset, the prompt tem-975

plate used in the privacy evaluator Ip is set as shown976

Suggestion: You should now focus on improving the privacy score by
preventing the inference of the person's identify. Sensitive entities that
can be used to achieve correct inference are here: {reflection_privacy}.

Figure 21: Meta instruction used in the privacy opti-
mization phase.

Suggestion: You should now improve the utility score about classifying
the text as {label} without decreasing the privacy score. 

Figure 22: Meta instruction used in the utility optimiza-
tion phase.

System Prompt: You are an efficient assistant. Only respond with the
given JSON template filled with your answers.
User Input Prompt: You are an expert investigator with years of
experience in online profiling and text analysis. When asked to identify
individuals, given a paragraph of comment made on Reddit and the
{feature} attribute of a possible author of the comment, disregard any
missing or confused information and context, respond with me your
confidence score of associating the ground-truth value of {feature}
attribute with the comment on a continuous scale ranging from 0 to 100
that starts with 0 corresponding to 'completely irrelevant', goes through 1
- 50 corresponding to 'some details matching', then 51 - 99
corresponding to 'most details matching', up to 100 corresponding to
'completely matching'. And then respond the reason why you give this
score. {format_instructions}

The anonymized comment is here:
{curr_rewriting}
The {feature}  attribute is {value}

Figure 23: The prompt template used to evaluate the
confidence score

System Prompt: You are an efficient assistant. Only respond with the
given JSON template filled with your answers.
User Input Prompt: You are an expert investigator with years of
experience in online profiling and text analysis. You work with an
analytical mindset and try to answer questions as precisely as possible.

Given the public comments made on Reddit by one author and the
ground-truth value of the author's personal attribute {feature}, respond
with a list of other 4 possible values of this attribute that are the most
similar to the ground-truth one. Follow exactly the format specified
below.
{format_instructions}

The comment is here:
{current_rewriting}
The ground-truth value is:
{value}

Figure 24: The prompt template used to generate the
similar candidates used to evaluate the attack success
rate.

in Fig. 17. The instruction used to get the textual 977

feedback from privacy evaluator Ipa is set as shown 978

in Fig. 18. The prompt template used in the utility 979

evaluator Iu is as shown in Fig. 19. The prompt 980

template used in the lexicographic optimizer Ir is 981

set as shown in Fig. 20. The meta instruction Ipr 982

in the privacy optimization phase is set as shown 983

in Fig. 21. The meta instruction Iur in the utility 984

optimization phase is set as shown in Fig. 22. The 985
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System Prompt: You are an efficient assistant. Only respond with the
given JSON template filled with your answers.
User Input Prompt: You are an expert investigator with years of
experience in online profiling and text analysis. You work with an
analytical mindset and try to answer questions as precisely as possible.

Given the public comments made on Reddit by one author and a list of
possible values of the author's personal attribute {feature}, choose the
most possible value of this attribute from the list. {format_instructions}

The comment is here:
{current_rewriting}
The value list is:
{value_list}

Figure 25: The prompt template used to select from the
candidate list to evaluate the attack success rate.

System Prompt: You are an efficient assistant. Only respond with the
given JSON template filled with your answers.
User Input Prompt: You are an expert investigator with years of
experience in online profiling and text analysis. You work with an
analytical mindset and try to answer questions as precisely as possible.

Let us play a guessing game. The following are public comments made
on Reddit by one author. Your task is to guess the author's {feature}.
First reason step−by−step going over all information in the text as well
as language used. Then choose one from the available options for this
personal attribute based on your reasoning. Follow exactly the format
specified below.
{format_instructions}

The comment is here:
{current_rewriting}

Figure 26: The prompt template used to choose from
the pre-defined options list to evaluate the attack success
rate.

prompt template used to evaluate the confidence986

score metric is shown in Fig. 23. The prompt tem-987

plate used to generate the candidate list to evaluate988

the success rate metric is shown in Fig. 24. The989

prompt template used to evaluate the success rate990

metric is shown in Fig. 25. For the personal at-991

tribute with pre-defined categorical options like992

sex, we used the prompt template shown in Fig. 26993

to evaluate the success rate metric.994

C.2 Knowledge Distillation995

We access GPT-3.5 and GPT-4 through the API996

provided by Azure. We fine-tuned the two stu-997

dent models using the QLORA method (Dettmers998

et al., 2024). We use the turbo version of GPT-4999

for cost saving. For both the SFT and OPT fine-1000

tuning phase, we follow the instruction fine-tuning1001

manner where the instruction "Please anonymize1002

the following biography:" is prepended to the in-1003

put biography. For the Phi-3 Mini model, we use1004

the released instruction-tuned version of it, we set1005

the learning rate as 2e-4, set the batch size as 4,1006

set the gradient accumulation steps as 4, and the1007

epochs number as 7. The rank and alpha of the1008

QLORA method are set as 32 and 64, respectively.1009

The dropout rate is set as 0.05 For the Llama-3-8b 1010

model, we use the released instruction-tuned ver- 1011

sion of it, we set the learning rate as 1e-4, set the 1012

batch size as 4, set the gradient accumulation steps 1013

as 4, and the epochs number as 7. The rank and 1014

alpha of the QLORA method are set as 32 and 64, 1015

respectively. The dropout rate is set as 0.1 For both 1016

models, we quantize them with 4 bits. We use the 1017

paged adamw 32 bit optimizer and cosine learning 1018

rate scheduler. The warmup ratio is set as 0.05. 1019

The experiments are conducted on a Nvidia A100 1020

80G GPU. 1021

D Detailed Related Work 1022

D.1 Text Anonymization 1023

Text anonymization is crucial for protecting privacy 1024

in textual data, primarily addressed through natural 1025

language processing (NLP) and privacy-preserving 1026

data publishing (PPDP) approaches. NLP methods 1027

use sequence labeling models trained on manually 1028

annotated data to identify and remove pre-defined 1029

categories of sensitive information, such as names 1030

and phone numbers (Hathurusinghe et al., 2021; 1031

Francopoulo and Schaub, 2020; Adams et al., 2019; 1032

Eder et al., 2022; Arranz et al., 2022; Jensen et al., 1033

2021; Kleinberg et al., 2022). NLP approaches typ- 1034

ically do not account for non-predefined sensitive 1035

information and apply uniform masking to all de- 1036

tected data, lacking flexibility in adjusting the level 1037

of anonymization based on disclosure risk. 1038

Privacy-preserving data publishing (PPDP) fo- 1039

cuses on developing computational techniques to 1040

release data without compromising privacy. The 1041

PPDP-based approaches to anonymization is fun- 1042

damentally privacy-first, enforcing a pre-defined 1043

privacy model through various data masking meth- 1044

ods such as noise addition or value generaliza- 1045

tion (Chakaravarthy et al., 2008; Cumby and Ghani, 1046

2011; Anandan et al., 2012; Sánchez and Batet, 1047

2016, 2017). For instance, the well-known k- 1048

anonymity privacy model (Chakaravarthy et al., 1049

2008) requires that each combination of quasi- 1050

identifier attribute values is shared by at least k 1051

records in the dataset. However, these methods 1052

often impractically assume that sensitive entities 1053

are pre-detected or require extensive external data 1054

resources to calculate disclosure risk (Sánchez and 1055

Batet, 2016), which limits their practicality in dy- 1056

namic environments. 1057

The extraordinary capabilities of LLMs signif- 1058

icantly influence text anonymization studies. On 1059
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the one hand, LLMs’ in-context learning ability1060

have diminished the need for manually annotated1061

training data, simplifying domain adaptation in text1062

anonymization tasks (Liu et al., 2023; Dou et al.,1063

2023; Albanese et al., 2023). However, the pow-1064

erful abilities of LLMs also introduce new threats1065

to privacy. Their capacity to semantically infer1066

personal information from texts provided at in-1067

ference time poses a significant disclosure risk to1068

existing anonymization techniques (Nyffenegger1069

et al., 2023; Staab et al., 2024a; Patsakis and Lyk-1070

ousas, 2023), which is largely overlooked both by1071

traditional anonymization methods and emerging1072

LLM-based approaches. In response, a concurrent1073

study by Staab et al. introduced an Adversarial1074

Feedback framework, where one LLM anonymizes1075

texts based on adversarial feedback from another1076

LLM tasked with re-identifying the text, aiming1077

to mitigate re-identification risks from LLMs. De-1078

spite its effectiveness in enhancing privacy, this1079

method does not account for the impact on down-1080

stream analysis, often compromising the utility of1081

the anonymized text for further use.1082

D.2 Prompt Optimization with LLMs1083

The use of LLMs for optimization tasks has gained1084

considerable attention, particularly in the context1085

of prompt optimization, which refers to the pro-1086

cess of refining the input prompts given to LLMs1087

to maximize their performance on specific tasks.1088

There have been many recent advancements in this1089

area (Prasad et al., 2023; Zhou et al., 2023; Xu et al.,1090

2022; Yang et al., 2024), which have shown the po-1091

tential for optimization solely through prompting1092

without the need for additional training. While1093

these methods achieve impressive results, they pri-1094

marily focus on improving task performance with-1095

out considering other important factors like instruc-1096

tion length and perplexity.1097

To address this limitation, Yang and Li formu-1098

lated prompt optimization as an evolutionary multi-1099

objective optimization problem. Using an Evolu-1100

tionary Algorithm, they obtained the Pareto optimal1101

set of prompts, allowing users to choose prompts1102

based on their preferences over multiple criteria.1103

Analogously, the task of text anonymization can1104

also be framed as an multi-objective optimization1105

problem with two conflicting objectives: privacy1106

and utility. Different from prompt optimization,1107

text anonymization explicitly prioritizes privacy1108

and requires a unique optimal anonymization so-1109

lution for each document. Therefore, we propose 1110

to frame text anonymization as a lexicographic op- 1111

timization problem and leverage LLMs to solve 1112

it. 1113
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