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Abstract: Automaton-based representations of task knowledge play an important
role in control and planning for sequential decision-making problems. However,
obtaining the high-level task knowledge required to build such automata is often
difficult. Meanwhile, large language models (LLMs) can automatically generate
relevant task knowledge. However, the textual outputs from LLMs cannot be for-
mally verified or used for sequential decision-making. We develop a novel algo-
rithm named GLM2FSA, which constructs a finite state automaton (FSA) encoding
high-level task knowledge from a brief natural-language description of the task
goal. The proposed algorithm thus fills the gap between natural-language task de-
scriptions and automaton-based representations, and the constructed FSAs can be
formally verified against user-defined task specifications. We accordingly propose
a method to iteratively refine the queries to the LLM based on the outcomes, e.g.,
counter-examples, from verification. We demonstrate GLM2FSA’s ability to build
and verify automaton-based representations of everyday tasks and also of tasks
that require highly specialized knowledge.

Keywords: Large Language Model, Sequential Decision-Making, Formal
Method, Verification

1 Introduction

Automaton-based representations of high-level task knowledge play a key role in planning and learn-
ing in sequential decision-making. Such knowledge may include the requirements a designer wants
to enforce on an agent or a priori task information about the agent and the environment in which it
operates. Automaton-based representations are useful in many applications, such as robot control,
reinforcement learning, and program verification.

Despite their utility in a range of applications, capturing high-level task knowledge in automata
is not straightforward. Automaton learning algorithms infer such knowledge through queries to a
human expert or an automated oracle [1]. In general, these algorithms may require an excessive
number of queries to a human, and it is often unclear how an automated oracle can be constructed
in the first place. Even in cases in which an oracle exists, either the learning algorithm or the oracle
requires prior information, such as the set of possible actions available to the agent and the set of
environmental responses, i.e., symbols relevant for the automaton construction. It is often unclear
how to obtain this information. Furthermore, the soundness of the inferred automaton depends on
the choice of symbols.

We argue—and provide a proof of concept—that recent advances in generative large language mod-
els (LLMs) can help automatically distill high-level task knowledge into automaton-based repre-
sentations. Existing LLMs, such as the Generative Pre-trained Transformer series (GPT) of models
[2], are capable of generating realistic, human-like text in response to queries. Such text often en-
codes rich world knowledge. On the other hand, the outputs of LLMs are typically in a textual form
that cannot be directly utilized for sequential decision-making or automaton learning. Moreover,
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the textual form outputs are not formally verifiable and hence cannot be used in applications where
correctness matters.

Figure 1: Illustration of the GLM2FSA algorithm.

We develop an algorithm named Gen-
erative Language Model to Finite
State Automaton (GLM2FSA) to fill the
gap between the outputs from LLMs
and automaton-based representations
of high-level task knowledge. In
particular, GLM2FSA produces con-
trollers represented as finite state au-
tomata (FSAs) from a brief natural-
language sentence describing the task
(e.g., “cross the road”). It does so by
first sending queries containing this
task description to a LLM to obtain
a list of text instructions organized in
steps (and substeps). Then, it parses
these textual instructions to define the
input and output symbols (i.e., envi-
ronment propositions and actions) of
the FSA. Finally, it interprets each step to construct a corresponding automaton state and its outgoing
transitions. GLM2FSA thus constructs FSAs representing controllers for sequential decision-making.
Figure 1 illustrates the proposed GLM2FSA algorithm, which only takes a brief textual description of
the task and outputs a FSA with automatically-defined states, symbols, and transitions.

The FSA-based controllers output by GLM2FSA are formally verifiable against user-defined task spec-
ifications. We accordingly propose a method to verify the controllers and to use the results of ver-
ification, e.g., counterexamples, as feedback in order to iteratively refine them through additional
queries to the LLM. Such systematic verification allows the algorithm to identify and guard against
potentially undesirable or nonsensical outputs from the language model, making it a necessary step
towards the safe integration of LLMs into automated decision-making systems.

We demonstrate GLM2FSA’s capabilities through experimental case studies. To the best of our knowl-
edge, GLM2FSA is the first algorithm that constructs automaton-based representations from textual
knowledge extracted from LLMs. It is also the first algorithm to provide an approach to formally
verify the knowledge from LLMs in the context of sequential decision-making.

2 Related Work

Extracting Task Knowledge from Language Models. Prior works have studied the extraction
of task knowledge from LLMs [3, 4, 5]. However, due to a lack of rich world knowledge, the lan-
guage model they use cannot generate action plans without providing detailed task descriptions.
The recently introduced family of LLMs—GPT [2]—contains rich world knowledge and can gen-
erate instructions for a given task [6]. Therefore, some works extract task knowledge by asking
GPT for the step-by-step instructions [7, 8]. Meanwhile, a number of recent works have studied
how recent advancements in the capabilities of LLMs can be used to extract task-relevant semantic
knowledge and to generate plans for task completion in the context of robotics [9, 10, 11]. In con-
trast to existing works, we are the first to use LLMs to transform natural-language task descriptions
into automaton-based representations that can be directly used for sequential decision-making and
that can be formally verified against user-defined specifications.

Symbolic Knowledge Representations. Many works focus on constructing symbolic representa-
tions of task knowledge from natural language (text) descriptions. Several works [7, 12, 13] extract
information from text descriptions of given tasks and construct knowledge graphs for the tasks.
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Another work [14] analyzes the causality within the text descriptions and creates causal graphs.
In contrast with the existing works, we take advantage of the generative capabilities of LLMs to
automatically generate automaton-based representations from brief (one-sentence) textual task de-
scriptions. Such automaton-based representations can be used for formal verification, which the
knowledge graphs are not capable of.

Natural Language to Formal Language. Existing works [15, 16, 17] introduce approaches to
transform natural language to formal language specifications. Kate et al. [18] induces transforma-
tion rules that map natural-language sentences into a formal query or command language. Huang et
al. [8] constructs a form of actionable knowledge that machines can recognize and operate on se-
quentially. However, existing works either cannot operate sequentially or cannot handle conditional
transitions, e.g., multiple transitions from one state, which the work we proposed is capable of.

3 Preliminaries

Finite State Automaton. A finite state automaton (FSA) is a tuple A = ⟨Σ, A,Q, q0, δ⟩ where Σ
is the input alphabet (the set of input symbols), A is the output alphabet (the set of output symbols),
q0 ∈ Q is the initial state, and δ : Q × Σ × A × Q → {0, 1} is the transition function, which
indicates that a transition exists when it evaluates to 1. Note that we define FSA transitions to be
non-deterministic: if an agent is in state qi ∈ Q with an input symbol σ ∈ Σ, the agent can choose
the output symbol and next state among the set δ(qi, σ) := {(a, qj) ∈ A×Q|δ(qi, σ, a, qj) = 1}.

We use FSAs in the context of sequential decision-making, where the input alphabet comprises
all possible environment observations relevant to the current task. We introduce a set of atomic
proposition P such that Σ := 2P , i.e., an input symbol σ ∈ Σ is the set of atomic propositions in
P that evaluate to True. We also introduce a set of atomic propositions PA for the output alphabets
A := 2PA , and we allow for a “no operation/empty” symbol ϵ ∈ A.

In this work, we use FSAs output by the proposed algorithm to represent controllers, which are
system components responsible for making decisions and taking actions based on the system’s state.
We refer to the input and output alphabets (Σ and A) of the FSA as the condition set and action set,
where σ ∈ Σ and a ∈ A represent conditions and actions.

Semantic Parsing. Semantic parsing is a task in natural language processing (NLP) that converts
a natural language utterance to a logical form: a machine-understandable representation. We follow
the approach that predicts part-of-speech (POS) tags for each token and that builds phrase structure
depending on phrase structure rules, also known as a grammar. POS tags include noun (N), verb
(V), adjective (AJD), adverb (ADV), etc. Phrase structures are a tree-structured logical form whose
leaves are the POS tags of the given natural language utterance (i.e., sentence). Phrase structure
rules organize the POS tags into phrases like noun phrases (NP) and verb phrases (VP).

Definition 1. A Noun Phrase (NP) is a group of words headed by a noun. A Verb Phrase (VP) is
composed of a verb and its arguments. VP follows the following grammars:

VP←− V VP or VP←− V NP.

The left-hand side of the grammar is composed of the components on the right-hand side. The gram-
mar defines a verb phrase as being either composed of a verb and another verb phrase or composed
of a verb and a noun phrase.

To standardize the words under the phrase structure, the parsing approach converts all the words
to their original form, e.g., it removes singular or plural, past tense, etc. This operation eliminates
cases where phrases with the same words in different tenses are categorized as being distinct.
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Algorithm 1: Natural Language to FSA

1: procedure STEP2FSA(function keyword handler, List[String] STEPS, List[String] keywords)
2: Q = [a state for each step] + [absorbing state] ▷ define states, a state represents a step
3: q0 = Q[0] ▷ define the initial state
4: P,A, δ = {}, {ϵ}, {} ▷ define input and output symbols and transitions
5: for state number in [0 : |Q| − 1] do
6: S NUM = step number of the current state
7: VPC , VPA, KEYS = parse(STEPS[S NUM])
8: if any(keywords) in KEYS then
9: keyword handler(Q, VPC , VPA, KEYS, keywords)

10: else
11: create δ(qS NUM,True,VPA, qS NUM+1) ▷ create a transition
12: Σ, A := Σ ∪ V PC , A ∪ V PA ▷ add input and output symbols
13: end if
14: end for
15: return P,A,Q, q0, F, δ
16: end procedure

4 Methodology

We propose an algorithm named Generative Language Model to Finite State Automaton (GLM2FSA).
The algorithm first uses a natural-language description of the task of interest to query the LLM and
to obtain step-by-step task instructions in textual form. It then automatically parses these text-based
instructions to construct a controller, represented as an automaton, which can be used for sequential
decision-making.

Extracting Textual Knowledge. The first step of the proposed approach is to distill task-relevant
textual knowledge from the LLM by iteratively prompting it with structured natural-language
queries. Given a task description of interest, the algorithm asks for steps to achieve the task.
We also provide a method to refine a step (or a substep) into its constituent substeps. The input
prompts follow the format below (prompts sent to the LLM in blue, completion of the LLM in red):

1 Steps for: task description
2 [1] step description
3 [step number] step description
4 ...
5 Substeps for: [step number] step description
6 [step number .1] substep description
7 [substep number] substep description
8 ...

This iterative querying process allows for the automated decomposition of the task description into
a structured hierarchy of steps and substeps up to a pre-specified depth. Alternatively, it could be
used as a mechanism for the refinement of the LLM’s output: steps can be automatically broken into
substeps if they are unclear or too difficult to accomplish without further guidance. This information
for step refinement could come, for example, from a downstream verification algorithm or even from
a human operator.

Building FSA from Textual Knowledge. The next step in the proposed approach is parsing tex-
tual LLM outputs and constructing automata-based controllers. Algorithm 1, which we refer to as
GLM2FSA, transforms step descriptions from textual form to finite state automata.

The algorithm first applies semantic parsing to each step description to obtain the keywords and
verb phrases that it contains. These keywords belong to a pre-defined set of words that we use to
define our grammar for automaton construction, such as if and wait. Furthermore, each verb phrase
output by the algorithm’s semantic parsing step is interpreted either as a condition or as an action.
We define these two categories of verb phrases more precisely as follows:
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Definition 2. VPA is a verb phrase that leads to actions, and VPC is a verb phrase indicating the
conditions for triggering the transitions.

For each verb phrase, the algorithm classifies it as VPA by default, unless the grammar associated
with the keywords specifies that it is a VPC . The algorithm adds VPA to the set of output symbolsA
and VPC to the set of atomic propositions P . In Algorithm 1, we refer to the process that executes
this keyword and verb phrase extraction as the parse function.

Category Grammar Transition Rule Example

Default
Transition VPA qi qi+1

(True,VPA)
[dial number]

Direct
Transition VPA [j] qi qj

(True, ϵ)
[proceed] [1]

Conditional
Transition

if VPC , VPA

VPA if VPC
qi qj

(VPC ,VPA)
(¬VPC , ϵ) [if] [no car], [cross]

Self
Transition

wait VPC VPA

VPA after VPC qi qi+1
(VPC ,VPA)

(¬VPC , ϵ)
[wait] [car pass]
[cross]

Table 1: Transition rules defined for keywords under a specific grammar.

Next, the algorithm constructs a FSA from the parsed steps and the verb phrases within these steps.
For each step, the algorithm adds a state qi representing the current step i to Q. The algorithm
defines the state corresponding to the first step as the initial state. It also adds an absorbing state
after the state corresponding to the final step. The absorbing state only has one self-transition with
input True and output “no operation”. Finally, the algorithm builds transitions between the states
using the various transition rules that we define in Table 1, and detail further in the appendix.

5 Verification and Refinement

Figure 2: Illustration of the proposed procedure for auto-
mated verification and refinement. We verify the automaton
generated by GLM2FSA, and we send new queries to the LLM
to refine the automaton if this verification fails.

Automaton-based representations of
knowledge are compatible with ex-
isting methods for formal verifi-
cation against task specifications.
We present an approach to ap-
ply such computational techniques
to GLM2FSA’s outputs. Given an
automaton-based controller C output
by GLM2FSA, we use a model M to
verify the behavior of C against some
task specifications of interest. We
assume the model and specifications
are provided from externally avail-
able knowledge sources.

Verifying the Automaton-Based
Controllers Against Models and
Task Specifications. We begin
with the problem of automatically
checking that the behaviors of the
controllers satisfy desired specifications when verified against a model. A model is a representation
of any a priori task-related knowledge provided by the user, e.g., an abstract model of how the task
environment responds to the actions taken by the controller. The verification procedure checks if the
controller is consistent with this existing knowledge or if it will satisfy logical-based specifications
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when implemented against the model. Such systematic verification is necessary to identify and
guard against undesirable or nonsensical outputs from the LLM.

We define the model as M := ⟨ΣM,ΓM, QM, p0, δM, λM⟩. ΣM := A = 2PA is a set of input
symbols, where PA is a set of atomic propositions representing actions in the controller. ΓM :=
2{goal}∪P is a set of output symbols, where P is the set propositions from C and goal is a special
proposition. QM is a finite set of states, δM : QM × ΣM × QM → {0, 1} is a non-deterministic
transition function, p0 ∈ QM is an initial state, and λM : QM → ΓM is a labeling function.

We use linear temporal logic (LTL) [19] to define task specifications Φ that the controller C should
satisfy, given the modelM. LTL is a formal language that expresses system properties that evolve
over time. It is built on top of propositional logic by extending it with temporal operators—♢
(“eventually”) and □ (“always”)—which allow for reasoning about the system’s future behavior.
We provide a formal definition of LTL in the appendix, and we refer to Baier and Katoen [20] for
further details.

We define specifications Φ over atomic propositions in P ∪ PA ∪ {goal}, and evaluate them over
trajectories in the form (2P∪PA∪{goal})∗. In the context of our verification problem, specifications
Φ represent desired outcomes that the controller should satisfy, given some assumptions on the
properties of the system that the controller interacts with.

To verify that the controller C satisfies the specification Φ given the modelM, we solve the following
automated verification problem,

M⊗C |= Φ, (1)
whereM⊗C denotes the so-called product automaton describing the interactions of the controller C
with the modelM, which we define formally in the appendix. We leave the details of the automated
verification problem to Baier and Katoen [20]. In this work, we use the NuSMV model checker [21]
for this purpose. The output of the automated verification problem is binary: the automaton-based
controller C either satisfies the specification Φ given the model or it does not. We present a detailed
example of how we use the model checker to verify an example controller in the appendix.

Finally, we note that due to the stochastic nature of generative models, the LLM may often output
different phrases to represent the same concept. Hence each action may correspond to multiple
verb phrase expressions, which could cause problems during the automated verification procedure.
To ensure that the verification does not fail due to an inability to recognize synonyms, we directly
query the LLM to ask if any two verb phrases refer to the same action.

The verification step can provide formal guarantees on whether or not the controller satisfies the
provided specifications. If the controller fails the verification step, the model checker will return a
sequence of states from the product automaton indicating exactly how the specification was failed.
Such counter-examples allow users to interpret the reasons behind failures and to modify the con-
troller accordingly. If the automaton output by GLM2FSA fails to satisfy the provided task specifica-
tion, we provide two approaches to refine the controller C.

Counterexample-Guided Controller Refinements. The first approach asks the user to manually
modify the input prompt to the LLM and to use the resulting outputs to update the controller. As
previously described, if the verification steps fails, the model checker generates a counter-example.
The user can then use this information to modify the LLM’s input prompt in a way that addresses
the issue observed in the counter-example. After obtaining the LLM’s outputs, we apply GLM2FSA

again to construct the updated controller.

Automated Refinement Through Substep Expansions. The second approach queries the LLM
for substeps to automatically refine the controller C. We can then again solve the verification problem
for the newly-updated C. This leads to an iterative process that uses the information provided by the
verification step to improve the distilled automaton.

During each refinement step, we apply Algorithm 2 (included in the appendix) to query the LLM for
the next-layer steps (DEPTH = DEPTH + 1). This expands each of the automaton’s transitions into
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p0 :
¬goalstart

p1 :
¬goal

p2 : C1

p3 : C2

p4 : goal

p5 :
¬goal
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¬ look way
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look way

¬ cross road
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road

cross road

¬ cross road

¬
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(a) A model M for “cross the road.” PC stands for Pedestrian Crossing, C1 = green ∧¬ car come ∧¬ goal,
and C2 = (car come ∨¬ green) ∧¬ goal. We annotate each node as “state: label.”

q1start q2 q3 q4
(True,

“locate traffic light”)

(¬ turn green, ϵ)

( turn green,
“look way”)

(car come, ϵ)

(¬ car come,
“cross road”)

(True, ϵ)

(b) The FSA for the task “cross the road at the traffic light.”

q1start q2 q3 q4
(True,

“locate traffic light”)

(¬ turn green, ϵ)

(turn green,
“look way”)

(car come ∨¬ turn green, ϵ)

(turn green ∧¬ car come,
“cross road”)

(True, ϵ)

(c) The final FSA after the manual refinement.

Figure 3: The iterations of refinements. The user manually queries GPT-3 to refine the steps based
on the counterexample from the verification.

more detailed representations, describing its necessary substeps. We refer to the state that represents
the beginning of the transition to be expanded as the parent state and the states that represent that
transition’s substeps as the child states. We continue the loop of expanding the automaton’s transi-
tions and applying automated verification until all the specifications are satisfied or the maximum
number of layers is reached. This maximum number of layers is a user-defined constant. If we reach
the maximum number of layers and still cannot satisfy the specifications, we consider the task to be
unrepresentable by an automaton.

To prevent the above iterative refinement procedure from generating unnecessarily large automaton-
based controllers, we also design a pruning process. This pruning process proceeds as follows: 1)
start from the deepest-layer steps and replace the first set of children states with their parent state,
2) check if the controller still satisfies all the specifications, 3) keep the controller as it is if the
specifications are satisfied, otherwise add the children states back, and 4) continue steps 1 to 3 for
all of the children states at each level of the hierarchy.

6 Experimental Results

Controller construction. To demonstrate the application of GLM2FSA to a relatively simple com-
monsense task, we begin with the task prompt “cross the road at the traffic light.” We present three
additional examples, which include substep expansions and controllers designed for more complex,
domain-specific tasks, in the appendix. In all of the experiments, we use the text-davinci-003 model
from the GPT-3 model family [2] as the LLM queried by GLM2FSA.

First, we apply the algorithm to construct a FSA for step descriptions. In this example, we query the
LLM for the text-based steps of crossing the road at a traffic light. The queries and the responses
from the LLM are as follows:
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1 Steps for: Cross the road at the traffic light
2 [1] Locate the traffic light.
3 [2] Wait for the traffic light to turn green.
4 [3] Look both ways before crossing the road.
5 [4] Cross the road if no cars are coming.

GLM2FSA constructs a FSA to represent these steps, illustrated in Figure 3b. The constructed FSA
successfully represents all the required knowledge, including actions and conditions. The task
steps are represented by states in the FSA. The algorithm creates the set of atomic propositions
P = {car come, turn green, traffic light} and output propositions PA = { “look way”, “cross road”,
“locate traffic light”, ϵ} from the extracted verb phrases. Figure 3b indicates that GLM2FSA is ca-
pable of building automaton-based representations that are unambiguous and able to represent task-
relevant knowledge in step descriptions.

Verification and Refinement. We begin by verifying the correctness of the controller C from
Figure 3b using the model M illustrated in Figure 3a. We define the specification as Φ =
traffic light ∧ □♢( green ∧¬ car come)→♢ goal (if the agent is at a traffic light and there always

will eventually be a time when the traffic light is green and no car is coming, then it should eventually
reach the goal).

In this example, the controller fails the verification step with a counter-example of state sequences
p0 → p1 → p3 → [infinite loop p5]. State p5 inM is reached because it is possible for the controller
to take action “cross road” when the traffic light is red. This mistake happens in scenarios where the
traffic light switches from green to red while the agent is waiting for cars to stop coming. This is a
potentially dangerous edge case that the LLM fails to consider. We emphasize that this edge case
could easily be missed by a human as well. It is only by formally verifying the possible behaviors
of the system against the model that the potential problem becomes apparent.

Once the model checker returns a counterexample, we can use the information from the counterex-
ample to manually refine the controller. To handle the above corner case, we simply need to ensure
that the traffic light is green and that there are simultaneously no cars coming before taking the
“cross road” action. So, to address the issue, the user can modify the input prompt as follows:

1 Refine the following steps to ensure the action "cross the road" is performed
under conditions "traffic light turns green" and "no cars are coming ":

2 [1] Locate the traffic light.
3 ...
4 [4] Cross the road if no cars are coming.
5 [1] Locate the traffic light.
6 [2] Wait for the traffic light to turn green.
7 [3] Look both ways before crossing the road.
8 [4] Cross the road if no cars are coming and the traffic light is green.

We then apply the algorithm GLM2FSA again to the refined responses and construct a refined con-
troller. We present the refined controller in Figure 3c. Now, the controller passes all the verification
steps, and hence it is finalized.

7 Conclusions

We provide a proof-of-concept for the automatic construction of automaton-based representations
of abstract task knowledge from LLMs. We propose an algorithm, GLM2FSA, that accepts brief
natural-language descriptions of tasks as input, queries a LLM, and then constructs an automaton
from the language model’s responses. The algorithm is highly automated, requiring only a short task
description to build machine-understandable knowledge representations. We additionally propose
methods to formally verify the automata produced by GLM2FSA, and to use the results of verification
to iteratively refine the inputs to the LLM. Experimental results demonstrate the capabilities of
GLM2FSA: The generated automaton-based controllers capture task-relevant knowledge, even when
the relvant keywords for controller construction is not included in the original input prompt.
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A Additional Background and Definitions

Large Language Models. A large language model (LLM) produces human-like text completion
from a given initial text (prompt). The produced texts continue filling the content from that prompt.
Recent LLMs are deep learning models with millions or billions of parameters.

Generative Pre-trained Transformer Series are the current state-of-the-art LLMs. We use GPT-3
in our experiments. It is pretrained by five large-scale datasets with over 5 billion words. GPT-3
offers four primary models with different capabilities for different tasks [2]. Davinci-003 is the
most capable model that can do question-answering, next-sentence prediction, and text insertion.
We query Davinci-003 to obtain task instructions for empirical analysis.

GPT-3 allows users to customize settings by setting the hyper-parameters. For instance, max tokens
restricts the maximum number of tokens (words and punctuation) of the generated text, and tem-
perature defines the randomness of the outputs. We propose an algorithm that specifies grammar
rules for certain keywords. Hence we set bias on the keywords to ensure the model outputs them
instead of their alternations. Setting bias to keywords eliminates the need to transform synonyms to
the corresponding keywords or define new rules for those synonyms.

Linear Temporal Logic. Formally, LTL formulas are defined inductively as: φ := p ∈ PA | ¬φ |
φ ∨ φ | ◦φ | φUφ Intuitively, an LTL formula consists of

• A set of atomic propositions, denoted by lowercase letters (e.g., car come), represent the
system’s state.

• A set of temporal operators describes the system’s temporal behavior.

• A set of logical connectives, such as negation (¬), conjunction (∧), and disjunction (∨),
that can be used to combine atomic propositions and temporal operators.

As syntax sugar, along with additional constants and operators used in propositional logic, we allow
the standard temporal operators ♢ (“eventually”) and □ (“always”).

Product Automaton. Let a controller be C := ⟨Σ, A,Q, q0, δ⟩ with input alphabet Σ := 2P ,
output alphabet A := 2PA , and non-deterministic transition function δ : Q×Σ×A×Q→ {0, 1}.

Let a model be a tupleM := ⟨ΣM,ΓM, QM, p0, δM, λM⟩ with input alphabet ΣM = A , output
alphabet ΓM = 2P∪{goal}, a non-deterministic transition function δM : QM×ΣM×QM → {0, 1},
and a label function λM : QM → ΓM.

We define the product automaton as a transition system P = M⊗ C := ⟨QP, δP, q
P
init, λP⟩ as

follows:

QP := QM ×Q
δP((p, q)) := {(p′, q′) ∈ QP|δ(q, λM(p) ∩ Σ, a, q′) = 1 and δM(p, a, p′) = 1, for some a ∈ A}

qPinit := (p0, q0)

λP((p, q), (p′, q′)) := {λM(p) ∪ a|a ∈ A and δ(q, λM(p) ∩ P, a, q′) = 1 and δM(p, a, p′) = 1}

Here, δP : QP → 2QP is a non-deterministic transition function, and λP : QP ×
QP → 2P∪PA∪{goal} is a label function. The product automaton generates infinite trajectories
(p0, q0), (p1, q1), . . . by beginning in an initial state qPinit and following the nondeterministic transi-
tion function δP thereafter. Labeled trajectories are then generated by applying the labeling func-
tion λP to these trajectories within the product automaton, i.e. ψ0ψ1, . . . ∈ (2P∪PA∪{goal})∗ where
ψi ∈ λP((pi, qi), (pi+1, qi+1)). When using the product automaton to solve the model-checking
problem from Equation (1), we check that all possible labeled trajectories generated by the product
automaton belong to the language defined by the LTL specification.
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Algorithm 2: Query the LLM for Task Instructions

1: procedure GLM2STEP(String TASK DESC, integer DEPTH, List[String] keywords) ▷ Obtain
the instructions for a given task; depth indicates how detailed the instructions are.

2: GLM.bias = keywords
3: PROMPT = “Steps for: ” + TASK DESC + “\n [1]”
4: ANSWER = GLM(PROMPT)
5: STEP NUMBERS = [“[1]”, “[2]”,...]
6: for i in range(1, DEPTH) do
7: SUB NUMBERS = []
8: ANSWER = []
9: for number in STEP NUMBERS do

10: SUB PROMPT = “Substeps for ”+number
11: ANSWER.append(GLM(SUB PROMPT))
12: SUB NUMBERS.append(“[1.1]”,...)
13: end for
14: STEP NUMBERS = SUB NUMBERS
15: end for
16: return STEPS = (STEP NUMBERS, ANSWER)
17: end procedure

Category Grammar Transition Rule Example

Default
Transition VPA qi qi+1

(True,VPA)
[dial number]

Direct
Transition VPA [j] qi qj

(True, ϵ)
[proceed] [1]

Conditional
Transition

if VPC , VPA

VPA if VPC
qi qj

(VPC ,VPA)
(¬VPC , ϵ) [if] [no car], [cross]

Conditional
Transition
(if else)

if VPC , VPA
1. if ¬ VPC , VPA

2

if VPC , VPA
1 else VPA

2

VPA
1 if VPC , else VPA

2

qi qjqk
(VPC ,
VPA

1)
(¬VPC ,
VPA

2)

[if] [no car],
[cross]. [if], [car]
[stay].

Self
Transition

wait VPC VPA

VPA after VPC qi qi+1
(VPC ,VPA)

(¬VPC , ϵ)
[wait] [car pass]
[cross]

VPA until VPC qi qi+1
(VPC , ϵ)

(¬VPC ,VPA)
[stay] [until] [car
pass]

Table 2: Transition rules defined for keywords under a specific grammar.

B Additional Explanations on GLM2FSA

Algorithm 2 depicts an iterative process that first queries the LLM for steps to accomplish the task
description and subsequently for substeps to accomplish these individual steps.

Table 2 shows the grammar rules and their corresponding transition rules. Note that if a verb phrase
VP includes one or more of the words and, or, no, or not, then the algorithm refines VP as follows:

• no/not VP1 = ¬ VP1,

• VP1 and VP2 = VP1∧ VP2,

• VP1 or VP2 = VP1∨ VP2.

C Additional Explanations on Transition Rules

Default Transitions. We define default transitions as transitions from the current state to the next
state with condition True . Each state qi only has one outgoing transition to its next state qi+1, with
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the verb phrases from the ith step as the output symbols. A default transition δ(qi,True,VPA
i , qi+1)

exists, unconditionally of the valuation of the atomic propositions in P (hence the condition True).
A demonstration of the default transition is presented in the first row of Table 2.

Occasionally, the algorithm replaces the default transitions with special transitions defined by a
grammar over the keywords, which we define in Table 2.

Direct State Transitions. We define a transition from the current state qi to a state other than the
next state qi+1, called a direct state transition. The direct state transition happens when there is a
verb phrase in the step description consisting of the number corresponding to another step. The rule
for direct state transitions is presented in Table 2.

The algorithm builds a direct state transition from the current state to the state representing step j
with output symbol ϵ (no operation).

Conditional Transitions. We define a type of transition named conditional transition, in which
the transition only happens when certain conditions are satisfied. The condition of a conditional
transition is a conjunction of one or more atomic propositions in P . The conditional transition is
caught by the keyword ‘if’. The transition rule for conditional transition is defined in the third row
of Table 2.

The algorithm builds two transitions from each sentence with the above patterns. The first transition
consists of a starting state qi, a conjunction of atomic propositions VPC , a target state qj , and a set
of outputs VPA. The second transition is a self-transition at qi with a condition ¬VPC . The second
transition does not have any output.

If the VPA does not lead to a direct state transition, the first transition ends at qi+1.

Self-Transitions. We define a type of transition called self-transition, whose starting and target
states are identical. The algorithm builds two transitions: a self-transition whose starting and target
states are both the current state, and a second transition that originates from the current state and ends
at the next state. The algorithm triggers self-transition when observing a verb phrase containing the
keywords ‘wait’, ‘after’, or ‘until’. The rules for building the two transitions are defined in the fourth
row in Table 2.

D Additional Examples of Controller Construction

Phone Call Example: Hierarchical Expansions of Automaton Substeps. We have shown the
capability of GLM2FSA to generate first-layer step descriptions. In this example, we explore generat-
ing second-layer descriptions as well, and integrating the descriptions from the two layers.

In practice, we do not need the details for all the steps generated by the LLM. Some step descrip-
tions are straightforward, while others may need further explanation. Therefore, we apply GLM2FSA

to build a finite state automaton (FSA) that represents the first-layer and the second-layer step de-
scriptions simultaneously.

First, we apply the algorithm to query the LLM and obtain the step and substep descriptions:

1 Steps for: Make a phone call with a cellphone
2 [1] Find the phone number you want to call.
3 [2] Dial the number on your cellphone.
4 [3] Press the call button.
5 [4] Wait for the person to answer the phone.
6
7 Substeps for: [2] Dial the number on your cellphone
8 [2.1] Enter the country code.
9 [2.2] Enter the area code.

10 [2.3] Enter the 7-digit phone number.

Note that in this example we only request substeps for the second step, whose action is “dial num-
ber”, while the other steps are already straightforward.
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q1start

q2 q3 q4

q5

q21

q22

q23

(True,

“find number”
) (True,

“dial number”)
(True, ϵ)

(True,
“enter country code”)

(True,

“enter area code”)

(True,
“enter phone number”)

(True,
“press call botton”)

(answer, ϵ)

( ¬answer, ϵ)

(True, ϵ)

Figure 4: Automaton-based representation for “making a phone call with a cellphone”. Transitions
in black solid lines show the first-layer steps. Transitions in blue dashed lines show the FSA the
steps associated with q2 is extended to its substeps for more details.

The algorithm builds two FSAs representing the first-layer steps and the second-layer substeps,
respectively. Then, we remove the outgoing transition from the state q2 corresponding to the second
step. Instead, we build an outgoing transition from q2 to the initial state of the FSA for second-layer
substeps and replace the transition to the final state with the transition to state q3. Hence we create
a partially extended FSA.

This example indicates that GLM2FSA can construct partially scalable FSAs. Every state in the con-
structed FSA can be extended to represent more details.

Secure Multi-Party Computation: Distilling Domain-Specific Task Knowledge. In addition to
the daily-life tasks presented above, we show that GLM2FSA can also devise controllers for domain-
specific tasks, which require highly specialized task knowledge. Such examples expand the applica-
tion of GLM2FSA to fields where human expertise would previously have been required.

In particular, we consider the task of “secure multi-party computation”. Secure multi-party compu-
tation (MPC) is a technique that allows multiple parties to jointly compute a function on their private
inputs without revealing anything about their inputs to each other or to any other third party. MPC
is a specialized problem in computer security, which may not be well-known by people outside this
field.

We query LLM and get responses as the following:

1 Steps for: secure multi -party computation
2 [1] Define problem and inputs.
3 [2] Secret sharing of inputs.
4 [3] Compute secret shares.
5 [4] Reconstruct the final result.
6 [5] Output verification.
7 [6] Decrypt the final result.
8
9 Substeps for: [2] Secret sharing of inputs.

10 [2.1] Generate random secret shares.
11 [2.2] Securely store secret shares.
12
13 Substeps for: [3] Compute secret shares.
14 [3.1] Encrypt secret share.
15 [3.2] Distribute encrypted shares.
16 [3.3] Compute ciphertext.
17 [3.4] Broadcast result.

For presentation purposes, we combine the first-layer steps and some of the substeps in one FSA
and show it in Figure 5, where we indicate the first-layer steps and second-layer substeps in black
and blue, respectively. This example demonstrates the capability of the proposed approach to au-
tomatically distill domain-specific knowledge into control-oriented automata representations from
natural-language task descriptions, even when applied to highly specialized problems. We provide
additional examples of domain-specific tasks in the Appendix.
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q1start q2

q21 q22

q3

q31 q32

q33

q34

q4

q5q6

q7

(True,
“define problem”)

(T
ru

e,
ϵ)

(True,
“generate share”)

(True,
“store

share”)

(True,
“secret share”)
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te
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”)

(True, ϵ)

(True,
“encrypt share”)

(True,
“distribute

share”)
(True,
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pute

ciphertext”)

(True,

“broadcas
t res

ult”)

(True,

“reconstruct result”)

(True,
“output verification”)

(Tr
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,
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)(True, ϵ)

Figure 5: Example FSA for secure multi-party computation. The first-layer steps are represented by
the states in black and the second-layer substeps are represented by the states whose transitions are
in blue.

q1start

q2 q3

q4

q5q6

(True,

“understa
nd guideline”)

(True,
“complete train”)

(True,
“follow SOP”)

(True,

“w
ear

PPE”)

(True,
“handle” ∧ “store” ∧ “dispose material”)

(True, ϵ)

Figure 6: The distilled FSA-based controller for a biosafety laboratory test example.

Biosafety Laboratory: Distilling Domain-Specific Task Knowledge. Another example is the
task of “passing a biosafety laboratory test”. The biosafety laboratory (BSL) test examines if a
technician is capable of doing biology or biomedical experiments. This is a specialized task in the
biomedical field. We send a prompt to GPT-3 and get the following responses:

1
2 Steps for: passing a biosafety laboratory test
3 [1] Understand the biosafety guidelines.
4 [2] Complete necessary safety training.
5 [3] Follow the laboratory ’s SOPs (standard operating procedures).
6 [4] Wear appropriate PPE (personal protective equipment).
7 [5] Properly handle , store , and dispose of materials.
8

Then, we construct the FSA, displayed in Figure 6, to represent how to pass a BSL test.

E Additional Examples of Controller Verification

Phone Call Example: Verifying Substeps. In this example, we build two models to separately
verify the first-layer steps (black) and second-layer substeps (blue), of the controller for the phone
call example, illustrated in Figure 4.

We build a first model (Figure 7a) to verify that the required first-layer steps are executed in the
correct order. We then use the second model (7b) to check the correctness of the second-layer
substeps represented in blue in Figure 4. For both models, the specifications will be satisfied if and
only if all actions are taken in the correct consecutive order.
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p0 :
¬ goalstart

p1 :
¬ goal

p2 :
¬ goal

p3 :
goal¬ find number

find number dial number

¬ dial number

press call button

¬ press call button

True

(a) The model used to verify the first-layer steps.

p0 :
¬ goalstart

p1 :
¬ goal

p2 :
¬ goal

p3 :
goal¬ enter country code

enter
country

code
enter area code

¬ enter area code

enter phone number

¬ enter phone number

True

(b) The model used to verify the substeps for “dialing a number”.

Figure 7: we use the models to verify the FSA for the task “making a phone call with a cellphone”.
For both models, we have a specification Φ = ♢ goal.

In both cases, the controller C from Figure 7 passes the verification step. This example demon-
strates that first-layer and second-layer substeps (and more broadly, substeps at any layer of a task
hierarchy) can be verified independently against separate models and specifications.
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