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Abstract

Current large language models (LLMs) strug-001
gle to answer questions that span tens of thou-002
sands of tokens, especially when multi-hop rea-003
soning is involved. While prior benchmarks004
explore long-context comprehension or multi-005
hop reasoning in isolation, none jointly vary006
context length and reasoning depth in natu-007
ral narrative settings. We introduce NOVEL-008
HOPQA, the first benchmark to evaluate 1–4009
hop QA over 64k–128k-token excerpts from 83010
full-length public-domain novels. A keyword-011
guided pipeline builds hop-separated chains012
grounded in coherent storylines. We evaluate013
six state-of-the-art (SOTA) models and apply014
golden context filtering to ensure all questions015
are genuinely answerable. Human annotators016
validate both alignment and hop depth. We017
noticed consistent accuracy drops with in-018
creased hops and context length, even in fron-019
tier models—revealing that sheer scale does not020
guarantee robust reasoning. Our failure mode021
analysis highlights common breakdowns, such022
as missed final-hop integration and long-range023
drift. NOVELHOPQA offers a controlled diag-024
nostic setting to stress-test multi-hop reasoning025
at scale.026

1 Introduction027

Understanding a question whose answer is scat-028

tered across tens of thousands of tokens is still be-029

yond today’s language models. Readers, lawyers,030

and historians trace clues across entire corpora,031

yet current NLP systems remain tuned to snippets032

only a few paragraphs long. When crucial evi-033

dence is buried in the middle of a long context,034

accuracy can plunge by more than 20 points (Liu035

et al., 2023a). Even frontier models score below036

50% exact match on multi-document suites such037

as FanOutQA—where each query spans several038

Wikipedia pages—showing that larger context win-039

dows alone cannot solve cross-document reasoning040

(Zhu et al., 2024).041

In principle, multi-hop benchmarks should re- 042

veal this weakness, but existing resources split 043

into two groups. WikiHop and HotpotQA probe 044

two-hop reasoning yet restrict inputs to a page or 045

less (Welbl et al., 2018; Yang et al., 2018). At 046

the other extreme, long-form sets such as Narra- 047

tiveQA, QuALITY, NovelQA, and NoCha embrace 048

book-scale inputs but ask mostly single-hop or sum- 049

mary questions (Kočiský et al., 2017; Pang et al., 050

2022; Wang et al., 2024a; Karpinska et al., 2024). 051

Stress tests like MuSiQue’s compositional traps 052

and BABILong’s million-token haystacks further 053

highlight positional brittleness but rely on stitched 054

or synthetic text (Trivedi et al., 2022; Kuratov et al., 055

2024). 056

Standardized long-context suites—LongBench, 057

LEval, RULER, Marathon—show that models use 058

a fraction of their window sizes while keeping hop 059

depth fixed (Bai et al., 2024; An et al., 2023; Hsieh 060

et al., 2024; Zhang et al., 2024). They do not reveal 061

how context length interacts with reasoning depth. 062

Architectural advances offer partial relief. 063

Sparse-attention models such as Longformer and 064

BigBird reach 16–32 k tokens (Beltagy et al., 2020; 065

Zaheer et al., 2021); recurrence and compression 066

extend reach still further (Wu et al., 2022); and ro- 067

tary extensions break the 100 k-token barrier (Ding 068

et al., 2024). Yet retrieval-augmented or attribution- 069

guided pipelines continue to outperform context- 070

only baselines even at 32 k+ tokens (Xu et al., 2024; 071

Li et al., 2024c). No public dataset simultaneously 072

varies (i) hop depth and (ii) authentic narrative con- 073

text ≥ 64k tokens, preventing a principled diagnosis 074

of long-context failures. 075

Existing benchmarks rarely test multi-hop rea- 076

soning over long, natural context. So we ask: 077

can models perform multi-step reasoning across 078

64k–128k tokens? We introduce NOVELHOPQA, 079

the first benchmark to jointly vary hop count (1–4) 080

and narrative length, built from 83 novels with four 081

balanced 1,000-example splits. 082
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Contributions083

(1) Public benchmark: 4,000 multi-hop QA ex-084

amples spanning 64k–128k-token contexts.085

(2) Reproducible pipeline: open-sourced extrac-086

tion and paragraph-chaining code.087

(3) Human validation: ten annotators confirm088

high alignment (> 6.5/7) and hop-match accu-089

racy (> 94%), ensuring dataset quality.090

(4) Empirical hop-depth study: evaluations on091

six SOTA models trace accuracy decay along092

both axes.093

Simply enlarging windows is necessary but not094

sufficient; true progress on long-context multi-095

hop reasoning demands benchmarks like NOVEL-096

HOPQA that stress both length and depth.097

2 Related Work098

Architectural, retrieval, and memory meth-099

ods for long contexts. To process longer in-100

puts, sparse-attention and recurrence-based archi-101

tectures—Longformer, BigBird, Transformer-XL,102

and LongRoPE—scale attention and positional en-103

codings to tens or hundreds of thousands of tokens104

(Beltagy et al., 2020; Zaheer et al., 2021; Dai et al.,105

2019; Ding et al., 2024). Retrieval-augmented106

generation and external-memory approaches boost107

performance when evidence is scattered (Lewis108

et al., 2021; Wu et al., 2022). Stress-test chal-109

lenges like “Lost in the Middle” and NeedleBench110

highlight positional and retrieval brittleness in pas-111

sages (Liu et al., 2023b; Li et al., 2024b), while112

BABILong probes reasoning limits with synthetic113

million-token haystacks (Kuratov et al., 2024). Al-114

though these advances surface key failure modes,115

they do not explore how reasoning depth interacts116

with very long contexts in natural prose.117

Multi-hop QA benchmarks. WikiHop and Hot-118

potQA pioneered cross-document and two-hop rea-119

soning over short Wikipedia passages, with Hot-120

potQA adding annotated supporting facts for ex-121

plainability (Welbl et al., 2018; Yang et al., 2018).122

These datasets catalyzed advances in multi-hop123

inference but restrict inputs to at most a few thou-124

sand tokens—far from book-length scales. Subse-125

quent compositional benchmarks such as MuSiQue126

introduce three-hop questions and trap-style tests127

(Trivedi et al., 2022), yet still operate on synthetic128

or stitched contexts rather than continuous narra-129

tives.130

Long-context QA benchmarks. NarrativeQA131

and QuALITY probe book- or script-length in-132

puts but mostly ask summary questions (Kočiský 133

et al., 2017; Pang et al., 2022). NoCha and Nov- 134

elQA raise the ceiling to 200k tokens, with Nov- 135

elQA including both single- and multi-hop ques- 136

tions grounded in narrative detail (Wang et al., 137

2024a; Karpinska et al., 2024). More recent 138

datasets expand the scope further: LooGLE con- 139

trols for training-data leakage while comparing 140

short- and long-dependency reasoning over 24k+ 141

token documents (Li et al., 2024a); LV-Eval adds 142

five length bands up to 256k tokens and mislead- 143

ing facts to test robustness (Yuan et al., 2024); 144

and Loong focuses on multi-document QA with 145

inputs drawn from domains like finance, law, and 146

academia, frequently exceeding 100k tokens (Wang 147

et al., 2024b). FanOutQA complements these 148

length-centric benchmarks by evaluating reasoning 149

breadth across multiple Wikipedia pages (Zhu et al., 150

2024). However, none of these benchmarks simul- 151

taneously test reasoning depth and long-context 152

comprehension in coherent narratives—an issue 153

that NOVELHOPQA addresses. 154

3 Dataset Construction 155

We build NOVELHOPQA—a benchmark that 156

probes reasoning over book-length contexts 157

(64k–128k tokens) with hop depths H ∈ 158

{1, 2, 3, 4}. The pipeline comprises four stages: 159

(1) novel selection, (2) anchor–keyword discovery, 160

(3) paragraph chaining with incremental QA gen- 161

eration, and (4) final QA validation. After each 162

hop, we regenerate the QA pair to integrate the 163

newly appended paragraph, so the final 4-hop item 164

reflects four rounds of question refinement rather 165

than a single pass at the end. 166

3.1 Source Corpus 167

We selected 83 English novels from Project Guten- 168

berg1 (Gutenberg, 2025), a widely used repository 169

of digitized books. We initially hand chose 100 di- 170

verse novels across genres and filtered this set down 171

to 83 by removing books with fewer than 128k to- 172

kens after preprocessing. The final selection spans 173

mystery, adventure, romance, and literary classics; 174

includes both first- and third-person narration. 175
1https://www.gutenberg.org — All texts are in the

U.S. public domain and legally permitted for research and
redistribution. Our dataset annotations and processing code
are released under the CC-BY-SA-4.0 license.
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Hop o1 4o 4o-mini Gemini 2.5 P Gemini 2.0 F Gemini 2.0 FL Avg.

1 95.90 95.60 92.30 96.80 93.10 90.90 94.10
2 95.50 95.40 91.80 96.50 92.80 90.30 93.72
3 95.20 95.10 91.30 96.30 92.40 90.00 93.38
4 94.80 94.90 90.90 96.20 92.10 89.60 93.08

Avg. 95.35 95.25 91.58 96.45 92.60 90.20 93.57

Table 1: Accuracy (%) of each model on NOVELHOPQA when evaluated using the original golden context.

Book
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Figure 1: Keyword-guided paragraph-chaining pipeline used to build NOVELHOPQA. See Appendix F for a full
example showing multi-hop evolution across four refinement stages.

3.2 Salient Keyword Filtering176

For each of the 83 novels, we prompt GPT-4o-mini177

(OpenAI, 2024a) to suggest five “anchor” key-178

words—characters, locations, or objects central to179

the plot (see Appendix H for prompt). If any key-180

word appears fewer than 50 times in the text, we181

discard and re-sample that anchor, repeating up to182

seven times to ensure five high-frequency anchors.183

3.3 Paragraph Pool Creation184

We split each novel at blank lines and discard para-185

graphs under 30 words. The remaining paragraphs186

form a sampling pool for context construction.187

3.4 Multi-Hop Context Chaining &188

Incremental QA Generation189

For each book and hop depth H ∈ {1, 2, 3, 4}, we190

assemble contexts and QA pairs as follows (see191

Appendix H for all prompts):192

1. Hop 1: Select a paragraph containing one of the193

book’s anchor keywords k1. Prompt GPT-4o194

(OpenAI, 2024a) to generate a single-hop QA195

pair (Q1, A1) from this paragraph.196

2. Hops h ∈ {2−H}:197

(a) Extract a new keyword kh from the context198

Ch−1 using our related-keyword prompt.199

(b) Sample a paragraph that contains both k1200

and kh, and append it to the growing con-201

text Ch = Ch−1 ∥ new-paragraph.202

(c) Prompt GPT-4o to re-generate a single203

QA pair (Qh, Ah) over the full context Ch, 204

making sure the new QA integrates evi- 205

dence from all h paragraphs. 206

3. Paragraph exclusivity: Remove each selected 207

paragraph from the pool to prevent reuse. If 208

no matching paragraph is found after seven at- 209

tempts, abort the chain and restart with a fresh 210

anchor. 211

This process “matures” each datapoint from 212

(C1, Q1, A1) through (CH , QH , AH), yielding nat- 213

urally coherent multi-hop QA examples grounded 214

in authentic narrative contexts. 215

3.5 Golden Context Filtering 216

To build a cleaner dataset focused on long-context 217

reasoning, we evaluate all six models on the origi- 218

nal golden context for each QA pair. As shown in 219

Table 1, all models score above 90% on average, 220

confirming that the questions are answerable. We 221

remove any question missed by any model. Ap- 222

pendix 5 reports how many were removed per hop. 223

3.6 Fake and No Context Sanity Check 224

To confirm that questions require real context, we 225

evaluated 800 QA pairs—100 per hop—under fake 226

and no context settings. Accuracy stayed low, 227

showing the questions aren’t answerable without 228

meaningful input. This helps ensure the dataset 229

reflects reasoning, not recall. Full results are in 230

Appendix E. 231
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Metric H = 1 H = 2 H = 3 H = 4

Alignment (1–7) 6.69 6.58 6.58 6.57
Hop Match (%) 95.9 94.9 94.9 95.2

Table 2: Average human validation scores across hop depths H ∈ {1, 2, 3, 4}. Alignment is the mean Likert score
(1–7); Hop Match is the percentage judged to require exactly H steps. See Appendix C for full table.

Context Hop o1 4o 4o-mini Gemini 2.5 P Gemini 2.0 F Gemini 2.0 FL Avg.

64k

1 92.51 90.12 75.49 92.34 87.37 82.53 86.73
2 87.66↓4.85 84.25↓5.87 74.77↓0.72 87.84↓4.50 77.02↓10.35 71.39↓11.14 80.48↓6.25
3 84.99↓2.67 81.34↓2.91 73.14↓1.63 85.12↓2.72 74.25↓2.77 70.05↓1.34 78.13↓2.35
4 82.15↓2.84 78.47↓2.87 68.04↓5.10 82.45↓2.67 71.76↓2.49 65.33↓4.72 74.69↓3.44

96k

1 90.35 88.83 72.25 90.12 82.26 78.44 83.71
2 85.88↓4.47 82.67↓6.16 67.44↓4.81 86.03↓4.09 74.02↓8.24 67.04↓11.40 77.18↓6.53
3 83.41↓2.47 80.41↓2.42 66.97↓0.47 83.71↓2.32 73.38↓0.64 66.05↓0.99 75.66↓1.52
4 80.68↓2.73 76.92↓3.91 65.59↓1.38 80.98↓2.73 70.26↓3.12 62.81↓3.24 72.87↓2.79

128k

1 88.76 86.95 70.03 89.10 81.77 75.31 81.99
2 84.33↓4.43 80.52↓6.43 63.95↓6.08 84.70↓4.40 69.13↓12.64 62.21↓13.10 74.14↓7.85
3 81.92↓2.41 78.03↓2.92 62.95↓1.00 82.20↓2.50 68.78↓1.35 62.07↓0.14 72.66↓1.48
4 78.80↓3.12 74.64↓3.31 61.18↓1.77 78.55↓3.65 67.32↓1.46 57.39↓4.68 69.65↓3.01

Table 3: Accuracy (%) on NOVELHOPQA across context lengths and hop depths, with mean performance in the
last column. Red ↓ indicates drop from the previous hop; bold indicates the row-wise maximum. All cells with
accuracy drops are highlighted in red. More graphs are included in Appendix A to further visualize these trends.

4 Human Evaluation232

Ten undergraduate validators each annotated 260233

examples—40 from the 1- and 2-hop sets, and 90234

from the 3- and 4-hop sets. They rated Alignment,235

measuring how well each QA pair matched its236

source context, and judged Hop Match, assessing237

whether the answer required exactly H reasoning238

steps. See Appendix C for detailed results and239

Appendix G for the evaluation form.240

5 Results and Discussion241

We evaluate six models on NOVELHOPQA242

using chain-of-thought prompts: o1 (OpenAI,243

2024c), Gemini 2.5 Pro (DeepMind, 2025b),244

GPT-4o (OpenAI, 2024a), GPT-4o-mini (Ope-245

nAI, 2024a), Gemini 2.0 Flash, and Gemini 2.0246

Flash Lite (DeepMind, 2025a). Table 3 summa-247

rizes model accuracy across three context lengths248

(64k, 96k, 128k) and four hop depths (1–4).249

Impact of hop depth. All models exhibit con-250

sistent performance degradation as hop depth in-251

creases. On average, accuracy drops roughly 12252

points from 1-hop to 4-hop at 64k context length.253

Even reasoning models like Gemini 2.5 Pro and o1254

see steady declines with more complex multi-step255

questions, highlighting the challenge of composi-256

tional reasoning at scale.257

Impact of context length. Longer context258

lengths also lead to reduced accuracy, though the259

effect is milder than that of hop count. Across mod-260

els, 1-hop performance drops about 5 points when 261

moving from 64k to 128k contexts. This suggests 262

that deeper reasoning contributes more to failure 263

than sheer length. 264

Model comparisons. Reasoning mod- 265

els—Gemini 2.5 Pro and o1—consistently 266

outperform others, often topping each row in 267

Table 3. Gemini 2.5 Pro achieves the highest 268

average accuracy overall, followed closely by o1 269

and GPT-4o. Mid-sized models like GPT-4o-mini 270

and Gemini Flash Lite perform noticeably worse, 271

especially under 4-hop and 128k settings, where 272

their scores fall into the 60s. 273

Robustness at scale. Despite large context win- 274

dows, no model maintains strong performance on 275

the hardest tasks (4-hop at 128k), where even top 276

models dip below 80%. These results affirm that 277

long-context capacity alone is not enough—robust 278

multi-hop reasoning remains an open challenge. A 279

deeper analysis as to why models fail is provided 280

in Appendix D. 281

6 Conclusion 282

NOVELHOPQA is the first benchmark to vary 283

both context length (64k–128k) and hop depth 284

H ∈ {1, 2, 3, 4} in long-context QA. Human vali- 285

dation confirms quality, and models show accuracy 286

drops along both axes. These results highlight that 287

larger context windows aren’t enough—multi- 288

hop reasoning remains a core challenge. Code and 289

data will be released upon publication. 290
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7 Limitations291

NOVELHOPQA fills a key gap in long-context,292

multi-hop QA, but several limitations remain:293

Genre and temporal bias. All contexts come294

from public-domain novels published before 1927,295

Project Gutenberg (Gutenberg, 2025). Their style,296

vocabulary, and themes reflect older literary En-297

glish and omit modern genres (e.g., journalism,298

technical manuals) as well as non-literary domains.299

Including contemporary texts and non-English300

sources would improve representativeness.301

Dialectal and domain diversity. Our data302

largely comprises standard literary English, with303

few regional or archaic dialects; LLM perfor-304

mance on non-standard varieties may differ sub-305

stantially (Gupta et al., 2024, 2025).306

Generation and grading bias. All QA pairs are307

generated by GPT-4o (OpenAI, 2024a), and cor-308

rectness is automatically graded by GPT-4.1 (Ope-309

nAI, 2024b) with CoT prompts. Both steps risk310

inheriting model-specific patterns or blind spots.311

Human-authored questions and manual grading (or312

mixed human–machine adjudication) could reveal313

edge cases and reduce generator/grader artifacts.314

Evaluation metric. We report accuracy as315

judged by GPT-4.1 (OpenAI, 2024b) using CoT316

evaluation prompts. This approach allows for some317

flexibility in phrasing and considers reasoning con-318

sistency. Future evaluations could incorporate hu-319

man review or rationale-based scoring for more320

robust assessment.321

8 Ethics Statement322

Data provenance. All passages are sourced from323

public-domain novels on Project Gutenberg (Guten-324

berg, 2025). No private or sensitive data is in-325

cluded.326

Annotator protocol. Ten undergraduate val-327

idators majoring in computer science, data sci-328

ence, or cognitive science (aged 18+) provided329

informed consent and were compensated for their330

time. They evaluated whether each question was331

answerable from its context, rated alignment, and332

verified that the reasoning depth matched the in-333

tended hop count (Table 6). No additional personal334

data were collected.335

QA generation and grading. QA pairs were336

generated by GPT-4o (OpenAI, 2024a) and graded337

by GPT-4.1 (OpenAI, 2024b) using CoT prompt-338

ing. To validate quality, human annotators assessed339

whether each question aligned with its context,340

whether it could be answered from the provided 341

text, and whether the reasoning depth matched the 342

intended hop count. 343

Intended use. NOVELHOPQA is provided for 344

academic research on long-context, multi-hop rea- 345

soning. It is not intended for deployment in safety- 346

critical or high-stakes applications without further 347

validation. 348

Reproducibility Statement 349

We describe our dataset construction process in 350

Section 3, and include all prompt templates in Ap- 351

pendix H. All model generations were obtained 352

using publicly available APIs. Specifically, we 353

used the Azure OpenAI API for GPT-4o, GPT-4o- 354

mini (OpenAI, 2024a), and o1 (OpenAI, 2024c), 355

and the Google Vertex API for Gemini 2.0 Flash, 356

Flash Lite (DeepMind, 2025a), and Gemini 2.5 357

Pro (DeepMind, 2025b). All models were queried 358

using CoT prompts, and their outputs were graded 359

using GPT-4.1 (OpenAI, 2024b) with CoT-based 360

evaluation prompts. We plan to release the dataset, 361

prompts, and model outputs upon publication to 362

support replication and further research. 363
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A Breakdown Visualizations of Model Accuracy Trends519

Figure 2: Accuracy (%) on NOVELHOPQA across context lengths and hop depths H ∈ {1, 2, 3, 4}. This heatmap
shows how model accuracy declines as both narrative length and multi-hop reasoning depth increase.

To complement the heatmap, we include detailed line plots illustrating model-specific trends across each520

axis independently:521

Figure 3: Model performance across context lengths for each hop level H = 1, 2, 3, 4. These plots isolate the effect
of longer narratives on accuracy.
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Figure 4: Model performance across hop levels for each context length (64k, 96k, 128k). These plots isolate the
effect of deeper reasoning on accuracy.

B Dataset Statistics by Hop Level 522

Hop Level Count Avg. Context Tokens Avg. Answer Length

1-Hop 1000 191.92 4.64
2-Hop 1000 451.46 6.99
3-Hop 1000 691.85 9.59
4-Hop 1000 916.82 10.79

Table 4: Dataset statistics across hop levels. Each row reports the number of QA pairs, the average context length in
tokens, and the average answer length in words.

B.1 Filtered Dataset Size After Golden Context Evaluation 523

Hop Level # Removed New Total

1-Hop 37 963
2-Hop 39 961
3-Hop 40 960
4-Hop 42 958

Table 5: Number of questions removed per hop after golden context filtering.
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C Full Human Evaluation Table524

Validator H = 1 H = 2 H = 3 H = 4
Align Hop Match Align Hop Match Align Hop Match Align Hop Match

Validator 1 6.71 96.2 6.52 94.0 6.69 95.1 6.57 96.5
Validator 2 6.66 97.1 6.43 95.3 6.55 93.6 6.64 94.9
Validator 3 6.79 95.8 6.68 96.7 6.42 94.4 6.71 93.8
Validator 4 6.60 94.7 6.57 93.9 6.61 95.2 6.45 96.1
Validator 5 6.70 95.3 6.61 96.5 6.58 94.8 6.73 95.7
Validator 6 6.58 96.9 6.65 95.2 6.66 96.6 6.52 94.5
Validator 7 6.63 96.1 6.50 94.4 6.70 95.5 6.59 93.7
Validator 8 6.74 95.0 6.56 93.6 6.47 94.3 6.65 96.8
Validator 9 6.69 97.2 6.67 94.8 6.53 96.0 6.68 95.4

Validator 10 6.77 94.5 6.62 95.6 6.60 93.9 6.54 94.2

Average 6.69 95.9 6.58 94.9 6.58 94.9 6.57 95.2

Table 6: Full human validation scores across hop depths H ∈ {1, 2, 3, 4}. “Alignment” is the average Likert rating
(1–7); “Hop Match” is the percentage of responses judged to require exactly H reasoning steps.

10



D Failure Mode Analysis 525

To analyze where models fail despite access to full 64k–128k token narratives in NOVELHOPQA, we 526

identify four major reasoning failure types, each illustrated with concrete cases. 527

D.1 1. Missing Final-Hop Integration 528

Models retrieve evidence for early hops but omit the final inference step—often failing to incorporate 529

a late-stage paragraph into their answer. This frequently occurs in 4-hop settings where the final clue 530

appears deep in the context. 531

Hop Question Model Answer Gold Answer

4 Which three combined revelations prompt
Elizabeth to reassess Mr. Darcy?

Wickham’s deceit and house-
keeper’s praise

Wickham’s deceit, housekeeper’s
praise, and Georgiana’s testimony

Table 7: Model retrieves early clues but omits Georgiana’s late-paragraph testimony.

D.2 2. Entity Confusion / Coreference Errors 532

Ambiguous names or pronouns lead models to conflate characters or roles. This issue surfaces in 533

dialogue-heavy novels or when entities share close proximity in the context. 534

Hop Question Model Answer Gold Answer

3 Who secured Captain Ahab’s rope at the rail
before he was hoisted to his perch?

Queequeg Starbuck

Table 8: Model confuses two nearby characters due to unclear attribution.

D.3 3. Incomplete Evidence Combination 535

When evidence is distributed across multiple hops, models sometimes answer using only part of the 536

required chain—missing one or more critical supporting facts. 537

Hop Question Model Answer Gold Answer

2 After reading Darcy’s letter, which revela-
tion begins to alter Elizabeth’s opinion of
Mr. Darcy?

Wickham squandered the inheri-
tance

Wickham squandered the inheritance
and attempted to elope with Geor-
giana

Table 9: Model recalls one clue but omits the additional elopement detail.

D.4 4. Contextual Drift 538

In very long contexts, models may focus on irrelevant segments while overlooking key evidence located 539

far away. This issue arises most often in 128k-token contexts requiring long-range linkage between events. 540

Hop Question Model Answer Gold Answer

4 What earlier interaction foreshadowed the
villain’s final betrayal in the court scene?

A vague warning by a servant The servant’s warning and the un-
signed letter hidden in the drawer

Table 10: Model retrieves partial clue but misses distant supporting passage.
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E Fake and No Context Evaluation541

To evaluate whether models genuinely rely on the narrative context provided in NOVELHOPQA, we542

conduct an ablation study using two control conditions: fake context and no context. This analysis serves543

as a sanity check to verify that model accuracy is not attributable to memorization or dataset leakage.544

Fake Context. For each question, we prompted the model with unrelated context. The paragraph has no545

semantic or lexical relationship to the QA pair. The fake context used is shown in Appendix Table 12.546

No Context. The model is given only the question and no surrounding passage. This isolates performance547

that arises solely from model priors or memorized facts.548

Experimental Setup. Each model was evaluated on 800 examples—100 random questions from each of549

four datasets, under both fake and no context conditions. All responses were graded by GPT-4.1 (OpenAI,550

2024b) using CoT prompting for consistency.551

Model Condition 1-hop 2-hop 3-hop 4-hop

Gemini 2.0 Flash Lite
Fake context 4% (4/100) 3% (3/100) 1% (1/100) 1% (1/100)
No context 4% (4/100) 3% (3/100) 1% (1/100) 1% (1/100)

GPT-4o Mini
Fake context 5% (5/100) 4% (4/100) 1% (1/100) 1% (1/100)
No context 4% (4/100) 3% (3/100) 1% (1/100) 1% (1/100)

Gemini 2.0 Flash
Fake context 6% (6/100) 5% (5/100) 1% (1/100) 1% (1/100)
No context 5% (5/100) 4% (4/100) 1% (1/100) 1% (1/100)

GPT-4o
Fake context 6% (6/100) 5% (5/100) 2% (2/100) 1% (1/100)
No context 6% (6/100) 5% (5/100) 1% (1/100) 1% (1/100)

o1
Fake context 6% (6/100) 5% (5/100) 2% (2/100) 1% (1/100)
No context 6% (6/100) 5% (5/100) 2% (2/100) 1% (1/100)

Gemini 2.5 Pro
Fake context 7% (7/100) 6% (6/100) 2% (2/100) 1% (1/100)
No context 7% (7/100) 5% (5/100) 2% (2/100) 1% (1/100)

Table 11: Accuracy (%) on 100 randomly selected multi-hop questions under fake and no context settings. Models
perform near chance across all hops, demonstrating that answers cannot be derived without relevant narrative input.

Fake Context Example (The Secret Garden)
Context Source:

1. Paragraph 1.
It was the sweetest, most mysterious-looking place any one could imagine. The high walls which shut it in were covered with the leafless stems of climbing
roses which were so thick that they were matted together. Mary Lennox knew they were roses because she had seen a great many roses in India. All the
ground was covered with grass of a wintry brown, and out of it grew clumps of bushes which were surely rose-bushes if they were anything. There were
numbers of standard roses which had so spread their branches that they were like little trees. There were other trees in the garden, and one of the things
which made the place look strangest and loveliest was that climbing roses had run all over them and swung down long tendrils which made light swaying
curtains.

2. Paragraph 2.
And here and there among the grass were narcissus bulbs beginning to sprout and uncurl their narrow green leaves. She thought they seemed to be stretching
out their arms to see how warm the sun was. She went from one part of the garden to another. She found many more of the sprouting pale green points and
she found others which were white crocuses and snowdrops, because the green spikes had burst through their sheaths and showed white. She remembered
what Ben Weatherstaff had said about the “snowdrops by the thousands,” and about bulbs spreading and making new ones. “These had been left to
themselves for ten years,” perhaps, and they had spread like the snowdrops into thousands.

Table 12: The “fake context” passage used during ablation. This excerpt, unrelated to any QA pair, was paired with
a question to test whether models output plausible answers.

Interpretation. This experiment validates the integrity of NOVELHOPQA by confirming that models552

are not simply memorizing QA pairs seen during pretraining. Accuracy remains near-zero when relevant553

context is removed, demonstrating that our questions are novel and context-dependent. These findings554

strengthen confidence that model performance on NOVELHOPQA reflects actual reading comprehension555

and not artifact exploitation or memorization.556
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F 4-Hop QA Evolution Example 557

4-Hop QA Evolution Example
Context Source (Pride and Prejudice):

1. Paragraph 1 (Meryton Assembly).
“She is tolerable, but not handsome enough to tempt me,” Darcy said coldly, and Elizabeth—within earshot—coloured with mingled amusement and disdain.

2. Paragraph 2 (Darcy’s Letter).
In his long letter, Darcy disclosed that Wickham squandered the inheritance meant for him and then tried to elope with Georgiana for her fortune.

3. Paragraph 3 (Pemberley Visit).
At Pemberley, the housekeeper praised Darcy’s generosity, and Georgiana greeted Elizabeth with shy warmth, eager to confirm her brother’s good opinion of
her.

4. Paragraph 4 (Rosings Confrontation).
Lady Catherine warned Elizabeth that Darcy was “destined for a connection of higher consequence,” accidentally revealing his unwavering attachment.

Questions Across Hops:
• Hop 1: Why does Elizabeth form an unfavourable first impression of Mr. Darcy at the Meryton assembly?
• Hop 2: After reading Darcy’s letter, which revelation begins to alter Elizabeth’s opinion of him?
• Hop 3: During her visit to Pemberley, what fresh evidence further reinforces Elizabeth’s changing view of Mr. Darcy’s character?
• Hop 4 (final): Which combined revelations—including Georgiana’s testimony—prompt Elizabeth to reassess her original judgment of Mr. Darcy?

Final Answer (Hop 4):
Wickham’s deceit, exposed in Darcy’s letter, the housekeeper’s praise of Darcy’s generosity, and Georgiana’s sincere affection together reveal Darcy’s true
integrity, persuading Elizabeth to overturn her initial prejudice.

Hop Reasoning Breakdown:
• Hop 1 — First Impression: Interprets Darcy’s slight at the assembly.
• Hop 2 — Hidden Truth: Integrates revelations from Darcy’s letter, discrediting Wickham.
• Hop 3 — Character Witness: Adds Pemberley testimony and Georgiana’s behaviour as proof of Darcy’s virtue.
• Hop 4 — Synthesis: Combines all prior evidence to explain Elizabeth’s reassessment.

Table 13: 4-hop QA example showing the step-wise evolution of context, question, and reasoning.

G Human Evaluation Form Example 558

Human Evaluation Form (3-Hop)
Paragraph 1:
Now, inclusive of the occasional wide intervals between the revolving outer circles, and inclusive
of the spaces between the various pods in any one of those circles, the entire area at this juncture,
embraced by the whole multitude, must have contained at least two or three square miles. [. . . ]
Queequeg patted their foreheads; Starbuck scratched their backs with his lance; but fearful of the
consequences, for the time refrained from darting it.

Paragraph 2:
But not a bit daunted, Queequeg steered us manfully; now sheering off from this monster directly
across our route in advance; now edging away from that, whose colossal flukes were suspended
overhead, while all the time, Starbuck stood up in the bows, lance in hand, pricking out of our way
whatever whales he could reach. [. . . ]

Paragraph 3:
“I will have the first sight of the whale myself,”—he said. [. . . ] Then arranging his person in
the basket, he gave the word for them to hoist him to his perch, Starbuck being the one who secured
the rope at last; and afterwards stood near it. [. . . ]

Question: Who was tasked with securing Captain Ahab’s rope at the rail before he was hoisted to his
perch to get the first sight of the whale?

Does this question require single-hop reasoning? (circle one)
Yes No

Rate alignment on a 7-point Likert scale (circle one):
1 – Completely unrelated, 2 – Mostly unrelated, 3 – Somewhat related, 4 – Moderately related, 5 –
Strongly related, 6 – Very closely related, 7 – Perfectly aligned

Table 14: Example form used by validators to assess hop depth and contextual alignment.
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H Prompt Templates559

Anchor Keyword Generation

You are a literary analysis expert. Based solely on the book title “{book_title}”,
list five main keywords central to its plot. Ensure each keyword is concise (one
or two words) and appears at least 50 times.
Answer format:

<keyword_result>
keyword1;
keyword2;
keyword3;
keyword4;
keyword5
</keyword_result>

560

Figure 5: Prompt for extracting five high-frequency anchor keywords from a book title

Single Hop Generation

You are an expert question generator. Given the paragraph below, generate one
challenging question that requires understanding of this paragraph. Provide a
concise answer.
Output format:

<question>Your question here</question>
<answer>Your concise answer here</answer>

Paragraph: {paragraph}
561

Figure 6: Prompt for generating a single-hop question from one paragraph.

Extract Related Keyword

You are an expert at extracting related keywords. From the paragraph
below, identify a keyword strongly related to its content but different from
“{current_keyword}”. Return only the new keyword.
Output format:

<keyword>NEW_KEYWORD</keyword>

Paragraph: {paragraph}
562

Figure 7: Prompt for extracting a related keyword at hop h.

Generate Final Multi-Hop Question

You are an expert multi-hop question generator. Generate one question requiring
integration across all provided paragraphs, and provide a concise answer.
Output format:

<question>Your multi-hop question here</question>
<answer>Your concise answer here</answer>

Context: {paragraph1}\n\n {paragraph2} ...\n\n {paragraphH}
563

Figure 8: Prompt for generating the final multi-hop question over H paragraphs.

14



15


	Introduction
	Related Work
	Dataset Construction
	Source Corpus
	Salient Keyword Filtering
	Paragraph Pool Creation
	Multi‑Hop Context Chaining & Incremental QA Generation
	Golden Context Filtering
	Fake and No Context Sanity Check

	Human Evaluation
	Results and Discussion
	Conclusion
	Limitations
	Ethics Statement
	Breakdown Visualizations of Model Accuracy Trends
	Dataset Statistics by Hop Level
	Filtered Dataset Size After Golden Context Evaluation

	Full Human Evaluation Table
	Failure Mode Analysis
	1. Missing Final-Hop Integration
	2. Entity Confusion / Coreference Errors
	3. Incomplete Evidence Combination
	4. Contextual Drift

	Fake and No Context Evaluation
	4-Hop QA Evolution Example
	Human Evaluation Form Example
	Prompt Templates

