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Abstract
Is academic literature building cumulative knowl-
edge that improves the ability to make predictions
under interventions? This question touches not
only on the internal validity of individual findings
but also on their external validity and whether
science is a cumulative enterprise that generates
collectively more accurate representations of the
world. Such synthesis and evaluation face sig-
nificant challenges, especially in the social and
behavioral sciences, due to the system’s complex-
ity and less structured nature of research outputs.
Motivated by such challenges, we propose a novel
method involving large language models (LLMs)
and retrieval-augmented generation (RAG) tech-
niques to measure how various sets of academic
papers affect the accuracy of predictive models.
We elicit LLMs’ predictions on the treatment ef-
fect of introducing punishment in public goods
games (PGG) under 20 varying dimensions in the
game design space that show high heterogene-
ity. We demonstrate the LLM’s ability to retrieve
academic papers and alter its distribution of pre-
dictions in directions that are expected based on
the documents’ contents. However, we find little
evidence that such updates improve the model’s
predictive accuracy. The framework introduces a
method for evaluating the potential contribution
and informativeness of scientific literature in pre-
diction tasks, while also introducing a new human
behavior dataset of PGG carefully collected from
integrative experiment design that can be used as
a benchmark for LLM’s performance in making
predictions about complex human behavior.

1. Introduction
Artificial intelligence is being increasingly integrated into
the scientific processes of many fields, especially in its abil-
ity to generate hypotheses and synthetic data (Wang et al.,
2023). The social and behavioral sciences have not been
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Figure 1. Our experimental design for measuring the treatment
effect of different sets of academic papers on LLM’s accuracy in
making predictions under intervention.

an exception to this movement. Recent studies explore
data-driven methods to use supervised learning to generate
novel hypotheses (Ludwig & Mullainathan, 2024), as well
as using large language models (LLMs) as both hypothesis
generators (Manning et al., 2024; Zhou et al., 2024b) and
as surrogates for human participants (Horton, 2023; Argyle
et al., 2023; Mei et al., 2024).

Despite such contributions in scalability and potential nov-
elty in generating new hypotheses in computational social
science, evaluating such hypotheses and theories still re-
mains a significant challenge, especially when doing so
for the synthetic findings across papers. Such an evalua-
tion of cumulative science is extremely challenging due to
both the evaluation part and the synthesis part: we first lack
the integrative dataset to serve as a reliable benchmark for
evaluating a collection of research findings across different
contexts. Also, the less structured nature of academic papers
in the field makes it challenging to perform meta-analyses
that are scalable both in terms of size and scope.
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The challenges in the synthesis part motivate our novel
framework of utilizing LLMs and retrieval augmented gen-
eration (RAG, Lewis et al. 2020) techniques for measuring
how reading a collection of academic papers in certain ways
changes the LLM’s accuracy in making predictions under
heterogeneous interventions. We demonstrate that LLM, at
least GPT-4, is a suitable instrument for such operational-
ization through several levels of manipulation checks upon
reading various sources of research outputs. With this valid-
ity in hand, we explore which filter of paper selection and
which form of paper representation improve the accuracy of
retrieval-augmented LLMs.

The unavailability of the integrative benchmark part high-
lights our contribution in demonstrating concrete applica-
tions of the “integrative experiment design” (IED, Almaa-
touq et al. 2022) as such a benchmark for predicting collec-
tive human behavior under highly contingent environments
in a well-structured manner. By eliciting LLM’s predictions
on public goods games (PGG) results collected through IED
with 211 unique experiments and 20 dimensions of design
space, we systematically evaluate the LLM’s ability to make
predictions about the effect of punishment on human coop-
erative behavior by taking these rich features into account
and integrating their prior knowledge with academic papers
available for retrieval. This not only provides a rich bench-
mark with well-structured human experimental data for the
machine learning community but also demonstrates a con-
crete application of IED that argues for a wider endeavor for
social scientists to generate more of such integrative data in
other topics for the sake of contributing to cumulative social
science.

The paper is structured as follows: we first outline our mo-
tivation by elaborating on the two challenges in evaluating
social science on its predictive utility of multiple research
outcomes while giving an overview of the replication and
generalizability crises that call for a dire need for such an
endeavor (Section 2). In Section 3, we describe our PGG
dataset from IED and our operationalization using LLM and
RAG. We also walk through several manipulation checks
to suggest that the changes in LLM’s accuracy up on the
augmentation is likely due to the content of these academic
papers. We show results on how augmenting academic pa-
pers contribute to the LLM’s predictive accuracy in Section
4, along with further metascientific discussions in Section 5.
We discuss the limitation (Section 6) and the impact of our
approach that can span across other fields of science as well
(Section 7).

2. Challenges in Evaluating Cumulative
Knowledge in Science

2.1. The Replication and Generalizability Crises

There are two distinct dimensions that undermine the cred-
ibility of science and its practicality: the replication and
generalizability crises. While we discuss the symptoms and
remedies mostly in behavioral science, the crises are ap-
plicable to many other disciplines in the social and natural
sciences dealing with high complexity of the system.

The replication crisis refers to the inability to generate data
and statistical results that align with the empirical finding
from earlier studies despite following the procedures out-
lined in these studies (Nosek et al., 2022). Given that trying
to replicate every paper published is infeasible, many scien-
tific communities have been focusing on predicting whether
a paper is likely to be replicated, including supervised-
learning methods to scale up the process (Youyou et al.,
2023).

Another dimension is the generalizability crisis (Yarkoni,
2022), where the empirical finding does not generalize to
other contexts and populations within the paper’s (implicit)
claim of external validity. Combined with the narrow scope
of generalization and most authors’ reluctance to explicitly
draw the “constraint of generality” (Simons et al., 2017),
scientific papers end up being incommensurate with one
another which provides less informative signals and even
confuses the readers when they were to make predictions
based on them.

Our contribution is using machine learning as a tool that
zooms into these crises. If a predictive model performs
worse than its baseline after being trained on a scientific
finding, it suggests that the finding is generating noisy sig-
nals either because the study does not replicate (i.e., poor
within-distribution performance) or because the study does
not generalize to the distribution shift (i.e., poor out-of-
distribution performance).

2.2. Benchmark for Evaluating Research Synthesis

Despite the challenges in replication and generalization for
each individual paper, one hopeful scenario for science is
when the enterprise can filter low-quality papers and inte-
grate different findings from different contexts to build a
“map” that informs us which article is relevant in which
specific environment (Hu et al.). This calls for benchmarks
that can evaluate not one finding from one environment but
heterogeneous effects across diverse environments such as
high-throughput experimentation (HTE) in natural science.

IED is a novel suggestion of practice in the social and behav-
ioral sciences which shares similarities with HTE. In IED,
each experiment lies within a design space that explicitly
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specifies as many relevant design choices as possible. This
contributes not only to mapping the heterogeneous treat-
ment effect across diverse experimental settings but also to
parameterizing each experiment point, enabling adaptive
sampling (Bakshy et al., 2018) of subsequent experiments
that are most informative to the entire space. This move-
ment produces more reliable benchmarks for integrative
science compared to simply collecting experimental data
across different papers, as these rarely specify the relevant
design choices significant in the IED approach, and each
author is not incentivized to sample the experiment that is
most informative to the cumulative knowledge of the field.

2.3. Integrating Unstructured Scientific Papers

One motivation for utilizing LLMs relates to the challenges
in doing scalable meta-analyses across different sets of pa-
pers along with LLMs’ promising ability to do so as we
show in later sections. While it may be tempting to aggre-
gate the data or statistical analyses across papers, we present
several reasons to advocate for making the most out of other
language signals in each paper.

First, such statistical aggregations assume that each data
generation process in the paper was executed under the
same condition and quality of observation. In other words,
this assumes that all papers in the set have equal internal
validity. Furthermore, it is discovered that the text within
each paper can provide highly informative signals for pre-
dicting whether a psychology paper will be replicated in
the future (Youyou et al., 2023), suggesting a reason not to
ignore specific sections within the paper for evaluation.

Furthermore, we need to account for the external and eco-
logical validity. Consider making predictions on the effect
of t on yi under a specific target environment Xi, given a
specific paper L and its environment for experiment XL

which specifies to what extent findings in the paper will be
externally valid. It is imperative that the predictive model
infers how likely Xi will be included in XL. Since regres-
sion tables or data alone do not specify every detail of XL,
we need ways to utilize language models to perform such
tasks.

Building on ongoing findings that support LLMs’ ability to
interact with academic papers critically (Zhou et al., 2024a;
Baek et al., 2024), we demonstrate how LLMs can perform
as reliable synthesizers in the specific prediction task we set
up through the following sections.

3. Material and Methods
3.1. Public Goods Games (PGGs) from Integrative

Experiment Design (IED)

We elicit GPT-4’s predictions on the effect of punishment in
211 PGG experiments with 20 dimensions of design choices,
collected through the IED procedure from a separate project.
PGG is a standard multiplayer setting in experimental eco-
nomics that studies how to foster the players’ contribution
to the public goods that increase the overall utility of the
group, where the default Nash equilibrium is to make zero
contribution.

One known prominent feature is enabling costly punishment
between players (Fehr & Gächter, 2000; 2002), but some
research suggests that punishment contributes to people
cooperating even less (Dreber et al., 2008), while many
papers suggest that the effect of punishment depends on
other factors such as the duration of the game (Gachter
et al., 2008), whether players can reward each other (Rand
et al., 2009), and whether communication is enabled (Palfrey
et al., 2017), just to name a few.

The IED experiment data we use for prediction extracts
these features from the literature while adding a few more
to create a 20-dimensional design space that can not only
place all experiments from prominent PGG papers within
but also continually generate new experimental results from
game environments yet to be explored from the literature.
This serves as a well-structured and reliable experimental
dataset for prediction tasks, especially since it is not part of
any publication, preventing LLMs’ access to the data prior
to the prediction.

3.2. Retrieval-Augmented Generation for Prediction

We use GPT-4-turbo and GPT-4o for predicting the effect of
introducing punishment mechanisms in 85 different experi-
ment designs. For each analysis, we use the same model and
its ‘Assistant API’ feature for retrieving up to 25 prominent
papers in PGG, most of which were cited hundreds to thou-
sands of times and were published in prestigious journals in
the general sciences (Nature, Science, PNAS), economics,
and psychology.

3.3. Evaluation of Literature Treatment Effect

Given a PGG experiment i, we are ultimately interested
in measuring whether an LLM augmented with documents
Lj reduces the loss L(·, ·) in making predictions on the
efficiency value yi, after punishment is introduced under a
specific PGG design Xi (dim(Xi) = 20). Hence, we can
measure the effect of Lj by estimating T j

i while holding the
LLM constant and resetting its memory for every iteration.

T j
i = L(ytruei (Xi), ŷ

LLM
i (Xi))−L(ytruei (Xi), ŷ

LLM
i (Xi;Lj))
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Figure 2. Illustrating the shifting distributions of GPT-4o’s predicted outcomes based on its RAG on different papers. Error bars indicate
95% confidence intervals. (a) The model predicts a stronger positive effect of punishment upon reading papers suggesting positive effects
of punishment (Fehr & Gächter, 2000; 2002), while switching its prediction to a negative effect upon reading a paper that suggests so
(Dreber et al., 2008). (b) The model switches its prior into predicting that the reward will be more effective than punishment upon reading
the article suggesting such outcomes (Rand et al., 2009). (c) The model updates its predicted relationship between the number of rounds
and efficiency upon reading the paper “the Long-Run Benefits of Punishment (Gachter et al., 2008).” The coefficient for the “number of
players” variable remains relatively unchanged since the paper does not highlight its effect.

T j
i > 0 means that the error of LLM’s prediction about

experiment i augmented with the literature Lj is less than
that of the baseline LLM, indicating that documents Lj

improved the prediction. We use squared error loss for
every figure that illustrates T .

We also measure ∆j
i = L(ŷLLM

i (Xi;Lj), ŷ
LLM
i (Xi)) to

keep track of how much the LLM’s response has changed
after retrieving from the literature Lj .

3.3.1. MANIPULATION CHECK

However, we need to make sure that the LLM updates its
responses upon reading L the way they are expected to. We
therefore perform multiple levels of manipulation checks.
At the lowest level, we confirm that LLMs can correctly re-
trieve factual information from each paper with near-perfect
accuracy across the 25 papers when asked to specify the
features in 20 dimensions of the design space.

We then observe whether the distribution of the LLM’s
response changes in ways that are implied by each paper.
For example, does the LLM lean more toward thinking that
punishment has positive effects if that is the conclusion
drawn by L? We show consistent results from GPT-4-turbo
and GPT-4o that it passes the manipulation check via various

treatments (Figure 2).

3.3.2. TREATMENT ON DIFFERENT PARTS OF PAPERS

For each paper Lj , we estimate T j and ∆j by performing
statistical inference based on 85 PGG experiments (i.e., 85
unique Xi’s) from IED. We observe how such changes in
distribution and accuracy correlate with various features of
each paper.

We also compare the effect of reading the same paper but
different versions of it. We compare reading the full pa-
per, reading the title and abstract only, and reading only the
design of the experiment and the result that has been sum-
marized by GPT-4o and passed its reading comprehension
test.

3.3.3. TREATMENT ON THE COLLECTION OF PAPERS

We perform the same analyses on T j and ∆j where Lj is
a set of multiple papers instead of one. We classify each
treatment by the papers’ published venue, published year,
and citation counts. While integrating across multiple pa-
pers, we prompt GPT-4o to rank each paper it has access to
based on the paper’s relevance to the given situation, as well
as its predicted internal and external validity. We observe
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its reasonable ability to do so, especially when it comes to
ranking among a PGG paper, a non-PGG collective behav-
ior paper, a behavioral science paper not involving multiple
agents, and a physics paper irrelevant to human behavior.
GPT-4 consistently ranks the 4 papers in this order, while
ignoring the physics paper completely due to irrelevance.

4. Results
4.1. The Negative Impact of Literature Augmentation

Figure 3. Illustration of ∆, T , and their relationships upon retriev-
ing different versions of papers. Error bars indicate 95% confi-
dence intervals.

We find that augmenting GPT-4o with related academic pa-
pers generally does not improve the model’s ability to make
accurate predictions about the effect of punishment in PGG.
While we observe significant shifts in the model’s answers
(∆), we also find that the literature treatment effect (T ) is
significantly negative in almost all cases (Figure 3(a)). It
is also noteworthy that the more an LLM’s response shifts
after augmentation, the less accurate it gets (Figure 3(b)).
These results, consistent across different versions of aug-
mented papers, indicate that the more GPT-4o is influenced
by highly-reputable PGG literature, the worse it performs
in prediction tasks that are supposedly relevant. Hence, the
literature is biasing the model instead of debiasing for better
accuracy.

We also find no predictive power on T from features of
individual papers that are regarded as critical in the science
of science research, such as citation count, published year,

Figure 4. Coefficient plot for the linear regression involving the
three metrics as predictors and T as the dependent variable, upon
retrieving different versions of individual papers. Error bars indi-
cate 95% confidence intervals.

and journal impact factor (Figure 4). Out of 25 papers, 4
showed the mean T significantly below 0 (95% CI) while 0
were significantly above. Traditional proxies for estimating
the credibility of the paper’s findings do not contribute to
explaining our LLM method of evaluation, relating with
the fact that such metadata metrics do not predict a paper’s
likelihood of being replicated (Youyou et al., 2023).

Despite this, one encouraging scenario for science would be
when an intelligent agent reads multiple prominent papers
in the area and retrieves relevant sources according to their
ecological validity. Nonetheless, we do not observe such
evidence when augmenting GPT-4o with 25 prominent pa-
pers on the topic. In fact, we find that only retrieving from
papers with over 1,000 citations significantly worsens the
predictive accuracy, suggesting a possibly depressing story
of how the spread of “scientific” belief operates (Figure 5).

4.2. Internally Valid, Externally Invalid

Given how the augmented LLMs are faring, we explore
whether the challenges are in the internal or external validity
of the papers. If a paper Lj is internally valid within its
specific design features Xj , then a PGG experiment from
IED with feature vector Xi that is identical to Xj should be
well-predicted by an LLM augmented with Lj .

To evaluate if this were the case, we select 5 papers where
the well-defined experiment designs are similar to one an-
other (Fehr & Gächter, 2000; 2002; Gachter et al., 2008;
Herrmann et al., 2008; Nikiforakis, 2010) and measure the
augmented GPT-4o’s respective performance on Xi that has
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Figure 5. Illustration of literature treatment effect T upon reading
different subsets of multiple papers. Error bars indicate 95% confi-
dence intervals.

the smallest normalized Euclidean distance from each pa-
per (i.e., Xm = argminXi

||norm(Xj) − norm(Xi)||2).
Furthermore, we compare these with each model’s perfor-
mance over all 85 unique Xis in IED. We find consistency
over all 5 papers that while the augmented LLM performs
no better than the baseline on overall average, it predicts
ŷm(Xm;Lj) with significantly better accuracy (Figure 6).
This suggests that while the 5 papers may be internally valid,
they are most likely externally invalid as the treatment ef-
fect is highly sensitive to the heterogeneity within the PGG
design space.

5. Discussion
While the essence of science lies in the systematic testing of
theories and hypotheses, the practice is often far from ideal
especially if the system of interest is inherently complex.
While most scientists are used to testing each hypothesis
one at a time through carefully controlled observations, this
study suggests a complementary way of evaluating the inter-
nal and external validity of a collection of research findings
by using a complex instrument of a generative model.

Such an approach is motivated by studies related to induc-

Figure 6. Illustration of the 5 PGG papers’ consistent internal va-
lidity for the minimum distance experiment and lack of external
invalidity on other experiments under different design choices.

tive biases in machine learning and scientific discovery. For
example, physics-informed machine learning has experi-
enced success in improving the predictive power of a neural
network by reinforcing the inductive biases that generate
predictions that respect known symmetries and conservation
laws (Karniadakis et al., 2021). While these symmetries
and conservation laws are already shown theoretically and
empirically, the fact that algorithms improve under such
biases adds more confidence that such laws hold even for
extremely complex applications. While the social and be-
havioral sciences have not discovered such fundamental
invariants, an attempt to improve machine learning with
behavioral theories as cognitive priors and inductive biases
has demonstrated success in outperforming deep neural net-
works with no such biases, at least when the training data is
sparse (Bourgin et al., 2019).

Both cases in distinct disciplines contribute to iteratively
evaluating and discovering (Peterson et al., 2021) induc-
tive biases that improve predictions. This approach can be
applied much more broadly using the power of generative
models that can integrate unstructured data to update mod-
els with already rich data and parameters. Whether such
updates poison or improve the model is an empirical, meta-
scientific question that this paper calls for, and one that can
also be applied outside the social and behavioral sciences.
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6. Limitations and Future Directions
While our work provides a concrete LLM experimental
design that utilizes rich human-behavioral datasets with
multiple explicit experiment design features, we expect to
have more confidence in the signal of input literature while
making the framework more scalable by implementing the
following future steps.

First, to add robustness to our findings, we are currently col-
lecting human survey data on the same prediction task given
to GPT-4o, both from laypeople and academic experts on
PGG-related topics. We expect to present an extensive com-
parison between baseline LLMs, augmented LLMs, human
laypeople, human experts, and supervised machine learn-
ing. This will stretch beyond the illustration in Figure 1 and
answer the question of whether the literature is improving
the humans’ and the machines’ ability to make predictions
under interventions.

Another means of robustness check includes running the
same experiment on other available LLM models with com-
parable capacity to pass the manipulation checks and col-
lecting more PGG data for a few specific Xis from the IED
procedure to ensure that we have confidence in labeling the
dataset with high precision.

Furthermore, to gain even more confidence that the esti-
mated T j is the best signal from Lj we can get, researchers
can build on the rapidly improving research topic of LLMs
reading and evaluating scientific documents and ensure
stricter manipulation checks on this framework. The avail-
ability of our benchmark PGG data can attract more scien-
tists from the machine learning community to contribute to
LLMs that better predict human behavior by discovering the
optimal ways to interact with academic literature through
novel knowledge representation and retrieval techniques.

In the case that such advanced implementation produces
T > 0, this may imply that scientific literature is producing
useful signals but in ways that are less straightforward. If
T stays negative despite all the improvements in upcoming
multimodal generative models’ capacity and other retrieval
techniques, we will be more inclined to diagnose that aca-
demic research on this topic is generating more noise than
signals.

7. Conclusion
We propose an AI-experimental framework for evaluating
the contribution of collective scientific research in mak-
ing predictions under interventions. Applying the newest
LLM’s ability to read, evaluate, and synthesize research pa-
pers through RAG, we outline the procedure of performing
manipulation checks and analyzing treatment of retrieved
documents.

Furthermore, we demonstrate a concrete use case of behav-
ioral data collected through IED that not only maps the het-
erogeneity of human cooperative behavior but also serves
as a benchmark for future machine learning researchers
developing models that make better predictions of human
behavior. We hope such movements encourage more behav-
ioral scientists to collect experimental data with comparable
richness and systematic procedures, strengthening the inter-
disciplinary field of computational social science.

Finally, our work ignites several metascientific discussions
about internal and external validity, using generative models
as instruments for not only predicting complex systems but
also evaluating underlying scientific biases, and open ques-
tions on how to quantify the “informativeness” of scientific
findings in this integrative and generative framework. At the
same time, the paper also contributes to the movement of
making social science more solution-oriented (Watts, 2017)
by integrating human-curated scientific knowledge into ex-
tremely complicated human and machine decision-making
processes, ultimately contributing to intelligent decision
support systems.

Impact Statement
This paper presents work whose goal is to advance the field
of Machine Learning. There are many potential societal
consequences of our work, none of which we feel must be
specifically highlighted here.
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