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ABSTRACT

Recent advancements in large vision-language models (LVLMs) have demon-
strated impressive capability in visual information understanding with human lan-
guage. Despite these advances, LVLMs still face challenges with multimodal hal-
lucination, such as generating text descriptions of objects that are not present in
the visual information. However, the underlying fundamental reasons of multi-
modal hallucinations remain poorly explored. In this paper, we propose a new
perspective, suggesting that the inherent biases in LVLMs might be a key factor
in hallucinations. Specifically, we systematically identify a semantic shift bias
related to paragraph breaks (‘\n\n’), where the content before and after ‘\n\n’
in the training data frequently exhibit significant semantic changes. This pattern
leads the model to infer that the contents following ‘\n\n’ should be obviously
different from the preceding contents with less hallucinatory descriptions, thereby
increasing the probability of hallucinatory descriptions subsequent to the ‘\n\n’.
We have validated this hypothesis on multiple publicly available LVLMs. Be-
sides, we find that deliberately inserting ‘\n\n’ at the generated description can
induce more hallucinations. A simple method is proposed to effectively mitigate
the hallucination of LVLMs by skipping the output of ‘\n’. Code is available at
https://github.com/hanmenghan/Skip-n.

1 INTRODUCTION
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Figure 1: (Left) A hallucination example where the LVLM generates the hallucinatory description
after the paragraph breaks ‘\n\n’. (Right) The severity of hallucinations across different outputs
with BakLLaVA (Liu et al., 2023a), including Before \n, After \n, Original output, and Our mitiga-
tion results. Higher values indicate more severe hallucinations.

LVLMs have demonstrated remarkable capabilities in describing and analyzing the provided visual
information using human language, marking a significant step towards general artificial intelligence
(Achiam et al.| 2023 [Zhu et al., |2023; |L1 et al., [2023; [L1u et al., [2023ajb). However, LVLMs often
suffer from multimodal hallucinations, such as object hallucination where non-existent objects in
the visual information are described in the generated responses (Wang et al., | 2023b; |Huang et al.,
2023} [Zhou et al.| 2023 |Cui et al., [2023)). Such misleading responses can limit the deployment of
LVLM:s in many safety-critical applications such as autonomous driving (Bojarski et al.l 2016)) and
machine-learning-aided medical diagnosis (Esteva et al., 2017).
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Many approaches have been proposed for mitigating hallucinations in LVLMs. These methods are
primarily categorized into two types, including retraining-based and post-hoc processing-based ap-
proaches. Retraining-based approaches include redesigning the vision encoder (Tong et al.| 2024)),
collecting high-quality data for finetuning (Wang et al.,[2023a)), and employing reinforcement learn-
ing for LVLM fine-tuning (Zhao et al., 2023} [Sun et al., [2023; |Yu et al., |2023). Besides, post-hoc
processing-based methods involve designing decoding strategies (Huang et al., 2023} |Leng et al.|
2023)) and training an additional reviser model to detect and mitigate hallucinations (Zhou et al.
2023). Even though these approaches are effective in some circumstances, they still lack an explo-
ration of key factors in LVLM hallucinations. Recent studies have found that imperfections in the
vision encoder (Tong et al) [2024) and inherent uncertainties in the models (Zhou et al.l |2023)) can
lead to hallucinations. In contrast, our work investigates the occurrence of hallucinations in LVLMs
from the perspective of inherent biases within the models.

As shown in Fig.[T] we identify a special semantic shift bias triggered by paragraph breaks, where
training data often show significant semantic changes before and after ‘\n\n’. This leads to a ten-
dency for LVLMs to deviate from the previous non-hallucinatory description after ‘\n\n’, resulting
in hallucinations. We validate this hypothesis across several LVLMs (Liu et al., [2023bfa} [Li et al.,
2023} [Zhu et al, 2023; Bavishi et al., 2023). Besides, we explore the use of ‘\n\n’ as a method to
induce hallucinations in existing LVLMs. We find that inserting ‘\n\n’ in generated sentences sig-
nificantly increases the probability of hallucinations, which further supports our findings that ‘\n\n’
increases the probability of hallucinations. Based on this observation, we propose two simple yet
effective methods to reduce hallucinations, including changing the prompt on the input side and
modifying logits on the output side, both aimed at avoiding the output of ‘\n\n’. Experimental
results show that the proposed method significantly reduces the occurrence of hallucinations.

Overall, our main contributions are as follows. Firstly, we identify that the inherent bias in LVLMs
may be a key factor leading to hallucinations. Secondly, we discover a method to induce multimodal
hallucinations, serving as an effective attack mechanism. Finally, we propose two effective and
efficient solutions to reduce hallucinations in LVLMs without requiring additional costs.

2  METHOD

Our proposed method aims to reduce hallucinations by preventing the model from generating para-
graph breaks (‘\n\n’). Therefore, we can mitigate the semantic shift bias in LVLMs, which may
cause the description to stray from the initial focus, leading to hallucinatory content in the follow-
ing outputs. This goal can be efficiently achieved through two orthogonal methods: modifying the
prompt given to the LVLMs during input and changing the decoding strategies during output.

Mitigating Hallucinations during Input (MiHI). LVLMs can usually follow human instructions
well through instruction tuning. Therefore, we try to modify the prompt for LVLMs and encourage
them to fulfill the original instructions while avoiding the output of ‘\n’, thereby maintaining the
continuity and coherence of the generated text. Specifically, taking the task of describing an input
image as an example, the commonly used prompt is “Please describe this image in detail”. The pro-
posed method modify the above prompt to “Please describe this image in detail in one paragraph.”
This modification emphasizes the generation of a single, continuous paragraph, thereby avoiding the
output of paragraph breaks ‘\n\n’. Note that the prompt (i one paragraph) provided above can be
adjusted as needed based on practical performance.

Mitigating Hallucinations during Output (MiHO). From the perspective of modifying the output
decoding strategies, we can avoid the output of ‘\n’ by reducing the logits corresponding to the ‘\n’
token. Formally, considering the next token logits is L. We can adjust the next token logits to avoid
outputting ‘\n’. Specifically, the adjusted next token logits L can be obtained with L = L — X - 1\p,
where A is a hyperparameter used to control the penalty strength. 1,,, represents a one-hot encoding
vector in which the dimension corresponding to the ‘\n’ token is set to 1 while all other dimensions
are set to 0. In our implementation, we set A to positive infinity to effectively eliminate the prediction
probability of ‘\n’ token. In contrast, when we want to intentionally insert ‘\n’ to attack the mode
we can adjust A at the specific position accordingly .

"'Unlike traditional attacks, the attack described here aims to better observe the impact of the ‘\n’ token.
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3 EXPERIMENTS

We conduct extensive experiments on multiple LVLMs to address the following questions. Q1 Hy-
pothesis verification: Does the description generated after ‘\n’ exhibit more serious hallucinations?
Q2 Attackability: Does the insertion of ‘\n\n’ in the generated description trigger hallucinations?
Q3 Effectiveness: Can our proposed method (MiHO and MiHI) effectively mitigate hallucinations?

Experimental settings. Our evaluation are conducted on the six publicly available LVLMs, includ-
ing BakLLLaVA, LLaVA-v1.5-7B, LLaVA-v1.5-13B (Liu et al.| 2023a)), InstructBLIP-7B (Li et al.,
2023)), MiniGPT-v2 (Chen et al.| 2023)), and Fuyu-8B (Bavishi et al.| 2023). We primarily focus on
the occurrence of object hallucination within the generated descriptions. To this end, we randomly
select 5,000 images from the MSCOCO validation set (Lin et al.,|2014) and prompt the LVLMs to
generate detailed descriptions of these images. Then we employ the CHAIR evaluation framework
(Rohrbach et al., [2018)) for our analysis. The corresponding metrics are formulated as follows:

_|{hallucinated objects}| ., _ |{captions with hallucinated objects}|

CS - B B , Ui — .
|{all mentioned objects}| |{all captions}|

ey

Higher C; and C; indicate more serious hallucinations. In terms of decoding strategy selection, we
adopt two commonly used decoding strategies, including greedy decoding and random multinomial
sampling decoding (Wolf et al., [2019). Since the proposed MiHO and MiHI are two orthogonal
methods, we report the results of MiHO, MiHI, and the combined use of MiHO and MiHI.

Q1 Hypothesis verification. In Table (I} we report the hallucination evaluation performance for
content before ‘\n’ compared to content generated after ‘\n’. We can see that the content produced
after “\n’ has a significant probability of hallucination.

Table 1: Q1 Hypothesis verification. Sentences generated after ‘\n’ have more hallucinations.

Model BakLLaVA (Liu et al.|[2023a) InstructBLIP-7B (Li et al.||2023) LLaVA-v1.5-7B (Liu et al.; [2023a)
Decoding Greedy Sampling Greedy Sampling Greedy Sampling
Method Csl Cil | Co)l Cil | Csl Cil | Csl Cil | Csl Cil | Csl Ci
Before \n 18.14 6.09 2228 7.83 48.12 14.47 | 55.96 17.66 | 21.24 7.37 29.98 11.30
After \n 5342 2333 | 53.84 2446 | 5588 2945 | 6329 3333 | 5723 28.06 | 59.99 30.62

Model Fuyu-8B (Bavishi et al.|[2023) MiniGPT-v2 (Chen et al.}|2023) LLaVA-v1.5-13B (Liu et al.,[2023a)
Decoding Greedy Sampling Greedy Sampling Greedy Sampling

Method | Cs] Cil | O] Cil | Ol Cil | Cal Cil | Csl Cil | Cal  Cil
1736 6.84 ‘27.04 1031 | 2426 891 ‘30.92 11.95 | 2012  6.60 ‘26.72 9.20

Before \n

After \n 5822 2923 | 61.53  30.16 | 58.83  31.49 | 62.09 3240 | 52.11 2377 | 57.66 26.93

Q2 Attackability. We also validate that inserting ‘\n\n’ at appropriate positions can induce LVLMs
to generate more hallucinations. Specifically, when the sentence outputs the period (°.”) token for
the k-th time, we manually insert the ‘\n\n’ to initiate the attack, where k is a manually specified
position hyperparameter. The experimental results are shown in Table 2] The table indicates that
inserting “\n\n’ later in the sentence increases hallucinations.

Table 2: Q2 Attackability. Performance comparison when attack LVLMs at different position, where
Attack-k refers to initiating the attack upon encountering the period (“.”) token for the k-th time.

Model BakLLaVA (Liu et al.}|2023a) InstructBLIP-7B (Li et al.}[2023) LLaVA-v1.5-7B (Liu et al.}|2023a)
Decoding Greedy Sampling Greedy Sampling Greedy Sampling
Method | Cs L Cil | Csl Cil | Csl Cil | Csl Cil | Csl Cil | Csl  Cil

Original 48.56 13.00 | 51.58 1437 | 48.44 14.53 | 56.66 17.81 51.74 1535 | 57.16 18.47
Attack-1 47.42 12.64 | 51.72 14.33 | 5828 17.29 | 63.76 19.80 | 55.28 16.42 | 60.60 19.90
Attack-2 49.36 13.23 | 55.16 15.55 | 59.52 18.63 | 65.74  20.81 56.42 16.72 | 62.48 20.46
Attack-3 54.54 13.83 | 58.28 15.56 | 58.18 18.13 | 65.76  20.69 | 60.58 16.95 | 65.96 20.71

Model Fuyu-8B (Bavishi et al.|[2023) MiniGPT-v2 (Chen et al.,[2023) LLaVA-v1.5-13B (Liu et al.;|2023a)
Decoding Greedy Sampling Greedy Sampling Greedy Sampling
Method Csl Cil | Csl Cil | Col Cil | Cel Cil | Csl Cil | Col  Cil

Original 59.74 17.27 | 63.08 19.18 | 62.62 19.50 | 6436  21.08 | 47.52 13.08 | 53.04 15.69
Attack-1 51.26 1535 | 59.28 1848 | 61.26 18.31 64.14  20.88 | 47.56 13.08 | 53.16 15.96
Attack-2 54.60 17.16 | 63.18 19.80 | 63.16 2030 | 67.78 2247 | 50.50 1427 | 57.32 17.51
Attack-3 63.14 17.98 | 68.74  20.69 | 6550  20.17 | 71.64 2279 | 54.62 14.15 | 61.12 17.08
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Q3 Effectiveness. As shown in Table[3] we compare the proposed methods with the original outputs
of LVLMSs. Furthermore, to eliminate the influence of sentence length on the output, we conduct a
comparison between the proposed and original methods at equal output lengths, achieved by trun-
cating the end of each sentence. The experimental results are shown in Table ] Based on these
experimental results, we can draw the following conclusions: (1) As shown in Table EL both MiHO
and MiHO+MiHI significantly reduce the occurrence of hallucinations across all models. MiHI
also significantly reduces hallucinations in all models except Fuyu-8B, possibly because Fuyu-8B
is not fine-tuned with instructions, resulting in a poorer understanding of prompts. (2) According to
Table @, when comparing original descriptions of the same length, MiHO demonstrates significant
improvements in almost all models. However, MiHI and MiHO+MiHI sometimes exhibit perfor-
mance decreases, possibly because the modified prompts negatively impacts the descriptions of
LVLMs. (3) Compared to greedy decoding, sampling decoding strategy is more prone to producing
hallucinations. Our method shows better performance when used with greedy decoding strategy.

Table 3: Q3 Effectiveness. Performance comparison of the proposed method on different LVLMs.

Model BakLLaVA (Liu et al.}[2023a)) InstructBLIP-7B (Li et al.,[2023) LLaVA-v1.5-7B (Liu et al.||2023a)
Decoding Greedy Sampling Greedy Sampling Greedy Sampling
Method Csl Gl | Gl Cil |Gl Cil | Col Cil | Csl Cil | Csl Cil
Original \ 48.56 13.00 \ 51.58 14.37 \ 48.44 14.53 \ 56.66 17.81 \ 51.74 15.35 \ 57.16 18.47
MiHO 38.96 10.35 | 42.66 11.87 | 48.30 1450 | 57.06 18.27 | 38.62 11.35 | 47.70 15.35
MiHI 42.04 11.66 | 47.10 13.39 | 45.70 1291 56.26 17.11 39.40 12.54 | 45.32 16.02
MiHO+MiHI | 36.68 10.04 | 42.16 11.93 | 45.70 12.91 57.40 17.34 | 39.38 12.53 | 4536 16.03
Model Fuyu-8B (Bavishi et al.|[2023) MiniGPT-v2 (Chen et al.| 2023) LLaVA-v1.5-13B (Liu et al.||2023a)
Decoding Greedy Sampling Greedy Sampling Greedy Sampling
Method Csl Gl |Gl Cil |Gl Cil | Csl Cil | Csl Cil | Csl Cil
Original \ 59.74 17.27 \ 63.08 19.18 \ 62.62 19.50 \ 6436  21.08 \ 4752 13.08 \ 53.04 15.69
MiHO 38.14 10.60 | 45.92 14.44 | 33.02 11.38 | 45.66 15.60 | 35.32 9.61 43.58 13.15
MiHI 59.08 17.37 | 63.40 19.54 | 49.28 1499 | 58.16 19.13 37.64 10.54 | 47.26 14.25
MiHO+MiHI | 40.76 11.16 | 48.36 1494 | 42.38 1324 | 51.34 17.62 | 34.64 9.73 44.72 13.45

Table 4: Q3 Effectiveness. Performance comparison of the proposed method on different LVLMs
when the output sentence lengths are equal.

Model BakLLaVA (Liu et al.|[2023a) InstructBLIP-7B (Li et al.| 2023) LLaVA-v1.5-7B (Liu et al.}2023a)
Decoding Greedy Sdmplmg Greedy Sampling Greedy Sampling
Method Csl Gl | Csd Csl Gl |Gl Cil |Gl Cil | Gl Cil
Original 44.00 11.93 45.78 13.11 48.38 14.49 52.52 16.71 45.04 13.24 49.40 15.98
MiHO 3896 1035 | 42.66 11.87 | 4830 1450 | 53.08 17.21 | 38.62  11.35 | 47.70 15.35
Original 4434 1220 | 4588  13.20 | 4570 1335 | 51.82 1655 | 36.16 1098 | 41.82 14.26
MiHI 42.04 11.66 | 47.10 13.39 | 4570 1291 | 52.18 16.24 | 3940  12.54 | 4532 16.02
Original 41.64 1144 | 4330 1255 | 4570 1335 | 5252 16.71 | 36.16 1098 | 41.58 14.32
MiHO+MiHI | 36.68 10.04 | 42.16 1193 | 4570 1291 | 53.66 1649 | 39.38 12.53 | 4536 16.03
Model Fuyu-8B (Bavishi et al.;[2023) MiniGPT-v2 (Chen et al.,[2023) LLaVA-v1.5-13B (Liu et al.||2023a)
Decoding Greedy Sampling Greedy Sampling Greedy Sampling
Method Csl Cil | Col Cil | Cal Cil | Cel Cil | Col Cil | Col Cil
Original 4436  13.10 | 51.06  16.00 | 3504 1241 | 4934 17.12 | 4210 11.49 | 46.50 13.95
MiHO 38.14 1060 | 4592 1444 | 33.02 1138 | 4566 15.60 | 35.32 9.61 43.58 13.15
Original 5830 1690 | 59.08 18.00 | 5490 16.77 | 5690  18.86 | 4242 11.57 | 47.02 14.12
MiHI 59.08 17.37 | 6340 1954 | 4928 1499 | 58.16 19.13 | 37.64 1054 | 47.26 14.25
Original 47.62 1390 | 53.00 16.29 | 49.44 1559 | 5256  17.58 | 41.04 11.30 | 45.80 13.76
MiHO+MiHI 40.76 11.16 48.36 14.94 42.38 13.24 51.34 17.62 34.64 9.73 44.72 13.45

4 RELATED WORK

Hallucination mitigation in LVLMs can be primarily categorized into two types including
retraining-based methods and post-hoc processing-based methods. Retraining-based methods in-
clude collecting high-quality data (Wang et al.,[2023a), modifying the architecture of LVLMs (Tong
et al.| 2024} Zhai et al., [2023)), and adjusting the training strategy for LVLMs (Yu et al.} 2023} [Zhao
et al.; 2023; Sun et al.l 2023; |Ben-Kish et al., |2023). Although these methods are effective, they
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often require additional computational overhead to alleviate hallucinations of LVLMs. On the other
hand, post-hoc processing methods aim to mitigate hallucination without retraining the LVLMs.
These methods involve modifying the decoding method of LVLMs (Huang et al., [2023; |Leng et al.,
2023)), enriching the visual context of LVLMs by integrating existing open-source vision models
(Zhao et al.;, 2024)), and training an additional reviser model (Zhou et al., 2023)).

Bias in machine learning. Bias in machine learning models, caused by biased training data, can
lead to distrust and serious consequences (Elazar et al., 2023} |[Longpre et al., [2023). It has been
widely explored include bias against minority subpopulations (Han et al., 2022; 2023)), bias against
datasets (Torralba & Efrosl 2011} Liu & Hel 2024, bias in alignment of image and text information
Tong et al.|(2024); [Lin et al.| (2023). In this paper we focus on the semantic shift bias in LVLMs
triggered by paragraph breaks.

5 CONCLUSIONS AND TAKEAWAYS

In this paper, we identify a phenomenon of “\n\n’-induced hallucinations in some existing LVLMs,
attributed to semantic shift bias. Besides, we find that inserting ‘\n\n’ during the description gener-
ation process can induce hallucinations in LVLMs. Based on this, we propose a method to alleviate
hallucinations by reducing the probability of ‘\n’ from the input and output perspectives. Extensive
experiments on multiple publicly available LVLMs are conducted to verify the performance of our
method. It should be highlighted that the ‘\n\n’-induced hallucination problem is not found in some
LVLMs, e.g., GPT-4 (Achiam et al.| [2023)). What causes the hallucination problem remains an open
question. Finally, it remains to be explored whether this bias can be overcome when the model scale
continues to increase.
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A MORE EXPERIMENTAL RESULTS

In this section, we present further experimental evidence to validate the effectiveness of our proposed
methodology. We conduct comparisons with two contemporary approaches: DoLa (Chuang et al.,
2023)) and OPERA (Huang et al., |2023). Given that both referenced methods employ the Beam
Search decoding strategy, we also incorporate the Beam Search strategy into our proposed method
to ensure a fair comparison. The results of these experiments are shown in Table[5] The experimental
results demonstrate that our proposed method achieves the best performance.

Table 5: Comparison with current state-of-the-art methods. The experimental results of Beam
Search, DoLa and OPERA are from OPERA (Huang et al., [2023).

Model Llava-1.5-7B | InstructBLIP
Method C, C; C, C;

Beam Search (Graves, 2012) | 48.8 139 | 55.6 15.8
DoLa (Chuang et al.,2023) | 47.8 13.8 | 484 159
OPERA (Huang et al.}[2023) | 44.6 12.8 | 464 14.2

MiHO 346 102 | 479 138
MiHI 37.1 114 | 447 11.7
MiHI+MiHO 37.1 114 | 447  11.7

To further analyze the impact of the prompt in MiHI, we conducted additional experiments with
different prompts generated by GPT-4. The prompts are shown as follows.

P1 Please describe this image in detail in one paragraph.”

P2 Please describe this image in detail in a single, continuous text.”

P3 “Please describe this image in detail , with no separation into paragraphs.”
P4 Please describe this image in detail without \n.”

P5 Please describe this image in detail without using paragraph breaks.”

The experimental results are shown in Table [6] It can be seen from the experimental results that
prompts may have a significant impact on hallucinations.

Table 6: Results of the proposed method using various prompts.

Model ‘ BakLLaVA ‘ InstructBLIP-7B ‘ LLaVA-v1.5-7B ‘ Fuyu-8B ‘ MiniGPT-v2 ‘ LLaVA-1.5-13B

Method ‘ Cs C; ‘ Cy C; ‘ Cy C; ‘ Cyq C; ‘ Cy C; ‘ Cy C;
P1 42.04 11.66 | 45.70 1291 39.40 12.54 59.08 17.37 | 49.28 14.99 37.64 10.54
P2 47.44 12.71 30.46 9.88 45.08 12.62 61.66 18.30 | 56.08 18.03 | 49.24 14.62
P3 48.02 12.74 | 40.06 11.40 46.62 13.03 58.16 17.24 | 55.78 18.17 | 50.86 15.16
P4 46.24 12.38 48.86 14.88 44.28 12.40 59.72 17.95 62.70 19.76 48.82 14.58
P5 47.22 12.58 | 45.00 12.93 46.08 12.85 57.70 16.76 | 55.96 1838 | 51.02 15.26

P1+MiHO | 36.68 10.04 | 45.70 1291 39.38 12.53 40.76 11.16 | 42.38 13.24 | 34.64 9.73
P2+MiHO | 38.76 10.25 | 30.46 9.88 34.84 9.53 40.26 11.08 | 32.76  11.64 | 40.08 11.71
P3+MiHO | 39.46 10.39 | 39.98 11.38 35.54 9.66 38.24 10.71 | 33.62 11.82 | 39.86 11.73
P4+MiHO | 38.50 10.22 | 48.40 14.74 34.92 9.65 38.60 10.50 | 31.72  11.33 | 38.04 11.38
P5+MiHO | 39.16 10.53 | 44.96 12.92 36.44 9.90 38.90 10.72 | 30.26 11.26 | 40.90 11.99
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