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Abstract

Multimodal survival methods combining gi-
gapixel histology whole-slide images (WSIs) and
transcriptomic profiles are particularly promis-
ing for patient prognostication and stratification.
Current approaches involve tokenizing the WSIs
into smaller patches (> 104 patches) and tran-
scriptomics into gene groups, which are then in-
tegrated using a Transformer for predicting out-
comes. However, this process generates many
tokens, which leads to high memory require-
ments for computing attention and complicates
post-hoc interpretability analyses. Instead, we
hypothesize that we can: (1) effectively sum-
marize the morphological content of a WSI by
condensing its constituting tokens using morpho-
logical prototypes, achieving more than 300×
compression; and (2) accurately characterize cel-
lular functions by encoding the transcriptomic
profile with biological pathway prototypes, all
in an unsupervised fashion. The resulting mul-
timodal tokens are then processed by a fusion
network, either with a Transformer or an optimal
transport cross-alignment, which now operates
with a small and fixed number of tokens with-
out approximations. Extensive evaluation on six
cancer types shows that our framework outper-
forms state-of-the-art methods with much less
computation while unlocking new interpretabil-
ity analyses. The code is available at https:
//github.com/mahmoodlab/MMP.
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1. Introduction
Patient prognostication – the task of predicting the progres-
sion of a disease – is a cornerstone of clinical research and
can help identify novel biomarkers indicative of disease
progression (Song et al., 2023; 2024b). Prognostication
is often cast as predicting survival based on a series of
assays describing the patient’s medical state. Due to the
complexity and diverse aspects of prognostication, multi-
modal approaches that combine histology and omics data,
such as transcriptomics (Acosta et al., 2022), are particularly
promising. Histology is represented through whole-slide
images (WSIs), which offer a detailed spatial depiction of
the tissue, such as a tumor, with resolutions that can ex-
ceed 105 × 105 pixels. Differently, transcriptomics is often
delineated through bulk RNA sequencing, which provides
insights into gene expression. The complementary informa-
tion in both modalities was shown to be predictive of sur-
vival and can be used to inform disease progression (Chen
et al., 2022; Lipkova et al., 2022; Steyaert et al., 2023). How-
ever, the distinct characteristics of each modality present
challenges in effectively integrating them together.

WSI modeling is typically done with multiple instance learn-
ing (MIL) (Ilse et al., 2018; Campanella et al., 2019; Lu
et al., 2021). This method involves (1) extracting the set of
patches that constitute the WSI (> 104 per WSI), (2) feed-
ing them through a pre-trained patch encoder to generate
patch embeddings, and (3) aggregating the patch embed-
dings with a pooling network. In contrast, transcriptomics
modeling can be done using a feed-forward neural network,
treating each gene expression as a tabular data entry, or by
grouping them into coarse gene families (Chen et al., 2021;
Zhou & Chen, 2023; Xu & Chen, 2023) or biological path-
ways (Elmarakeby et al., 2021; Jaume et al., 2024). The
set of patch embeddings and gene groups can then be seen
as tokens, which can be fed to a Transformer to derive a
multimodal representation used for outcome prediction.

However, fusing large numbers of tokens with a Transformer
is computationally expensive, and most approaches resort
to attention approximation (Shao et al., 2021; Jaume et al.,
2024), cross-attention (Chen et al., 2021; Zhou & Chen,
2023; Xu & Chen, 2023), or token subsampling (Wulczyn
et al., 2020; Xu & Chen, 2023). Even when employing
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alternatives to Transformers, such as optimal transport (OT)
cross-modal alignment (Duan et al., 2022; Pramanick et al.,
2022), addressing a set of tokens remains challenging. The
small size of multimodal cohorts, often just a few hundred
samples, intensifies this issue, resulting in a Large-p (large
input dimensionality), Small-n (small sample size) problem.
Moreover, interpreting how thousands of tokens interact and
contribute to patient-level prediction, which is crucial for
clinical insights, presents a significant challenge.

Instead, we hypothesize that we can summarize the patch
embeddings using morphological prototypes. Indeed, due
to inherent morphological redundancy in human tissue, the
histology patches that constitute the WSI can be assumed
as variations of key morphologies, e.g., clear cell tumor,
necrosis, benign stroma, etc, which we can extract and en-
code. In molecular pathology, decades of research have
identified biological pathways that encode specific cellular
functions (Liberzon et al., 2015; Elmarakeby et al., 2021),
which we can leverage to define pathway prototypes. This
drastically reduces the number of tokens before multimodal
fusion, thereby opening up possibilities for seamless integra-
tion of diverse fusion strategies, with interpretability greatly
simplified. The challenge then revolves around the extrac-
tion and encoding of meaningful multimodal prototypes.

Here, we introduce a MultiModal Prototyping framework
for patient prognostication (MMP). Inspired by prototype-
based aggregation (Mialon et al., 2021; Kim, 2022; Song
et al., 2024a), we construct an unsupervised and compact
WSI representation with a Gaussian mixture model, where
the mixture parameters define the slide summary, each map-
ping to a morphological prototype (16 to 32 prototypes).
Following existing work (Jaume et al., 2024), we trans-
form transcriptomics into a set of 50 Cancer Hallmark path-
way prototypes (Liberzon et al., 2015). With significantly
fewer tokens, we show that multimodal Transformers can
be readily applied to the joint set of histology and path-
way tokens without relying on approximations. In addition,
we establish a connection between Optimal Transport (OT)
cross-alignment, a popular alternative for cross-modal align-
ment, and the Transformer cross-attention, thereby unify-
ing both under a single framework. On six cancer cohorts
from The Cancer Genome Atlas (TCGA), MMP outper-
forms nearly all uni- and multimodal baselines with a much
smaller number of operations, demonstrating the predictive
performance and efficiency of prototype-based approaches.
Finally, the tractable number of tokens allows visualization
of bi-directional interactions between the morphological
and pathway prototypes, different from previous multimodal
frameworks relying on uni-directional interpretation.

To summarize, our contributions are (1) a method for sum-
marizing slides using morphological prototypes and summa-
rizing transcriptomic profiles using established biological

pathway prototypes; (2) a unified and memory-efficient mul-
timodal fusion framework; (3) extensive evaluation and abla-
tion experiments on six cancer cohorts highlighting the pre-
dictive power of the MMP; (4) a novel multimodal patient
representation that enables novel interpretability analyses.

2. Related Work
2.1. Representing sets with prototypes

With NLP and bioinformatics producing more datasets rep-
resented as sets, recent approaches have explored represen-
tation learning of sets with prototypes, i.e., interpretable
exemplars that can encode distinct concepts (Snell et al.,
2017; Lee et al., 2019; Mialon et al., 2021; Kim, 2022; dan
Guo et al., 2022; Lee et al., 2024). In computational pathol-
ogy, AttnMISL (Yao et al., 2020) and H2T (Vu et al., 2023)
perform K-means clustering within each WSI and use the
cluster centroid embeddings as prototype (hard clustering).
The proportion of patches in the cluster has also been used
to represent the cluster (Quiros et al., 2023). MMP extends
PANTHER (Song et al., 2024a) to a multimodal setting
and formalizes the prototype-based set representation with a
mathematical treatise and generalizes this concept to include
Gaussian mixture models, OT, and clustering.

2.2. Prognostication with multimodal fusion

Late fusion. Early works exploring multimodal survival
employed late fusion techniques based on merging uni-
modal representations, for instance using concatenation
or Kronecker product (Chen et al., 2020b). While initial
frameworks incorporated histology with small region-of-
interests (Mobadersany et al., 2018; Wang et al., 2021), the
development of MIL has enabled slide-level prognostication
studies combined with omics (Chen et al., 2022; Ding et al.,
2023; Volinsky-Fremond et al., 2024). However, late fusion
methods are limited in modeling local cross-modal interac-
tions potentially predictive of prognosis.
Transformer fusion. Transformers have facilitated progress
in multimodal fusion by modeling interactions between
cross-modal tokens (or “early fusion”). To address the com-
putational complexity of dealing with a large number of to-
kens, token subsampling can be performed (Wulczyn et al.,
2020; Xu & Chen, 2023), or fusion can be simplified to
cross-attention (Chen et al., 2021; Jaume et al., 2024; Zhou
& Chen, 2023). Present strategies allow the use of a single
Transformer for merging tokens and facilitating early-fusion
across various modalities (Jaegle et al., 2022; Girdhar et al.,
2022; Wang et al., 2023; Liang et al., 2023; Wang et al.,
2024). However, these works remain limited by the large
number of histology tokens (> 104). In contrast, MMP
does not require approximation due to the prototype-based
formulation significantly reducing the number of tokens. A
recent work (Zhang et al., 2024) employs prototypes to re-
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Figure 1. Overview of MMP. (A) The tessellated WSI patches (tokens) are projected to low-dimensional embeddings with a pretrained
patch encoder. The patch embeddings (Nh. > 104) are aggregated to slide summary using a small set of prototypes (Ch. <32). (B) The
transcriptomics data is projected onto a set of binary vectors indicating the presence of specific genes in each pathway, forming pathway
summary. (C) The post-aggregation embeddings from both modalities are first matched to the same dimension. Cross-modal interactions
between histology and transcriptomics are learned with a Transformer or an Optimal Transport, with intra-modal interactions learned with
Transformer-based self-attention. The attended embeddings are aggregated to form a patient-level embedding used for risk prediction.

move intra- and inter-modality redundancy, but is specific to
a time-discretized survival formulation. In contrast, MMP
allows flexible survival problem formulation.
Optimal Transport fusion. OT-based cross-alignment be-
tween sets of multimodal tokens (Chen et al., 2020a; Cao
et al., 2022; Duan et al., 2022; Pramanick et al., 2023) has
gained interest as an alternative to Transformers. In mul-
timodal prognosis, MOTCat (Xu et al., 2023) and MMP
replace Transformer-based cross-attention with an OT.

3. Methods
We introduce MMP, a MultiModal Prototyping framework
for survival prediction. We describe the construction of
morphological and pathway prototypes (Section 3.1) and the
multimodal fusion mechanism (Section 3.2). We finish by
describing survival prediction (Section 3.3) and prototype-
specific designs (Section 3.4).

As for notations, z represents a scalar, z a vector, and Z
a matrix. For a set of vectors {zc}Cc=1 ∈ Rd, Z ∈ RC×d

represents the corresponding matrix with zc as the cth row
entry. The notation

[
X,Z

]
is used to indicate concatenation.

3.1. Prototype-based encoding

3.1.1. MORPHOLOGICAL PROTOTYPES (HISTOLOGY)

Preprocessing. Given a WSI, we divide it into Nh. non-
overlapping patches at 20× magnification (0.5µm/pixel),
forming a set of histology patches {xi,h.}Nh.

i=1 of varying
cardinality, with typically Nh. > 104. Each xi,h. is then
mapped to a low-dimensional embedding using a pretrained
patch encoder fenc(·), such that zi,h. = fenc(xi,h.) ∈ RD.
Aggregation. The standard practice for WSI-based outcome
prediction uses Multiple Instance Learning (MIL) to aggre-
gate patch embeddings into a slide embedding, where patch
embeddings Sh. = {zi,h.}Nh.

i=1 are pooled using a learnable
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function ϕh.(·) : Sh. → RD, and forms a post-aggregation
slide embedding zagg.

h. = ϕh.(Sh.). In the prototype-based
approach, we take an alternate route by defining Ch. aggrega-
tion functions ϕh.

c (·) : Sh. → Rdh. , such that zagg.
c,h. = ϕh.

c (Sh.),
where Ch. is the number of prototypes. This produces a set
Sslide = {zagg.

c,h.}
Ch.
c=1, referred to as slide summary.

Prototypes. We define prototypes, denoted as {ac,h.}Ch.
c=1,

ac,h. ∈ Rdh. , such that each prototype exemplifies a unique
morphology from the training set. Specifically, we apply
K-means clustering on all the patch embeddings from the
training dataset to extract the Ch. cluster centroids. The
prototypes {ac,h.}Ch.

c=1 are then used as parameters for the
prototype-specific aggregation function ϕh.

c (Fig. 1A).
Slide summary. Given the prototype ac,h. and patch embed-
dings Sh., we can express ϕh.

c as

zagg.
c,h. = ϕh.

c (Sh.,ac,h.) =

Nh.∑
i=1

g(zi,h.,ac,h.), ∀c. (1)

This allows the large variable-length set of patch embed-
dings to be represented using a small fixed-length set com-
prised of prototypical tokens. We use Ch. ≤ 32 with typi-
cally Nh. > 104, achieving more than 300× reduction. Eq. 1
implies that aggregation is performed by summing the con-
tribution from all embeddings in Sh., the exact manner of
which is determined by the mapping g.

We explore three strategies for defining g: hard cluster-
ing (HC), OT, and our preferred choice, Gaussian Mixture
Models (GMM). We briefly explain GMM, similar to the
developments in PANTHER (Song et al., 2024a), and defer
the detailed explanations of other strategies in Appendix A.
GMM-based slide summarization. With GMM as the
generative model, the probability distribution for zi,h. is

p(zi,h.; θ) =

Ch.∑
c=1

p(ci = c) · p(zi,h.|ci = c)

=

Ch.∑
c=1

πc · N (zi,h.;µc,Σc),

(2)

where ci denotes the mixture identity of zi,h. and θ =

{πc,µc,Σc}Ch.
c=1 denotes mixture probability, mean, and

diagonal covariance. Intuitively, µc and πc represent a mor-
phological exemplar and the proportion of similar patterns in
WSI, respectively. The posterior distribution p(ci = c|zi,h.)
indirectly represents the distance between zi,h. and ac,h. and
consequently its contribution towards each element of the
slide summary. We obtain the maximum-likelihood esti-
mate, θ̂ = argmaxθ

∑Nh.
i=1 log p(zi,h.; θ), via expectation-

maximization (EM), which can be performed as a feedfor-
ward network operation (Dempster et al., 1977; Kim, 2022).

The estimated GMM parameters are concatenated to form
a post-aggregation embedding, zagg.

c,h. = [π̂c, µ̂c, Σ̂c] ∈ Rdh.

with dh. = 2D + 1. During EM-based inference, the pro-
totypes ac,h. are used as the initial parameters for the mix-
ture means, µ(0)

c = ac,h. with Σc as the identity matrix.
Owing to GMM’s soft clustering nature, the distribution
p(ci = c|zi,h.) is non-zero, implying that all elements of Sh.
contribute to zagg.

c,h. (Eq. 1). We note that deriving the slide
summary (Sslide or Zagg.

h. ∈ RCh.×dh. ) from the patch embed-
dings is done in an unsupervised manner, and drastically
reduces the input size to the multimodal fusion model.

3.1.2. PATHWAY PROTOTYPES (GENOMICS)

We aim to define a similar compact prototypical representa-
tion of the transcriptomic profile. The transcriptomic profile
spans Ng. gene expressions for each tissue, and is described
as {xi,g.}

Ng.
i=1, with xi,g. ∈ R.

Prototypes. We tokenize gene expression into biological
pathway prototypes, i.e., into groups of genes that interact
in certain ways to implement previously described cellular
processes (Liberzon et al., 2015; Reimand et al., 2019). Un-
like histology, the number Cg. (e.g., Cg.=50 for Hallmark
pathways) and composition of prototypes is fixed and can
be defined using existing biological pathway databases.

We define the prototypes as {ac,g.}
Cg.
c=1, where the binary

vector ac,g. ∈ {0, 1}Ng. with 1 and 0 indicates the presence
and absence of a specific gene in the pathway c.
Pathway summary. Denoting Nc,g. as the number of genes
in pathway c, we can construct zagg.

c,g. ∈ RNc,g. , and pathway
summary Spath. = {zagg.

c,g.}
Cg.
c=1 as,

zagg.
c,g. = ϕg.(xg.,ac,g.) = R(xg. ⊙ ac,g.) ∈ RNc,g. , (3)

where xg ∈ RNg. is the vector representation of {xi,g}
Ng.
i=1,

⊙ denotes element-wise multiplication, and R densifies
the pathway representation by removing zero elements
(Fig. 1B). In our work, Ng ≃ 3 × 104 and Nc,g. < 200,
achieving more than 20× reduction.

To summarize, morphological and pathway prototypes are
used to extract a slide summary Sslide and a pathway sum-
mary Spath.. The morphological prototypes are defined in
the patch embedding space with fixed-length, zagg.

c,h. ∈ Rdh. ,
and encode distinct morphological attributes. Differently,
the pathway prototypes are defined in the raw data space
with variable-length zagg.

c,g. ∈ RNc,g. , and encode specific
biological pathways. We note that both approaches are
unsupervised and thus not require patient outcomes.

3.2. Multimodal fusion

3.2.1. TOKEN DIMENSION MATCHING

Prior to multimodal fusion, we first match the dimensions
of tokens from each modality. We use a linear projection
zpre
c,h. = f pre

h. (zagg.
c,h.) ∈ Rd for histology. For pathways, we use

4



Multimodal Prototyping for Cancer Survival Prediction

an MLP or self-normalizing neural networks (SNN) (Klam-
bauer et al., 2017) f pre

c,g. per prototype to map variable-length
representations to a common length, zpre

c,g. = f pre
c,g.(z

agg.
c,g.) ∈

Rd. The parameters of f pre
h. and {f pre

c,g.}
Cg.
c=1 are learned for

each downstream task.

3.2.2. MULTIMODAL FUSION

Inspired by multimodal early fusion methods, we learn
dense intra- and cross-modal interactions between the histol-
ogy and pathway tokens. We explore two strategies: Trans-
former attention and OT cross-alignment (Fig. 1C).
Transformer attention. We introduce three learnable query,
key, value matrices WQ,WK ,WV ∈ Rd×d. Denoting
Q = (QT

g. Q
T
h.)

T =
(
Zpre,T

g. Zpre,T
h.

)T
WQ ∈ R(Cg.+Ch.)×d,

and likewise for K and V, we can define the standard Trans-
former attention (Vaswani et al., 2017; Xu et al., 2023)

Zpost
g.+h. =

(
Zpost

g.

Zpost
h.

)
= σ

(
QKT
√
d

)
V ∈ R(Cg.+Ch.)×d

= σ

(
1√
d

(
Qg.K

T
g. Qg.K

T
h.

Qh.K
T
g. Qh.K

T
h.

))(
Vg.
Vh.

)
,

(4)

where σ(·) denotes row-wise softmax. Eq. 4 illustrates
how multimodal attention can be decomposed into the intra-
modal self-attention (g. → g., h. → h.) and cross-modal
cross-attention (g. → h., h. → g.). In MMP, the complexity
of computing attention is simplified to O((Cg. + Ch.)

2),
a considerable reduction from O((Ng. + Nh.)

2) in most
multimodal fusion methods that do not use prototyping.

Optimal Transport cross-alignment Modeling cross-
modal interactions can also be approached from the point
of view of OT, where we aim to learn the transport plan
T ∈ RCg.×Ch.

+ with the minimal total cost between the
empirical distributions p̂(zpre

g. ) = 1
Cg.

∑Cg.
c=1 δ(z

pre
c,g.) and

p̂(zpre
h. ) = 1

Ch.

∑Ch.
c′=1 δ(z

pre
c′,h.), and where δ(·) is a delta

function. The pairwise cost Dc,c′ between the two tokens
is typically computed using a L2 distance or negative dot
product. The estimate T̂ is given as the solution to the
entropic-regularized OT problem (Kolouri et al., 2017),

min
T

∑
c,c′

Dc,c′ ·Tc,c′ + εTc,c′ logTc,c′

s.t.
Cg.∑
c=1

Tc,c′ = 1/Ch. and
Ch.∑
c′=1

Tc,c′ = 1/Cg.,

(5)

where ε is the regularization parameter. The optimal plan
T̂ can be obtained with the Sinkhorn algorithm (Cuturi,
2013), which can be differentiated (Genevay et al., 2018).
This enables joint learning of f pre

h. and {f pre
c,g.}

Cg.
c=1 along

with the plan T̂. Cross-alignment with T̂, i.e., T̂Zpre
h. , per-

forms h. → g. attention, while T̂T performs g. → h. at-
tention, T̂TZpre

g. . After the alignment, we learn intra-modal

interactions using the Transformer self-attention. Denoting
Qg. = (T̂Zpre

h. )WQ and Qh. = (T̂TZpre
g. )WQ, and likewise

for Kg.,Vg.,Kh.,Vh., we obtain

Zpost
h. = σ

(
Qh.K

T
h.√

d

)
Vh., Z

post
g. = σ

(
Qg.K

T
g.√

d

)
Vg..

(6)

3.2.3. CONNECTION BETWEEN TRANSFORMER AND
OPTIMAL TRANSPORT CROSS-ALIGNMENT

The Transformer cross-attention and the OT cross-alignment
exhibit similarities in the way attention and the transport
plan are being modeled. We can formalize these similarities
to demonstrate the connection between the two. Specifically,
we show that the Transformer cross-attention is similar to
OT cross-alignment, under certain conditions.

Lemma 3.1. Let Zg. ∈ RCg.×d and Zh. ∈ RCh.×d be
the matrix representation of the token sets {zi,g.}

Cg.
i=1 and

{zk,h.}Ch.
k=1. Let Zg.W

T
Q ∈ RCg.×d and Zh.W

T ∈ RCh.×d

be the linear projections of both sets. Let T̂ ∈ RCg.×Ch.
+ be

the optimal transport plan, i.e., the solution to the entropic-
regularized, unbalanced optimal transport problem between
the two projected sets. Then, T̂ is equivalent to the Trans-
former cross-attention matrix, σ(Zg.W

T
QWZT

h./
√
d), up to

a multiplicative factor where σ(·) denotes row-wise softmax,
{WQzi,g.}

Cg.
i=1 are queries, and {Wzk,h.}Ch.

k=1 are keys.

Proof. The detailed derivation can be found in Appendix B.

This lays the groundwork for MMP to integrate both ap-
proaches within a single framework, rather than regarding
them as fundamentally distinct approaches. This offers a
platform for future innovations in multimodal strategies.

3.3. Survival prediction

The post-attention embeddings are subject to a sequence
of post-attention feedforward network f post with layer nor-
malization (LN), averaging within each modality, and con-
catenation to form a patient-level embedding zpatient =[∑Cg.

c=1 LN(f post(zpost
c,g.)),

∑Ch.
c=1 LN(f post(zpost

c,h.))
]
. The re-

sulting embedding is fed through a linear predictor fpred. for
patient-level risk prediction.

We use the Cox proportional hazards loss (Cox, 1972; Katz-
man et al., 2018; Carmichael et al., 2022), which requires
training in batches to preserve the risk order within a pa-
tient group. Due to the large Nh., it is computationally
challenging to form a batch for non-prototype approaches.
Appendix C provides a detailed explanation of losses.
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3.4. Enhancing prototypes

Given that the identities of the prototypes remain consistent
across patients – e.g., prototype c consistently represents the
same morphological concept or pathway – we can addition-
ally inject this property into model design considerations.
Specifically, we incorporate (1) a prototype-specific encod-
ing and (2) a post-attention feed-forward network.

Prototype encoding, denoted as ec, can be connected to
modality-specific encodings (Jaegle et al., 2022; Liang
et al., 2023). Specifically, we append the encodings to
the embeddings before feeding them to the fusion net-
work. We experiment with two approaches: 1) fixed one-
hot encoding ec ∈ {0, 1}de with de = Cg. + Ch. and 2)
random-initialized and learnable embedding ec ∈ Rde with
de = 32. The modified embeddings are then given as
zpre
c,h. = [zpre

c,h., ec] ∈ Rd+de , and same for zpre
c,g..

We also employ prototype-specific feedforward network
(FFN) f post

c to the post-attention embeddings to learn addi-
tional nonlinearity per prototype. This differs from previous
works that share f post, which might limit expressivity. These
components cannot be used for non-prototype frameworks,
since 1) the patch identity is not preserved across patients
and 2) large Nh. makes the use of ec and f post

c infeasible.

4. Experiments
4.1. Datasets

We use publicly available The Cancer Genome Atlas
(TCGA) to evaluate MMP across six cancer types: Blad-
der urothelial carcinoma (BLCA) (n = 359), Breast inva-
sive carcinoma (BRCA) (n = 868), Lung adenocarcinoma
(LUAD) (n = 412), Stomach adenocarcinoma (STAD)
(n = 318), Colon and Rectum adenocarcinoma (CRC)
(n = 296), and Kidney renal clear cell carcinoma (KIRC)
(n = 340). We train the models to predict risks for disease-
specific survival (DSS) (Liu et al., 2018). Following stan-
dard practice, we use 5-fold site-stratified cross-validation
to mitigate batch effect (Howard et al., 2021). We eval-
uate MMP with the concordance index (C-Index), which
measures the concordance between the ordering based on
patients’ survival days and the predicted risks.

Log-2 transformed transcripts per million bulk RNA se-
quencing expression for all TCGA cohorts is accessed
through UCSC Xena database (Goldman et al., 2020). The
Cg. = 50 Hallmark gene sets from the Molecular Signatures
Database (MSigDB) (Subramanian et al., 2005; Liberzon
et al., 2015) are used to select and organize genes into bio-
logical pathways. Hallmark gene sets (pathways) represent
well-defined biological states in cancer. After organizing
genes into Hallmark pathways, we obtained 4,241 unique
genes across the 50 pathways, with a minimum and maxi-

mum pathway size of 31 and 199, respectively. More dataset
details can be found in Appendix D.

4.2. Baselines

Histology. We employ Attention-based MIL (ABMIL) (Ilse
et al., 2018), ABMIL with information bottleneck (ABMIL-
IB) (Li et al., 2023), Transformer-based MIL (Trans-
MIL) (Shao et al., 2021), low-rank MIL (ILRA) (Xiang &
Zhang, 2023), and prototype-based MIL (AttnMISL) (Yao
et al., 2020). We also use the unimodal version of MMP.
Transcriptomics. We employ a feed-forward neural net-
work (2-layer MLP) (non-prototype) and a baseline with
pathway-specific SNNs (Jaume et al., 2024; Zhang et al.,
2024), followed by concatenation.
Multimodal. We use MCAT (Chen et al., 2021), Surv-
Path (Jaume et al., 2024), MOTCat (Xu & Chen, 2023),
and CMTA (Zhou & Chen, 2023), which all use multimodal
tokenization to derive histology and omics tokens (pathways
in our evaluation), followed by co-attention Transformer.
MMP variants. We test MMP with a Transformer cross-
attention (MMPTrans.) and OT cross-alignment (MMPOT).
The rest of the model comprises GMM histology aggrega-
tion with Ch. = 16, learnable random prototype encoding,
and prototype-specific feedforward networks.

For the patch encoder, we use UNI (Chen et al., 2024), a
DINOv2-based ViT-Large (Dosovitskiy et al., 2021; Oquab
et al., 2023) pretrained on 1× 108 patches sampled across
1× 105 WSIs from Mass General Brigham. We also ablate
with CTransPath (Wang et al., 2022), a Swin Transformer
pretrained on 3.2×104 WSIs from the TCGA, and ResNet50
pretrained on Imagenet (Deng et al., 2009). Further infor-
mation on all baselines can be found in Appendix E.

4.3. Implementation

All models are trained with a 1 × 10−4 learning rate with
cosine decay scheduler, AdamW optimizer, and 1× 10−5

weight decay for 20 epochs. MMP uses the Cox loss with a
batch size of 64. Non-prototype baselines are trained with
the NLL survival loss (Zadeh & Schmid, 2020) with a batch
size of 1. During training, in MCAT, SurvPath, MOTCat,
and CMTA, we randomly sample 4,096 patches per WSI to
increase diversity and reduce memory. During inference, the
whole WSI is used. All prototype baselines use Ch. = 16.

5. Results
5.1. Survival prediction

The results are shown in Table 1. Overall, MMP outper-
forms all baselines (+5.4% and +7.8% avg. over the next-
best multimodal and unimodal models) and ranks within
top-2 for 5 out of 6 diseases. We highlight the main findings.
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Table 1. Survival prediction Results for MMP and other baselines for measuring disease-specific survival with C-Index. The clinical
baseline includes age, sex, and cancer grade as reported in the TCGA cohort. We use the same histology feature encoder, UNI, a ViT-L/16
model pretrained on an internal histology dataset (Chen et al., 2024). All histology prototype-based methods share the same set of
morphological prototypes with Ch. = 16. Standard deviation is reported over five runs. m.p. and p.p. denote morphological prototype and
pathway prototype, respectively. The best and second-best performances are denoted by bold and underlined, respectively.

Dataset m.p. p.p. BRCA BLCA LUAD STAD CRC KIRC Avg. (↑)

Clinical 0.563±0.055 0.570±0.033 0.528±0.028 0.592±0.044 0.655±0.119 0.602±0.066 0.585

ge
ne Gene exp. 0.638±0.090 0.627±0.055 0.577±0.057 0.562±0.083 0.588±0.105 0.681±0.072 0.612

Pathways ✓ 0.615±0.054 0.606±0.084 0.626±0.077 0.566±0.080 0.590±0.104 0.681±0.090 0.614

hi
st

ol
og

y

ABMIL 0.570±0.086 0.550±0.039 0.571±0.036 0.559±0.059 0.660±0.096 0.684±0.115 0.599
TransMIL 0.601±0.110 0.584±0.057 0.547±0.054 0.487±0.057 0.555±0.059 0.678±0.191 0.575
AttnMISL ✓ 0.599±0.117 0.493±0.064 0.627±0.076 0.533±0.040 0.728±0.110 0.648±0.102 0.605
IB-MIL 0.511±0.068 0.524±0.051 0.578±0.067 0.525±0.061 0.576±0.129 0.702±0.081 0.569
ILRA 0.597±0.124 0.581±0.055 0.511±0.077 0.550±0.094 0.643±0.124 0.651±0.164 0.589
MMP ✓ 0.669±0.119 0.593±0.062 0.600±0.039 0.488 ±0.093 0.646±0.111 0.701±0.177 0.611

M
ul

tim
od

al

MCAT ✓ 0.648±0.100 0.619±0.048 0.615±0.072 0.528±0.114 0.578±0.136 0.670±0.235 0.610
SurvPath ✓ 0.709±0.062 0.619±0.052 0.612±0.060 0.556±0.136 0.539±0.150 0.738±0.131 0.629
MOTCat ✓ 0.717±0.029 0.622±0.064 0.589±0.059 0.561±0.075 0.590±0.130 0.708±0.104 0.631
CMTA ✓ 0.687±0.077 0.605±0.076 0.622±0.059 0.547±0.088 0.559±0.195 0.720±0.124 0.623
MMPOT ✓ ✓ 0.753±0.069 0.628±0.064 0.643±0.013 0.580±0.071 0.636±0.120 0.748±0.099 0.665
MMPTrans. ✓ ✓ 0.738±0.069 0.635±0.051 0.642±0.037 0.598±0.051 0.630±0.125 0.747±0.106 0.665

Comparison with clinical baseline. All multimodal base-
lines perform superior to the clinical baseline comprised
of important prognostic variables – age, sex, and cancer
grade (Bonnier et al., 1995; Rakha et al., 2010; Tas et al.,
2013). This demonstrates the clinical potential of multi-
modal frameworks for enhanced patient prognostication.
Additional univariate clinical baselines are in Appendix F.
Unimodal vs. Multimodal. All multimodal baselines (ex-
cluding MCAT) outperform the unimodal baselines (histol-
ogy and transcriptomics). This aligns with previous multi-
modal literature showing that histology and transcriptomics
contain complementary information to be leveraged for bet-
ter prognostication. In addition for CRC, we observe uni-
modal histology baselines outperforming multimodal base-
lines, indicating that challenges remain in multimodal train-
ing dynamics of histology-omic models (Gat et al., 2020;
Wang et al., 2020).
Prototypes vs. non-prototypes. MMP significantly outper-
forms all multimodal approaches that are based on prototyp-
ing (+5.4% avg. over the next-best model, MOTCat). While
every multimodal baseline utilizes early fusion, MCAT and
MOTCat learn only the uni-directional cross-modal interac-
tion from transcriptomics to histology. Conversely, SurvPath
omits histology-to-histology interactions in self-attention
computation to reduce computational requirements. Over-
all, we attribute the superior performance of MMP to our
ability to 1) retain and encode morphological information
predicted of prognosis in the morphological prototypes, 2)
model both the intra- and cross-modal interactions without
approximations, and 3) employ the Cox survival loss. The
quality of the morphological prototypes is reaffirmed in the

unimodal setting, where the prototype-based AttnMISL and
the unimodal MMP are the two best-performing models,
outperforming all other approaches.
Transformer vs. OT-based cross-attention. We observe
that the performance of MMPTrans. and MMPOT are on the
same level, empirically confirming the connection between
both approaches highlighted in Section 3.2.3.

5.2. Risk stratification

We perform log-rank tests (Bland & Altman, 2004) between
the high-risk and low-risk cohorts, stratified at 50% per-
centile of the risks predicted by MMP and MOTCat, the
next-best performing model. Specifically, we aggregate the
predicted risks across all test folds to construct the cohort-
level risk set. Table 2 shows the p-values for the log-rank
tests on all 6 cancer types. With a statistical significance
threshold of 0.05, we observe that MMP can significantly
stratify the high- and low-risk groups for all 6 cancer types,
whereas MOTCat was significant for 3 cancer types. This
demonstrates the strength of MMP for risk stratification over
other baselines and reaffirms its clinical potential.

5.3. Ablation study

We perform extensive ablations of MMP (Table 3). We
summarize our findings below. (1) Number of morphologi-
cal prototypes: Larger number of morphological prototypes
(Ch.) generally yields better performance up to 16, then per-
formance stagnates. To facilitate easier interpretation with
fewer exemplars, we set Ch. = 16. (2) Feature encoder:
UNI, a DINOv2-pretrained ViT-L encoder, substantially im-
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Table 2. Risk stratification. We report log-rank p-values for high-
and low-risk patient cohorts for MMP and MOTCat. p-values
below 0.05 are considered statistically significant.

BRCA BLCA LUAD

MOTCAT 6.16× 10−5 8.60× 10−5 9.65× 10−1

MMPTrans. 3.08× 10−5 4.50× 10−2 8.37× 10−5

STAD CRC KIRC

MOTCAT 5.70× 10−2 7.04× 10−1 2.40× 10−4

MMPTrans. 1.40× 10−2 3.60× 10−2 2.59× 10−8

proves compared to CTransPath and ResNet50 pretrained
on ImageNet. This underscores the importance of a power-
ful vision encoder trained on large histology datasets. (3)
Histology aggregation: Aggregation based on a GMM
yields the best performance over optimal transport (OT)
and hard clustering (HC). We hypothesize that this is due
to GMM explicitly capturing sufficient statistics of patch
embedding distribution, e.g., mixture probability and covari-
ance, which other approaches cannot readily integrate. (4)
Prototype encoding: Adding prototype encoding, ec and
f post
c , leads to better performance. This suggests the benefits

of a prototype-specific measure that leverages the consistent
prototype identity. (5) Fusion stage: Early-fusion of tokens
via cross-attention (MMP) outperforms late-fusion, which
concatenates the self-attended embeddings averaged within
each modality, without capturing cross-modal interactions.

We also perform unimodal MMP ablations in Appendix G,
to isolate the impact of histology-related design choices.

Table 3. Ablation study. C-Index and its change against MMP as
a single model component is modified, averaged across six cohorts.

Ablation Model Avg.

Full model MMP 0.665

Number of
Ch. = 16 ⇒ Ch. = 8 0.655 (−1.5%)

histo. proto. Ch. = 32 0.662 (−0.5%)

Histo. UNI ⇒ ResNet50 0.620 (−6.8%)
enc. fenc CTransPath 0.643 (−3.3%)

Histo. GMM ⇒ OT 0.658 (−1.1%)

agg. ϕh.
c HC 0.629 (−5.4%)

Proto. random ⇒ None 0.652 (−2.0%)
embed. ec One-hot 0.660 (−0.8%)

FFN f post
c Indiv. ⇒ Shared 0.658 (−1.1%)

Co-attention Trans. ⇒ OT 0.665 (−0.0%)

Fusion Early ⇒ Late 0.646 (−2.9%)

5.4. Loss function

We evaluate the performance of MMP trained using either
the Cox or the NLL loss (Table 9 in Appendix H). The

NLL loss has widely been used for multimodal frameworks
as it accommodates training with a batch of a single patient,
a necessity for managing many tokens. Conversely, the Cox
loss requires a batch size greater than a single patient, which
involves ordering patients within the batch. Applying both
losses is feasible due to the reduced computational require-
ments in MMP. We observe that the Cox loss surpasses
NLL loss overall (average C-Index of 0.665 vs. 0.644). Fur-
thermore, increasing the batch size (bs) with NLL leads
to enhanced performance (0.621 with bs=1 vs. 0.644 with
bs=16), emphasizing the benefit of the reduced tokens.

5.5. Computational complexity

To assess the computational benefits of MMP, we measure
the number of floating-point operations (FLOPs) for cross-
attention baselines (Table 4). MMP achieves at least 5×
fewer giga-FLOPS, demonstrating the superior efficiency
of prototyping. We observe that the aggregation (MMPagg.),
which maps Nh. tokens to Ch. prototypes, constitutes most of
the MMP operations, with the fusion (MMPfusion) requiring
significantly less due to condensed token set.

Table 4. Computational complexity. Average number of tokens
per WSI and average number of giga-FLOPs per patient.

LUAD KIRC
tokens GFLOPs (↓) tokens GFLOPs (↓)

MCAT 4,714 2.10 12,802 5.49
SurvPath 4,714 2.00 12,802 5.41
CMTA 4,714 17.2 12,802 40.1

MMPagg. 4,714 0.309 12,802 0.839
MMPfusion 16 0.025 16 0.025
MMPtotal · 0.334 · 0.864

6. Interpretability
Unimodal: As WSIs are represented with a compact set of
16 prototypes in MMP, we can directly visualize a prototype
heatmap for prototype c that corresponds to the most similar
patches, by relying on the posterior p(ci = c|zi,h.) (Fig. 2A,
B, with additional examples in Appendix I). The prototype
assignment map can clearly show how all the prototypes
are distributed in a given WSI (Fig. 2C). For a prototype
c, we can also visualize the most representative patches,
by querying the patch embeddings closest to µ̂c, and its
proportion in the WSI, with π̂c (Fig. 2D).

Multimodal: With a tractable number of histology to-
kens, we can visualize the cross-modal attention interactions
based on cross-attention scores, from histology to pathways
(h. → g.) and pathways to histology (g. → h.). In contrast
to MCAT and MOTCat, which only model and visualize
g. → h. interactions, i.e., which patches correspond to the
queried pathway (histology importance), MMP can also
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Figure 2. Cross-modal interaction visualization. (A) A WSI for a BRCA patient. (B) The morphological prototype heatmap for c = 13
(C13), representing invasive ductal carcinoma (IDC), based on the posterior distribution for C13. (C) Prototype assignment map showing
the closest morphological prototype for each patch in the WSI. (D) Top-3 patches for each morphological prototype and proportion of each
prototype in the WSI. (E) The top-10 pathways attending to C13. (F) Top-6 morphological prototypes attending to the pathways in (E).

visualize h. → g. interactions, i.e., which pathways corre-
spond to the queried prototype (pathway importance). While
SurvPath also models h. → g. via cross-attention, since the
histology patch tokens are redundant and not prototypical,
visualizing h. → g. is intractable.

As an example, for the prototype c =13 (C13), which repre-
sents the dominant invasive ductal carcinoma morphology
in the BRCA WSI, we can visualize its highly-attended
pathways (h. → g.) – bile acid metabolism, fatty acid
metabolism, and cholesterol homeostasis, being important
oncogenic pathways in BRCA (Fig. 2E). This agrees with
the literature that highlights the association between these
pathways and breast cancer prognosis (Nelson et al., 2014;
Koundouros & Poulogiannis, 2020; Režen et al., 2022).
We can also visualize the highly-attended morphological
prototypes for these pathways (g. → h.), with C13 highly
attended by bile acid metabolism (Fig. 2F). Other IDC vari-
ations, such as C1 and C8, are also highly attended by
these pathways. By virtue of bi-directional visualization
capability, MMP can elucidate tightly-linked relationships,
characterized by strong bi-directional cross-attention values
(C13 and bile acid metabolism), which is a unique capabil-
ity over other methods that have only visualized (g. → h.)
(Fig. 2F) but not (h. → g.) (Fig. 2E). Further discussion
and visualizations are available in the Appendix I.

7. Conclusion & Future works
We introduced MMP, a prototype-based multimodal fusion
framework for survival prediction in computational pathol-
ogy. This framework introduces a prototype-based tokeniza-
tion method that effectively reduces the number of tokens
and the associated computational complexity common in
multimodal fusion frameworks. Such reduction leads to
improved overall prognostic performance and allows a bi-
directional concept-based interpretation of how morphology
and transcriptomes interact.

We consider this an essential step forward for future mul-
timodal prognosis research, which we believe can be ex-
tended and validated in different ways (also further detailed
in Appendix J). First, the number of prototypes can be de-
termined in a data-driven manner, e.g., using frameworks
in Dirichlet processes (Lee et al., 2020; Li et al., 2022).
Next, instead of relying on shallow MLP for transcriptomics
modeling, we can leverage the latest advances in single-cell
foundation models (Rosen et al., 2023; Theodoris et al.,
2023; Cui et al., 2024). Finally, a validation with different
outcomes, such as progression-free interval and recurrence
risk (Liu et al., 2018), as well as application to rare diseases
for which not overfitting to a small cohort is paramount, will
bring MMP closer to clinical translation.
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A. Prototype-based histopathology baselines
In this section, we present the three histology prototype aggregation approaches that can be used by MMP, with particular
emphasis on the Gaussian mixture model (GMM). The following prototype-based aggregation schemes can be embedded as
a feed-forward module in our models.

A.1. Hard clustering (HC)

For each zi,h., we identify the closest prototype ac,h. evaluated with the L2 distance, i.e., ci = argmaxc∥zi,h. − ac,h.∥2 to
determine the cluster assignment. The post-aggregation embedding zagg.

c,h. is an average of all embeddings assigned to c,

zagg.
c,h. =

Nh.∑
i=1

1ci=c · zi,h./

Nh.∑
i=1

1ci=c. (7)

where 1 is the indicator function.

A.2. Optimal transport (OT)

We can formulate aggregation as that of transporting from the empirical distribution of p̂(zh.) = 1/Nh. ·
∑Nh.

i=1 δ(zi,h) to
p̂(ah.) = 1/Ch. ·

∑Ch.
i=1 δ(ac,h.). The transport plan T ∈ RNh.×Ch.

+ is given as the solution to the following entropic-regularized
optimal transport problem (Cuturi, 2013; Kolouri et al., 2017),

min
T

∑
i,c

∥zi,h. − ac,h.∥2 ·Ti,c + ϵ ·Ti,c logTi,c, such that
Nh.∑
i=1

Ti,c = 1/Ch. and
Ch.∑
i=1

Ti,c = 1/Nh., (8)

where ε is the regularization parameter. Based on the optimal transport plan T̂ obtained by the widely-used Sinkhorn
algorithm (Cuturi, 2013), the post-aggregation embedding is given as zagg.

c,h. =
∑Nh.

i=1 T̂i,c · zi,h..

A.3. Gaussian Mixture Models

With the Gaussian mixture model (GMM) as the generative model for each token embedding, we provide a detailed
derivation for estimation of 1) the posterior probability for the prototype assignment q(c|zi,h.; θ) and 2) the GMM parameters
θ = {πc,µc,Σc}. Given the GMM specification,

p(zi,h.; θ) =

Ch.∑
c=1

p(ci = c; θ) · p(zi,h.|ci = c; θ)

=

Ch.∑
c=1

πc · N (zi,h.;µc,Σc), s.t.

Ch.∑
c=1

πc = 1,

(9)

the goal is to estimate θ that maximizes the log-likelihood maxθ
∑Nh.

i=1 log p(zi,h.; θ) = maxθ
∑Nh.

n=1 log p(zi,h.; θ). We now
present a detailed walkthrough of the expectation-maximization (EM) algorithm (Dempster et al., 1977; Kim, 2022; Song
et al., 2024a) and how these ultimately lead to zagg.

c,h. .

Using Jensen’s inequality, we can lower-bound the log-likelihood as follows,
Nh.∑
i=1

log p(zi,h.; θ) =

Nh.∑
i=1

log

Ch.∑
c=1

p(zi,h., ci = c; θ)

=

Nh.∑
i=1

log

Ch.∑
c=1

q(ci = c|zi,h.; θold) ·
p(zi,h., ci = c; θ)

q(ci = c|zi,h.; θold)

≥
Nh.∑
i=1

Ch.∑
c=1

q(ci = c|zi,h.; θold) log
p(zi,h., ci = c; θ)

q(ci = c|zi,h.; θold)

=

Nh.∑
i=1

Eq(ci=c|zi,h.;θold) [log p(zi,h., ci = c; θ)]︸ ︷︷ ︸
Q(θ;θold)

−
Nh.∑
i=1

Eq(ci=c|zi,h.;θold) [q(ci = c|zi,h.; θold)]︸ ︷︷ ︸
−H(C;θold)

.

(10)
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Instead of maximizing the log-likelihood directly, we can now maximize a surrogate function, which is the lower bound
given by Jensen’s inequality. It can be shown that increasing this lower bound with respect to θ leads to monotonically
increasing the actual log-likelihood (Dempster et al., 1977). The optimization procedure involves iterative alternating steps
of the E-step and the M-step and is thus referred to as the Expectation-Maximization (EM) algorithm.

The surrogate function consists of two terms, Q(θ; θold) and H(C; θold), which are expectations with respect to the posterior
probability of prototype assignment, q(ci = c|zi,h.; θold). In the E-step, we can use Bayes’ rule to compute the posterior
probability and, consequently the expectations,

q(ci = c|zi,h.; θold) =
q(zi,h.|ci = c; θold) · q(ci = c; θold)

q(zi,h.; θold)

=
q(zi,h.|ci = c; θold) · q(ci = c; θold)∑Ch.
c=1 q(zi,h.|ci = c; θold) · q(ci = c; θold)

=
πc · N (zi,h.;µc,Σc)∑Ch.
c=1 πc · N (zi,h.;µc,Σc)

.

(11)

In the M-step, we find θnew that maximizes the surrogate function based on the posterior probability computed from the
E-step. Since the term H(C; θold) is not a function of θ and therefore a constant (it is a function of θold), we only need to
optimize the term Q(θ; θold) by taking the derivative with respect to θ,

Nh.∑
i=1

∂Q(θ; θold)

∂πc
= 0 ⇒ πnew

c =

∑Nh.
i=1 q(ci = c|zi,h.; θold)

Nh.

Nh.∑
i=1

∂Q(θ; θold)

∂µc

= 0 ⇒ µnew
c =

∑Nh.
i=1 q(ci = c|zi,h.; θold) · zi,h.∑Nh.

i=1 q(ci = c|zi,h.; θold)

Nh.∑
i=1

∂Q(θ; θold)

∂Σc
= 0 ⇒ Σnew

c =

∑Nh.
i=1 q(ci = c|zi,h.; θold) · (zi,h. − µnew

c )2∑Nh.
i=1 q(ci = c|zi,h.; θold)

.

(12)

The E-step and M-step alternate until convergence is reached. In our setting, we usually found one round of EM iteration
sufficient. As for the initial parameters, we set π(0)

c = 1/Ch., µ
(0)
c = ac,h., and Σ

(0)
c = I, which serves as a morphology-

aware initialization for the algorithm. The initialization for {ac,h.}Ch.
c=1 is performed with K-means clustering on the training

set of patches. This is constructed by aggregating token embeddings from all training slides in a disease cohort.

Once θ̂ is estimated, the post-aggregation embedding zagg.
c,h. ∈ Rdh. with dh. = 1 + 2D, can be represented as a concatenation

zagg.
c,h. = [π̂c, µ̂c, Σ̂c]. Denoting qi = q(ci = c|zi,h.; θold), we can express zagg.

c,h. as in Eq. 1,

zagg.
c,h. =

Nh.∑
i=1

qi/Nh., qizi,h./(

Nh.∑
i=1

qi), qi

(
zi,h. −

Nh.∑
i=1

qizi,h./(

Nh.∑
i=1

qi)

)2

/(

Nh.∑
i=1

qi)

 , (13)

which can indeed expressed as a sum of the mapping function g (albeit non-trivial to write out the full expression due to the
iterative nature of EM) over Nh. elements.

B. Proof for similarity between OT-based cross-alignment and Transformer-based cross-attention

Lemma B.1. Let Zg. ∈ RCg.×d and Zh. ∈ RCh.×d be the matrix representation of the token sets {zi,g.}
Cg.
i=1 and {zk,h.}Ch.

k=1.
Let Zg.W

T
Q ∈ RCg.×d and Zh.W

T ∈ RCh.×d be the linear projections of both sets. Let T̂ ∈ RCg.×Ch.
+ be the optimal transport

plan, i.e., the solution to the entropic-regularized, unbalanced optimal transport problem between the two projected sets.
Then, T̂ is equivalent to the Transformer cross-attention matrix, σ(Zg.W

T
QWZT

h./
√
d), up to a multiplicative factor where

σ(·) denotes row-wise softmax, {WQzi,g.}
Cg.
i=1 are queries, and {Wzk,h.}Ch.

k=1 are keys.

Proof. This proof is an extension and adaption of a lemma from (Kim, 2022) to our application. We use the negative
dot-product similarity as the cost between two sets of linearly-projected tokens {WQzi,g.}

Cg.
i=1 and {Wzk,h.}Ch.

k=1 as
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Di,k = −zT
i,g.W

T
QWzk,h.. We can formulate the entropic-regularized optimal transport problem for optimizing the

transport plan T ∈ RCg.×Ch.
+ ,

min
T

∑
i,k

Di,k ·Ti,k + εTi,k logTi,k, s.t.
Ch.∑
k=1

Ti,k =
1

Cg.
,∀i, (14)

without the constraint
∑Cg.

i=1 Ti,k = 1/Ch.. Note that this can be considered as an unbalanced OT problem (Benamou, 2003;
Chizat et al., 2018), as Eq. 14 can be written as

min
T

∑
i,k

(Di,k ·Ti,k + εTi,k logTi,k) + λ1 ·Div.(TT · 1Cg. , 1/Ch. · 1Ch.) + λ2 ·Div.(T · 1Ch. , 1/Cg. · 1Cg.), (15)

with λ1 → 0 and λ2 → ∞, where Div. is some divergence measure and 1Cg. is a Cg.-length vector of ones. We now take
Eq. 14 and solve it by using Lagrange multiplier,

L =
∑
i,k

(Di,k ·Ti,k + εTi,k logTi,k) +

Cg.∑
i=1

βi

(
Ch.∑
k=1

Ti,k − 1

Cg.

)
. (16)

We proceed by taking the derivative of L with respect to Ti,k and setting it to 0,

∂L
∂Ti,k

= Di,k + ε(logTi,k + 1) + βi = 0 ⇒ Ti,k = exp (−Di,k/ε+ γi) , (17)

where γi = −(βi/ε+ 1) is some constant. To solve for γi, we can use the constraint
∑Ch.

k=1 Ti,k = 1
Cg.

,

exp(γi)

Ch.∑
k=1

exp(−Di,k/ε) =
1

Cg.
⇒ exp(γi) =

1

Cg. ·
∑Ch.

k=1 exp(−Di,k/ε)
, (18)

and obtain T̂i,k (by also setting ε =
√
d),

T̂i,k =
exp(−Di,k/

√
d)

Cg. ·
∑Ch.

k=1 exp(−Di,k/
√
d)

=
exp(zT

i,g.W
T
QWzk,h./

√
d)

Cg. ·
∑Ch.

k=1 exp(z
T
i,g.W

T
QWzk,h./

√
d)

, (19)

with the softmax term appearing as an entry for T̂. This is the same as the Transformer-based cross-attention operation up to
a multiplicative factor of 1/Cg..

C. Survival loss functions
Survival analysis models the time to an event, where the event outcome is not always observed (i.e., censored). In cancer
survival outcome prediction, a censored event refers to patient survival or last known follow-up time, whereas an uncensored
event is a patient death. Let T be a continuous random variable representing patient survival time, and the survival function
S(t) = P (T ≥ t0) be the probability of a patient surviving longer than time t0. The goal of survival analysis is to estimate
the hazard function, λ(t), which denotes the probability of an event occurring instantaneously at time t > t0 (Cox, 1972).
We now detail the Cox proportional Hazards and Negative log-likelihood survival losses.

C.1. Cox proportional hazards loss

Cox proportional hazards model parameterizes the hazard function as an exponential linear function λ(t|x) = λ0(t) exp
θx.

λ0 is the baseline hazard function describing how the risk of an event changes over time. θ are the model parameters
describing how the hazards vary with the features of a patient, x̄patient ∈ R2d. To express the likelihood of an event to be
observed at time t with model parameters θ, the Cox partial log-likelihood can be used (Wong, 1986):

l(θ, x̄patient) = −
∑
i∈U

(
x̄patient,iθ − log(

∑
j∈Ri

exp(x̄patient,jθ))

)
(20)
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∂l(θ, x̄patient)

∂x̄patient,i
= δ(i)θ −

∑
i,j∈Cj ,U

θ exp(x̄patient,iθ)∑
k∈Cj

exp(x̄patient,kθ)
(21)

where U is the set of uncensored patients, C is the set of censored patients, Ri is the set of patients whose last time of
follow-up or time of death is after i, and δ(i) signifies if event outcome is observed or if censored.

C.2. Negative log-likelihood loss

The Negative log-likelihood (NLL) survival loss (Zadeh & Schmid, 2021) generalizes the NLL to censored data. The
aim is to predict the survival of a patient from the learned patient level embedding x̄patient ∈ R2d. In accordance with
previous work (Zadeh & Schmid, 2021), the patient’s survival state is defined by: (1) censorship status c, where c = 0
represents an observed patient death due to disease and c = 1 corresponds to the patient’s last known follow-up, and (2)
a time-to-event ti, which corresponds to the time between the patient’s diagnosis and observed death if c = 0, or the
last follow-up if c = 1. Instead of predicting the observed time-to-event ti, we discretize it by defining non-overlapping
time intervals (tj−1, tj), j ∈ [1, ..., n] based on the quartiles of survival time values, and denote as yj . The setup
simplifies to a classification problem with censorship information, where each patient is now defined by (x̄slide, yj , c).
Next, we build a classifier such that each output logit ŷj corresponds to a time interval. Then, we define the discrete
hazard function fhazard(yj |x̄patient) = S(ŷj) where S is the sigmoid activation. Intuitively, fhazard(yj |x̄patient) represents
the probability that the patient dies during time interval (tj−1, tj). Additionally, we define the discrete survival function
fsurv(yj |x̄patient) =

∏j
k=1

(
1− fhazard(yk|x̄patient)

)
that represents the probability that the patient survives up to time interval

(tj−1, tj). Now, the NLL survival loss can be formally defined as:

L
(
{x̄(i)

patient, y
(i)
j , c(i)}ND

i=1

)
= (22)

ND∑
i=1

−c(i) log(fsurv(y
(i)
j |x̄(i)

patient)) (23)

+ (1− c(i)) log(fsurv(y
(i)
j − 1|x̄(i)

patient)) (24)

+ (1− c(i)) log(fhazard(y
(i)
j |x̄(i)

patient)) (25)

where ND is the number of samples in the dataset. Eq. 23 enforces high survival probability for patients alive after the
final follow-up, Eq. 24 enforces high survival up to the time stamp where death was observed for patients that died, and
Eq. 25 ensures correct timestamp is predicted for patients with observed death. As NLL does not require a set of patients for
training, unlike Cox loss, it has been the de-facto loss function for cancer survival prediction with histology data, with the
large number of tokens rendering the formation of patient batch infeasible.

C.3. Concordance Index

The Concordance Index (C-Index) (Harrell et al., 1982) is a popular metric to measure the performance of survival prediction
model (Chen et al., 2022; Jaume et al., 2024) and measures the rank correlation between the predicted risk scores and
observed time points t. In prognosis prediction, the C-Index can be conceptually understood as a metric that assesses the
accuracy of a model in predicting a higher risk of adverse outcomes for patients with shorter survival times. Formally,
C-Index is defined as the ratio of concordant pairs to total comparable pairs. Two patients i and j are comparable if the
patient with the lower observed time experienced an event (i.e., if ti > tj then δj = 1, where δ is a binary indicator of
whether event is observed or if last follow up time is known). A comparable pair (i, j) is considered concordant if the risk
predicted by a survival model f̂risk is larger for the patient with the smaller event time, i.e., f̂risk,j > f̂risk,i given tj < ti.
Otherwise, the pair is considered discordant (Pölsterl, 2020). While C-Index allows for easy comparisons between models,
known limitations exist, such as it is overly optimistic for increasing censorship in datasets (Uno et al., 2011).
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D. Datasets
D.1. TCGA cohort

We evaluate all baselines on 6 cancer cohorts from TCGA: Bladder Urothelial Carcinoma (BLCA), Breast Invasive Carcinoma
(BRCA), Lung adenocarcinoma (LUAD), Stomach adenocarcinoma (STAD), Colon and Rectum adenocarcinoma (CRC),
Kidney renal clear cell carcinoma (KIRC), and low-grade gliomas (LGG). Table 5 contains representative statistics of the
dataset. A WSI is tessellated into nonoverlapping patches (tokens) of 256× 256 pixels at 20× magnification (0.5µm/pixel).

Table 5. TCGA cohort statistics The number of patients, total WSIs, and the average number of patches (tokens) in a WSI. A single
patient can have multiple WSIs.

Num. of patients Num. of slides Avg. set size

BLCA 359 423 16,312
BRCA 868 928 11,565
LUAD 412 463 4,714
STAD 318 318 10,955
CRC 296 300 9,127
KIRC 340 346 12,802

D.2. RNA-seq expression data

Bulk RNA-seq expression for all TCGA cohorts—accessed from UCSC Xena database (Goldman et al., 2020)—is measured
by Illumina HiSeq 2000 RNA Sequencing platform and then log2(x+1) transformed RSEM normalized (Li & Dewey, 2011).
The Cg. = 50 Hallmark gene sets from Molecular Signatures Database (MSigDB) (Subramanian et al., 2005; Liberzon et al.,
2015) are used to select and organize genes into biological pathways. Hallmark gene sets represent well-defined biological
states in cancer. After organizing genes into Hallmark gene sets, we had 4,241 unique genes across the 50 gene sets. The
average length of the gene sets is 142, with the minimum and maximum of 31 and 199.

E. Baselines
E.1. Unimodal baselines

In this section, we explain the unimodal MIL baselines that we compare our proposed framework with.

1. ABMIL (Ilse et al., 2018): Attention-based multiple instance learning (ABMIL) first assigns patch-level importance
scores through a local attention mechanism, where the score for one patch only depends on the contents of that patch.
The attention-weighted sum of patches is used as the slide-level representation. The independence assumption of
ABMIL neglects correlations between different patches.

2. TransMIL (Shao et al., 2021): Since ABMIL is unable to learn patch-level correlations, Transformer-based multiple
instance learning (TransMIL) has been proposed. TransMIL first squares the sequence of low dimensional representa-
tions, then applies a Pyramidal Positional Encoding module to encode spatial knowledge, and finally uses Nystrom
attention (Xiong et al., 2021) to approximate self-attention scores between patches. The CLS token is taken as the
slide-level representation.

3. Low-rank MIL (Xiang & Zhang, 2022): While TransMIL tries to learn slide-level representations by encoding patch
correlations, it does not leverage the redundancy in WSI, which (Xiang & Zhang, 2022) used to propose iterative
low-rank attention (ILRA). Each ILRA block consists of two layers: one aims to project the sequence of patch
representations to a low-rank space by cross-attending it with a latent matrix, and the second reconstructs the input.
Max-pooling over the output of k such layers yields a low-rank slide-level representation.

4. AttnMISL (Yao et al., 2020): In contrast with ABMIL, TransMIL, and ILRA, which learn slide-level representations
using patch representations, AttnMISL first clusters patches into morphological prototypes using K-means clustering.
Next, each prototype is encoded using prototype-specific fully convolutional Siamese networks (Yao et al., 2019). The
slide-level representation is then created using local attention pooling over the prototypes.
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5. Information Bottleneck MIL (Li et al., 2023): Information bottlenecks (IB) are used to compress a WSI by removing
irrelevant instances. IB aims to find patch instances that minimize the mutual information between the distribution
of patches and patch representations. By only keeping such instances, (Li et al., 2023) argue that most informative
patches are retained, which can then be aggregated into a compact representation of WSI.

6. Unimodal MMP: This is similar to PANTHER (Song et al., 2024a) in that GMM is used to map each histology
patch embeddings into a pre-defined set of morphological prototypes. However, whereas PANTHER concatenates the
post-aggregation embeddings to form the slide representation, the unimodal MMP employs f pre

h. , f pre
c,g., and f post

c that
are learned along with the downstream tasks.

E.2. Multimodal baselines

We compare our proposed method MMP with several early-fusion multimodal survival baselines.

1. MCAT (Chen et al., 2021): Multimodal Co-Attention Transformer (MCAT) is an early fusion technique that learns a
dense co-attention mapping between histology and omic tokens. This mapping is then used to calculate omic-guided
histology features, which are concatenated with omics to predict patient survival. MCAT uses omic prototypes because
it groups genes into 6 functional families.

2. MOTCat (Xu & Chen, 2023): Multimodal Optimal Transport-based Co-attention Transformer (MOTCat) uses Optimal
Transport to learn an optimal plan between histology tokens and genes grouped into 6 functional groups, similar to
MCAT. The estimated optimal transport plan is then used for selecting the most informative histology tokens.

3. SurvPath (Jaume et al., 2024): Unlike MCAT and MOTCat, which are limited to six gene families, SurvPath introduces
a transcriptomics tokenizer to encode genes into biological pathways that represent known cellular functions. The
pathway tokens are then fused with histology patches via a memory-efficient transformer, which learns interactions
between pathways and those between pathways and histology, but does not learn histology-to-histology interactions.

4. CMTA (Zhou & Chen, 2023): Cross-Modal Translation and Alignment (CMTA) framework uses two parallel
Transformer encoder-decoder modules. Encoders are used to extract intra-modal representations for each modality.
Decoders generate cross-modal representations. A cross-modal attention module between the two encoders facilitates
learning the cross-modal relations.

F. Clinical baselines
We assess how MMP and other survival prediction frameworks perform against basic clinical information included in
patient metadata. Based on age, sex, and grade, empirically shown as crucial prognostic factors (Bonnier et al., 1995; Rakha
et al., 2010; Tas et al., 2013; Yu et al., 2022), we perform univariate/multivariate linear Cox regression to obtain the baseline.
We observe that MMP outperforms the baseline overall, hinting at its clinical potential for patient prognosis.

Table 6. Survival prediction with clinical variables The clinical variables for the TCGA cohort were downloaded from cBioPortal. All
denotes the combination of age, sex, and grade.

Dataset BRCA BLCA LUAD STAD CRC KIRC Avg. (↑)

Age 0.496±0.086 0.578±0.056 0.533±0.063 0.449±0.055 0.357±0.161 0.554±0.147 0.495
Sex 0.490±0.011 0.489±0.028 0.480±0.049 0.529±0.069 0.542±0.070 0.437±0.057 0.495
Grade 0.597±0.078 0.515±0.018 N/A 0.552±0.055 N/A 0.594±0.083 N/A
All 0.563±0.055 0.570±0.033 0.528±0.028 0.592±0.044 0.655±0.119 0.602±0.066 0.585
MMPTrans. 0.738±0.069 0.635±0.051 0.642±0.037 0.598±0.051 0.630±0.125 0.747±0.106 0.665

G. Histology ablations
We perform additional experiments in four cancer types, varying: (1) the number of histology prototypes (Ch = 8, 16, 32)
and (2) the pretrained encoder (ResNet50, CTransPath, and UNI). The results are shown in Tables 7, 8.

We observe that performance with UNI features is relatively consistent across Ch, with Ch = 32 being the weakest. The
choice of Ch = 16 was influenced by two factors: (1) This gave the best overall performance in multimodal evaluation.
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(2) Ch = 8 sometimes fails to distinguish between two similar but subtly different morphological exemplars (by grouping
them into a single cluster), whereas Ch = 32 induces harder morphological interpretation due to an excessive number of
exemplars. Ch = 16 offered the best trade-off.

Table 7. Ablation on the number of histology prototypes Unimodal MMP was trained on varying number of histology prototypes Ch.

for select cancer types.
Dataset BRCA BLCA LUAD CRC Avg. (↑)

Ch. = 8 0.720± 0.06 0.601± 0.04 0.592± 0.04 0.641± 0.11 0.639
Ch. = 16 0.669± 0.12 0.593 ± 0.06 0.600± 0.04 0.646± 0.11 0.627
Ch. = 32 0.680 ± 0.09 0.590± 0.05 0.587± 0.04 0.617± 0.13 0.619

Table 8. Ablation on the histology encoder Unimodal MMP was trained on different histology encoders for select cancer types.
Dataset BRCA BLCA LUAD CRC Avg. (↑)

ResNet50 0.574± 0.11 0.511± 0.05 0.600± 0.06 0.534± 0.18 0.555
CTransPath 0.653± 0.10 0.566± 0.05 0.578 ± 0.02 0.574 ± 0.14 0.593
UNI 0.669 ± 0.12 0.593 ± 0.06 0.600 ± 0.04 0.646 ± 0.11 0.627

H. Survival loss ablation experiment
We assess how the train batch size affects the performance, using the Cox proportional hazards loss (Cox, 1972) and NLL
survival loss (Zadeh & Schmid, 2020) (Table 9). To this end, we use the MMP full model. We observe that the C-Index
increases with a larger batch size until it reaches the peak and starts to decline, regardless of the loss function (peak for Cox
loss: 0.665 with batch size 64 and NLL loss: 0.644 with batch size 16). The increase can be attributed to stable training
from having more patients in each batch to compare the predicted risks against (Kvamme et al., 2019). The decrease is
likely due to a smaller number of parameter updates within the same number of epochs. This suggests the benefits of
batch-based training for survival prediction, which does not apply to non-prototype-based approaches as they rely on the
NLL survival loss with a single patient batch due to large Nh.. We also observe that employing the Cox loss gives a better
overall performance, which illustrates another benefit of forming a batch of patients in MMP with fewer tokens. We attribute
the lower performance of NLL survival loss to the discretization of time into non-overlapping coarse bins, which might
result in discarding valuable survival information.

Table 9. Batch size ablation. Average C-Index across 5 cross-validation folds with varying batch sizes of patients with Cox and NLL loss.
A batch of a single patient cannot be used for Cox loss.

BRCA BLCA LUAD STAD CRC KIRC Avg.(↑)

C
ox

B = 1 N/A N/A N/A N/A N/A N/A N/A
B = 16 0.711 0.642 0.648 0.558 0.635 0.730 0.654
B = 32 0.729 0.636 0.648 0.584 0.627 0.735 0.660
B = 64 0.738 0.635 0.645 0.598 0.630 0.744 0.665
B = 128 0.729 0.622 0.644 0.586 0.617 0.731 0.655

N
L

L

B = 1 0.664 0.602 0.616 0.508 0.627 0.712 0.621
B = 16 0.662 0.635 0.656 0.561 0.660 0.691 0.644
B = 32 0.618 0.622 0.646 0.570 0.554 0.690 0.617
B = 64 0.590 0.616 0.635 0.556 0.574 0.678 0.608
B = 128 0.587 0.610 0.623 0.523 0.523 0.640 0.584

I. Additional interpretability results
Unimodal: Compared to Fig. 2, Fig. 3A visualizes multiple prototype heatmaps, illustrating how different prototypes
reflect distinct morphological tissue patterns in the tumor microenvironment. Using their nearest histology patches, a
board-certified pathologist qualitatively assessed and captioned each prototype with a general morphological description.
We found that using Ch. = 16 may still have redundancy in unique prototypes, as multiple prototypes are found to describe
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Figure 3. Cross-modal interaction visualization. (A) BRCA WSIs with their prototype assignment map (categorical assignment of
each histology patch to their nearest prototype), and prototype heatmaps of the the top-3 prominent tissue patterns in the WSI. (B)
Morphological annotations provided by a board-certified pathologist of the nearest histology patches for each prototype. (C) For each
prototype visualized in (A), we can visualize its most highly-attended pathways (h. → g.), i.e., which pathways correspond to the queried
prototype (pathway importance).

IDC presence (C1, C8, C9, C10, C13). In general, however, each prototype was still found to be semantic in delineating
general tumor tissue, normal connective tissue and stroma, adipose tissue, and tissue with immune cell presence, which is
reflected in the high performance of unimodal MMP over other histology baselines found in Table 1 (with MMP using
Ch. = 8 and Ch. = 32 having worse performance in Table 3).

Multimodal: In Fig. 3C, we further visualize cross-modal histology to pathway interactions (h. → g.) in BRCA, a
unique capability in MMP compared to other works which have only visualized pathway to histology interactions (g.
→ h.) (Chen et al., 2021; Xu et al., 2023; Jaume et al., 2024). Across all (h. → g.) visualizations for the prototypes
shown in Fig. 3C, fatty acid metabolism and cholesterol homeostasis were conserved in having high cross-attention scores,
which corroborates with biomedical literature on how cancer cells hijack these pathways for exogenous energy uptake
from the tissue microenvironment (enabling tumorigenesis and cancer progression) (Nelson et al., 2014; Koundouros &
Poulogiannis, 2020). Other conserved and highly-attended pathways include tumor necrosis factor (TNF)-α signaling and
epithelial-mesenchymal transition (EMT), which are canonical markers related to tumor proliferation and invasion (Wu
& Zhou, 2010; Dongre & Weinberg, 2019). We note that SurvPath also found EMT to have high importance, however,
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we note a subtle difference in that EMT importance was derived from attribution-based interpretability with respect to
predicted survival risk, and not via cross-attention that pinpoints a relationship with an exact morphological pattern. In
MMP, we find that EMT not only attends to invasive tumor (C10), but is also the most highly-attended pathway to adipose
tissue (C5), which corroborates with recent and accumulating evidence of adipose tissue being more than a causal observer
in contributing to inflammation and tumor progression (Wang et al., 2012; Olea-Flores et al., 2018; Giudetti et al., 2019;
Ishay-Ronen et al., 2019; Olea-Flores et al., 2020; Loo et al., 2021).

J. Limitations & recommendations for future directions
Multimodal interpretability: Due to potential redundancy of prototypes (corresponding to unique morphological patterns),
queries for (h. → g.) are not unique, with many prototypes associated with tumor cell presence of IDC morphology
and thus querying similar pathways. In Fig. 2, we also note potential asymmetrical relationships in histology-pathway
correspondences, in which cholesterol homeostasis highly attends to C13 (top 3 pathways out of 50) but C13 does not attend
as highly to cholesterol homeostasis (top 6 prototypes out of 16). Again, this may be due to the redundancy of prototypes,
with other IDC-related prototypes (C8) highly attending to cholesterol homeostasis instead. We note that though pathologist
annotation found many clusters to correspond to similar morphological patterns for tumors, there may exist subtle differences
in fine-grained features such as tumor grade, tumor invasiveness, tumor colocalization with stroma, adipose tissue, and
immune cells which may have fine-grained interactions to pathways. Future directions include developing approaches
that would narrow down the number of unique prototypes, which may improve both survival modeling and cross-modal
interpretability.

Study designs involving TCGA: The TCGA is the largest publicly-available pan-cancer atlas with paired histology-omic
samples, and has been an immeasurable resource for the CPath community in building computational tools for unimodal
and multimodal cancer prognosis. Still, the TCGA has several limitations which we provide caution. First, in addition to
issues such as site-specific H&E intensity bias (Howard et al., 2021), and demographic bias (Vaidya et al., 2024), pretrained
encoders developed on the TCGA should also be avoided when evaluating multimodal cancer prognosis tasks due to potential
issues in data contamination. Though UNI was not pretrained on TCGA (Chen et al., 2024), using UNI (or any pretrained
ROI encoder) as a part of non-parametric methods such as K-means clustering or GMMs may still lead to instances where
all patches can be assigned to a single prototype, as demonstrated in PANTHER (Song et al., 2024a). Second, important
consideration must be taken in utilizing the different survival endpoints available for each TCGA cohort. For instance,
the median time-to-event and time-to-censor for disease-specific survival TCGA-BRCA is 26 and 25 months respectively,
meaning that the follow-up time is too short to see breast cancer-specific deaths. Other works which have assessed the
suitability of DSS as a survival endpoint in TCGA-BRCA were able to still show statistically significant differences between
ER+ and ER- tumors, while also acknowledging its shortcomings (Liu et al., 2018).

Unimodal versus multimodal survival analysis: As emphasized in the Introduction and Related Work sections,
multimodal survival analysis is a challenging clinical task that has seen significant interest in the biomedical, computer
vision, and machine learning communities. Though multimodal integration generally outperforms unimodal baselines, we
note that the development of better unimodal baselines may (or may not) close the performance gap for certain cancer types,
which is an area of further exploration. In PORPOISE (Chen et al., 2022) and MCAT (Chen et al., 2021), multimodal
integration (using ResNet50 features transferred from ImageNet for histology and gene families from MutSigDB for
genomics) was found to improve in 9 out of 14 cancer types in the TCGA, with genomics generally outperforming histology
in unimodal baselines. In SurvPath (Jaume et al., 2024), MOTCat (Xu et al., 2023) and PIBD (Zhang et al., 2024), which
improved unimodal baselines in MCAT using CTransPath features and hallmark gene family features, also found very similar
trends with multimodal improvement. Interestingly, MCAT was shown to lag behind unimodal genomics in the analysis
of SurvPath, which may be attributed to not only stronger gene features used, but also higher computational complexity
with the increased number of omics tokens used for Transformer attention (thus necessitating computational efficiency). In
MMP, which improves the unimodal histology baseline further using UNI features, we observe that the unimodal ablation of
MMP (based on GMM, 0.611 overall C-Index) is able to catch up with unimodal genomics baselines (0.612 to 0.614 overall
C-Index) and also with multimodal baselines like MCAT (0.610 overall C-Index) (Table 1). We hypothesize that this is
due to the simplicity of GMMs in representing WSIs as a fixed set of prototypes, which thus allows supervision using the
Cox loss instead of the negative log-likelihood loss. As better unimodal baselines are developed, we envision new types
of multimodal fusion techniques will also be needed that would emphasise simplicity and interpretability in developing
easy-to-train survival methods in high-dimensional, low-sample size regimes for cancer prognostication.
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