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Abstract

This study presents a multi-modal multi-001
granularity tokenizer specifically designed for002
analyzing ancient Chinese scripts, focusing on003
the Chu bamboo slip (CBS) script used dur-004
ing the Spring and Autumn and Warring States005
period (771-256 BCE) in Ancient China. Con-006
sidering the complex hierarchical structure of007
ancient Chinese scripts, where a single char-008
acter may be a combination of multiple sub-009
characters, our tokenizer first adopts character010
detection to locate character boundaries, and011
then conducts character recognition at both the012
character and sub-character levels. Moreover,013
to support the academic community, we have014
also assembled the first large-scale dataset of015
CBSs with over 100K annotated character im-016
age scans. On the part-of-speech tagging task017
built on our dataset, using our tokenizer gives018
a 5.5% relative improvement in F1-score com-019
pared to mainstream sub-word tokenizers. Our020
work not only aids in further investigations of021
the specific script but also has the potential to022
advance research on other forms of ancient Chi-023
nese scripts.024

1 Introduction025

Deep neural networks have demonstrated remark-026

able success in various natural language process-027

ing tasks (OpenAI, 2023; Touvron et al., 2023) as028

well as the analyses of ancient languages (Som-029

merschield et al., 2023). Inspired by these former030

works, we aim to apply deep learning to the anal-031

ysis of ancient Chinese scripts. However, this ap-032

plication faces three challenges: (1) Most of these033

ancient scripts are stored as images, which are more034

difficult to analyze than texts. (2) A large propor-035

tion of the characters is rare or undeciphered, mak-036

ing it challenging to train data-driven neural net-037

works. This also implies that the widely-used sub-038

word tokenizers such as BPE (Sennrich et al., 2016)039

and SentencePiece (Kudo and Richardson, 2018)040

fall short because the neural networks struggle to041
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Figure 1: Overview of our proposed tokenizer on an
example. Each ancient character is mapped to a modern
character if possible. Otherwise, the tokenizer rolls back
to decomposing the character into sub-character units,
potentially containing useful information. One possible
deciphering of the text is “At first, action is not simple”.
The slip shown is the 14th slip in Zhonggong document
from the Shanghai Museum Slips.

learn informative representations of the rare and 042

undeciphered characters. (3) Current tokenizers 043

struggle to generalize to unseen materials, in which 044

there is a considerable ratio of out-of-vocabulary 045

(OOV) characters. 046

To overcome these challenges, we propose a 047

novel multi-modal multi-granularity tokenizer tai- 048

lored for ancient Chinese scripts, focusing on the 049

2000-year-old Chu bamboo slip (CBS) script from 050

ancient China. The tokenization pipeline begins 051

by detecting and ordering the characters in image 052

scans of the raw materials into a sequence of char- 053

acter images. Next, each character is recognized 054

within a pre-defined vocabulary. If the recogni- 055

tion confidence is low, the tokenizer rolls back to 056

tokenizing the character into sub-character compo- 057
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nents (components that make up Chinese characters058

and are larger than a stroke, and smaller than a char-059

acter) which may contain rich information about060

the semantics or phonetics of the text (Sun et al.,061

2014; Nguyen et al., 2017; Si et al., 2023a).062

To demonstrate the effectiveness of our tok-063

enizer, we collect and release the first dataset of064

CBS texts. It contains 102,722 annotated CBS char-065

acter images, from 5,033 slips and 164 documents.066

To facilitate further investigation, we have devel-067

oped a user-friendly platform where researchers068

with different expertise can access and analyze the069

dataset with ease. The proposed tokenizer signif-070

icantly outperforms the existing baselines, espe-071

cially on the task of part-of-speech tagging.072

The main contributions of this study can be sum-073

marized as follows:074

1. We collect, process, and release CHUBS, the075

first large-scale dataset on Chu Bamboo Slip076

script in a format that is convenient for typical077

NLP workflows.078

2. We propose an annotation scheme for pro-079

vided useful information about the sub-080

character features of CBS scripts to address081

the large proportion of out-of-vocabulary char-082

acters prevalent in CBS.083

3. Based on the sub-character annotations, we084

propose a multi-granularity tokenizer that out-085

perform ordinary character-based tokenizers086

on downstream tasks.087

4. We build a platform for easy access to the data088

for researchers of all background to facilitate089

future research.090

2 Related Works091

Tokenization Tokenization is the process of split-092

ting a sentence into units. It is essential to current093

natural language processing techniques and have094

an integral impact on downstream performance095

(Mielke et al., 2021). Current NLP tokenizers ac-096

cept text sequences as inputs and split them into097

pieces that are then turned into integers to be han-098

dled by neural networks. In this work, although the099

tokenization process start from the image scan of100

text inscriptions, the goal is to convert the raw repre-101

sentation into a sequence of simple representations102

that are easy for the pipeline to handle. Therefore,103

we call our method a tokenization pipeline.104

Chinese Tokenization Regarding Chinese char- 105

acters, most existing tokenization methods operate 106

on the character level. Each token is either once 107

character or a combination of character (Si et al., 108

2023a). Such method disregard the fact that each 109

Chinese character is composed of components that 110

encode information that may be useful for analyz- 111

ing the language. Numerous works have shown 112

that tokenizing characters at the sub-character level 113

can improve the downstream performance of Chi- 114

nese, Japanese, and Korean neural models. Some 115

notable works include Sun et al. (2014); Li et al. 116

(2015); Song et al. (2018); Si et al. (2023a), which 117

have shown that utilizing sub-character compo- 118

nents can improve the quality of learned embed- 119

dings, as measured by improved performance or 120

efficiency in a wide range of language understand- 121

ing tasks compared to conventional tokenizers. For 122

pre-trained language models, Si et al. (2023a) show 123

that converting Chinese characters to sub-character 124

sequences can improve the efficiency and robust- 125

ness in general language understanding. In lan- 126

guage generation, Wang et al. (2022) have showed 127

that using stroke information can improve English- 128

Chinese translations. 129

Deep Learning Applications in Ancient Scripts 130

As a result of the recent advances in the capabil- 131

ities of deep neural networks in computer vision 132

and natural language processing, there have been 133

numerous works that utilize deep learning methods 134

to assist research in ancient scripts (Sommerschield 135

et al., 2023). Some examples include ancient Greek 136

(Assael et al., 2022), Devanagari (Narang et al., 137

2021), ancient Chinese (Zhang and Liu, 2021), an- 138

cient Japanese (Clanuwat et al., 2019), etc. To 139

the best of our knowledge, our work represent the 140

first attempt to apply deep learning methods in the 141

processing of Chu bamboo slips. 142

3 Dataset 143

We begin with a brief introduction to the back- 144

ground of the CBSs (Section 3.1). Then, we de- 145

scribe the collection process of our dataset called 146

CHUBS (CHU Bamboo Slips) (Section 3.2). Fi- 147

nally, we present an open platform for convenient 148

access to our data, especially for researchers of 149

different backgrounds (Section 3.3). 150

3.1 Chu Bamboo Slips 151

CBSs are the writing materials used in ancient 152

China during the Warring States period over two 153
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Source name Chinese name # documents # slips # characters

Tsinghua University Slips 清华简 50 1,402 31,468
Shanghai Museum Slips 上博简 60 881 25,795
Baoshan Slips 包山简 4 337 12,647
Guodian Slips 郭店简 18 705 11,865
Geling Slips 葛陵简 8 743 6,209
Zenghouyi Slips 曾侯乙简 4 198 6,016
Jiudian Slips 九店简 2 232 2,956
Wangshan Slips 望山简 3 273 2,218
Changtaiguan Slips 长台关简 3 148 1,504
Zidanku Silk 子弹库帛 7 7 1,471
Yangtianhu Slips 仰天湖简 1 42 335
Wulipai Slips 五里牌简 1 18 109
Xiyangpo Slips 夕阳坡简 1 2 54
Ynagjiawan Slips 杨家湾简 1 38 41
Caojiagang Slips 曹家岗简 1 7 34

Total 164 5,033 102,722

Table 1: The amount of data from different sources of our collection of CBSs.

thousand years ago, and the earliest known large-154

scale form of calligraphic writing1. The study of it155

holds great linguistic, historical, and cultural value,156

especially for East Asian scripts. The content in-157

cludes, for instance, the oldest known records of158

ancient classics such as the Book of Documents159

(also the Classic of History, Chinese: 尚书) and160

Classic of Poetry (Shijing, Chinese: 诗经).161

The slips survived over two thousand years162

mainly because when they were submerged in wa-163

ter until excavation, protecting them from oxida-164

tion. For the same reason, most current slips are165

found along the Yangtze River. As shown in Figure166

2, the form of the slips is highly regular, most are167

45cm long and 0.6cm wide. The longer slips typi-168

cally carry between 27 to 38 characters. Multiple169

slips are tied together to form documents. A real170

example of a CBS is given in Appendix A.171

3.2 CHUBS172

Digitizing and understanding CBSs, especially in173

the view of natural language processing, are of174

great value in promoting history, culture, and art175

research studies. However, to the best of our knowl-176

edge, there is no public large-scale collection of177

CBS dataset prepared in a accessible format that is178

convenient for usage in typical workflows within179

the machine learning community. Thus, to facil-180

1Some Oracle Bone Script were formed by brushes, but
only in extremely small amounts.

itate the application of machine learning to aid 181

research in CBS, we collect and publish the first 182

dataset of CBS inscriptions, called CHUBS. It in- 183

cludes high-quality scanned images of the slips and 184

their text annotations. 185

3.2.1 Data Source 186

All data is extracted and processed from publicly 187

released textbooks or records by paleographers, 188

containing image scans and transcriptions of a set 189

of bamboo slips from certain excavation projects. 190

We supplemented the materials with some miss- 191

ing transcriptions and extracted the images of the 192

characters from the slip images. 193

These materials are widely known in the com- 194

munity of paleographers in ancient Chinese scripts. 195

Our contribution is that we are the first to compile 196

these materials into an easily accessible format for 197

the application of machine learning methods. We 198

have been careful to ensure that there is no restric- 199

tion on the use of these materials, and the data will 200

be released under a permissive license. 201

Since all image scans are extracted and pro- 202

cessed from publicly released textbooks containing 203

unearthed materials from various sources and dif- 204

ferent periods, variations between scans produced 205

by different teams are inevitable. For example, 206

some scans are black, while others are in color. 207

Table 1 lists each of the data sources as well 208

as the number of documents, slips, and characters 209
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from each source. It is worth noting that many of210

the sources do not have an official English name.211

Therefore, we only give the pinyin transcription of212

the Chinese name. We highly suggest interested213

readers use the Chinese name when possible for214

future research.215

3.2.2 Annotating Sub-Character Components216

Each character is annotated with modern Chinese217

text. However, manual inspection reveals that at218

least 27% of the characters in our dataset are not219

within the set of modern Chinese words2 (these220

characters do not have a UTF-8 encoding). In221

other words, 27% of the detected characters are222

out of vocabulary (OOV) if we tokenize them on223

character-level granularity.224

There are two reasons for this high proportion of225

OOV CBS characters:226

1. The CBS character has not yet been deci-227

phered due to drastic changes in character228

forms or material degradation.229

2. The CBS character does not have a modern230

Chinese equivalent (but experts believe that231

they know the meaning of the character).232

Such CBS characters are annotated with a set of233

sub-character components such as radicals or pi-234

anpang. For instance, assuming the character “想”235

(pronunciation: xiang) does not have a modern236

equivalence, it may be labeled as “相心”3 (pronun-237

ciation: xiang xin). If even such sub-character com-238

ponents are unrecognizable, it is annotated with a239

placeholder to indicate that the character is unrec-240

ognizable.241

However, there is no common consensus on how242

to split Chinese characters into sub-character com-243

ponents. Our approach is based on the philoso-244

phy that each unit shoudl be semantically or pho-245

netically meaningful (i.e., it is a morpheme or a246

phoneme). This is because we hypothesize that247

further splitting such units does not provide addi-248

tional useful information about the text, but may249

introduce noise or result in unnecessarily lengthy250

token sequences.251

Concretely, we request an expert in the field252

(with a Ph.D. degree studying CBS) to annotate253

each CBS character with the corresponding sub-254

character components. One possibility is to label255

2A word may consist of multiple characters.
3We have refrained from using a more advanced encoding

system (such as including the positioning of the components)
to keep the annotation cost low.

the pianpang. However, this has two main limita- 256

tions when applied to CBS scripts. Firstly, CBS 257

characters are very different from modern Chinese 258

and not every CBS character has a pianpang. Sec- 259

ondly, we want to retain as much information about 260

the character as possible, so we need a method for 261

annotating the semantics or phonetics of the part of 262

the characters that is not the pianpang as well. 263

3.2.3 Sub-Character Component Annotation 264

Scheme 265

Addressing the above limitations, our final anno- 266

tation procedure is as follows. For a given CBS 267

character, if it is already labeled with a modern Chi- 268

nese character (i.e., it is not OOV), we keep it as it 269

is. Otherwise, we first identify it as one of the three 270

types of Chinese characters: logograms (xiangxing 271

characters, Chinese: 象形字), semantic-phonetic 272

compound characters (xingsheng characters, Chi- 273

nese: 形声字), and phonograms (jiajie characters, 274

Chinese: 假借字). Such classification of Chinese 275

characters was first introduced by (Chen, 1956), 276

and is commonly taught in Chinese schools4. Then, 277

we start with a sub-character vocabulary with 540 278

items introduced by Shuowen Jiezi (Xu, 1963), a 279

well-known Chinese dictionary released around 280

100 CE during the Eastern Han dynasty. 281

• For semantic-phonetic compound charac- 282

ters, we split them into the semantic and pho- 283

netic parts (the former is always a logogram), 284

and apply the following rules. 285

• For logograms and phonograms: we try to 286

split it into components of the current sub- 287

character vocabulary. If there exists a part of 288

the character that is not and does not include 289

any of the current sub-character components, 290

we add that part as a sub-character component 291

into the vocabulary. 292

Repeating this process for all characters in our li- 293

brary results in 798 sub-character components in 294

total, which makes up our final sub-character vo- 295

cabulary. 296

We emphasize that the vocabulary construction 297

may have significant impact on the downstream 298

performance, but it is out of the scope of this thesis 299

work. 300

4This categorization scheme is called “three category the-
ory” (san shu shuo, Chinese: 三书说), but there are also
other categorization methods. Two notable instances are “four
category theory” and “six category theory”.
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3.3 Open Platform301

To better foster future research in CBS scripts, we302

build and release a platform to make accessing our303

data more convenient for researchers from different304

backgrounds. The platform allows the download of305

the entire collection as well as searching particular306

images based on the text annotation, origin, and307

character appearance (searching by hand-written308

strokes), which is essential for searching for charac-309

ters without modern Chinese equivalents. Further,310

this platform also features pipeline processing capa-311

bilities for CBS, including detecting, recognizing,312

and retrieving characters, significantly reducing313

both time and human resources for experts. Specifi-314

cally, for a CBS image, it can detect each character315

and recognize it with our multi-modal tokenizer.316

Appendix B displays a screenshot of this platform.317

4 Multi-Modal Multi-Granularity318

Tokenizer319

In summary, our tokenizer consists of multiple neu-320

ral networks that perform object detection and clas-321

sification in a pipeline. The input is the image of322

the material containing the Ancient inscriptions.323

The pipeline consists of the following steps:324

1. The characters in the bamboo slip are detected325

using an object detection model, cropped then326

ordered into a sequence based on their loca-327

tion.328

2. Each image is fed to a character recognition329

that maps the CBS characters into a modern330

Chinese character/word.331

3. If the classification confidence is lower than332

a certain threshold, the tokenizer falls back333

to sub-character analysis by recognizing the334

sub-character components of the character.335

The output is a sequence where each element is336

either a single character or a set of sub-character337

components. The classification confidence thresh-338

old is typically determined using a validation set of339

examples from the downstream task.340

4.1 Sub-Character Recognition341

As mentioned in Section 3.2.2, many characters342

in our dataset are not within the set of modern343

Chinese words. For such characters, assigning a344

unique class would not be conducive, because the345

class label may not help us better understand the346

ancient text. Therefore, we propose to recognize347

the sub-character components5 of the characters 348

instead. This may be beneficial for downstream 349

tasks because Chinese character components may 350

represent rich information about the phonetics and 351

semantics of the character. 352

This is done with a multi-label classifier whose 353

vocabulary is simply the set of 798 sub-character 354

components we have annotated in CHUBS. 355

5 Experimental Details 356

5.1 Models 357

Character Detection Specifically, we employ 358

the YOLOv5 model (Jocher et al., 2020), one of 359

the most used versions in the YOLO series (Red- 360

mon et al., 2016). We train this model on the CBS 361

images annotated by domain experts. 362

Character and Sub-Character Recognition 363

For both character and sub-character recognition, 364

we try both ResNet (He et al., 2016) and Vi- 365

sual Transformer (ViT) (Dosovitskiy et al., 2020), 366

which are two strong models with great capabil- 367

ities in image classification. We use roughly the 368

same number of parameters for both architectures. 369

The difference between character and sub-character 370

recognition is the number of classes and that the for- 371

mer is an ordinary multi-class classification while 372

the latter is a multi-label classification. 373

Specifically, we start from commonly used pub- 374

lic checkpoints, the official resnet152 model of 375

PyTorch and the ViT by Wu et al. (2020)6. These 376

model checkpoints are pre-trained on ImageNet 377

(Deng et al., 2009), and we finetune them on 378

CHUBS. 379

5.2 Training Data 380

Detector Training Data To train the CBS char- 381

acter detector, an expert paleographer is asked to 382

manually annotate a small number of CBS. The 383

annotations are then quality-checked by other au- 384

thors. In total, 177 image scans of bamboo slips 385

from Tsinghua University Slips were annotated, of 386

which 141 were used as training data, and 36 for 387

validation. We emphasize that this annotation pro- 388

cess is rather simple because most CBS characters 389

are very easy to identify in the image scans. 390

5We use “components” to refer to any consistent and fre-
quent set of strokes smaller than or equal to a character.

6https://huggingface.co/google/
vit-base-patch16-224
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Classifier Training Data The character and sub-391

character recognizer are simply trained on CHUBS,392

since the data already contains all supervision393

needed. The frequency distribution of the char-394

acters follows a Zipfian distribution, so approx-395

imately half of the characters only appear once396

in the dataset. To ensure that each class contains397

enough data for both training and testing, we dis-398

card characters that have less than k images (we use399

k = 3, 10 in character recognition and k = 2, 20 in400

sub-character recognition). We then split the data401

into training, validation, and test sets by an 8:1:1402

ratio, while ensuring that the test set has at least403

one example from every class.404

5.3 Training Details405

All training experiments are conducted on an A100406

GPU, and implemented with PyTorch. We use the407

Adam optimizer (Kingma et al., 2020) and a learn-408

ing rate scheduler that decays by 0.9 after every409

epoch. We only search different batch sizes and410

maximum learning rates during the hyperparameter411

search to keep the computational cost low.412

6 Results413

Since the tokenization pipeline has three steps,414

we first show the empirical performance of each415

part. Then, we apply the tokenizer on an example416

downstream task, part-of-speech (POS) tagging, to417

demonstrate its effectiveness over character-based418

tokenizers (one CBS character per token).419

6.1 Character Detection420

The performance of the character detector is shown421

in Table 2. The near-perfect F1-score implies that422

the model is well-suited and robust for CBS char-423

acters and that it introduces minimal noise to our424

tokenization pipeline. Based on these detection425

results, we then conduct character recognition.426

Precision Recall F1

0.998 0.996 0.997

Table 2: Character Detection Results with YOLOv5.

6.2 Character Recognition427

The result of the character recognizer on the test428

set is shown in Table 3, in which we can see that429

ViT consistently outperforms ResNet, which is con-430

sistent with the results by the authors of ViT. The431

Model Top-1 Top-3 Top-5 Top-10

k = 3

ResNet 61.23 65.48 70.84 72.33
ViT 73.48 84.65 87.45 89.95

k = 10

ResNet 72.60 83.70 87.18 90.57
ViT 90.11 95.03 96.06 97.16

Table 3: Accuracy (in %) of character recognition mod-
els on the test set. k indicates the minimum occurrence
of a character in the dataset.

Method Recall Precision F1

k = 2

ResNet 84.79 77.32 80.88
ViT 22.48 26.31 24.24

k = 20

ResNet 85.70 78.31 80.19
ViT 28.57 28.23 28.40

Table 4: Recognition result (in %) of sub-character
components of our model.

high accuracy indicates that the application of such 432

deep learning offers great practical value. 433

6.3 Sub-Character Recognition 434

Table 4 shows the performance of the sub-character 435

recognition module. Perhaps surprisingly, ResNet 436

beats ViT by a large margin, which differs from 437

the observation in the character recognition exper- 438

iments. One possible explanation for this is that 439

each head in the multi-head attention module is 440

responsible for recognizing a certain set of com- 441

ponents (or their corresponding features), but the 442

number of classes is too great for the architecture. 443

Further investigations are outside this work’s scope. 444

6.4 Downstream Task: Part-of-Speech 445

Tagging 446

To demonstrate the effectiveness of our multi- 447

granularity tokenizer, we apply it to a part-of- 448

speech (POS) tagging task in the CBS script. 449

We create a POS tagging dataset for CBS by 450

manually annotating 1,109 randomly sampled sen- 451

tences using the BIO (Beginning, Inside, and Out- 452

side) format (Ramshaw and Marcus, 1999). This 453

annotation is conducted by an expert in CBS scripts. 454
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Then, we apply our multi-granularity tokenizer and455

a character-based tokenizer (each character is one456

token).457

Our annotations include the following ten part-458

of-speeches that are commonly found and analyzed459

in ancient Chinese:460

1. Noun (Chinese: 名词, mingci)461

2. Verb (Chinese: 动词, dongci)462

3. Conjunction (Chinese: 连词, lianci)463

4. Adjective (Chinese: 形容词, xingrongci)464

5. Adverb (Chinese: 副词, fuci)465

6. Numeral (Chinese: 数量词, shuliangci)466

7. Modal Particle (Chinese: 语气词, yuqici)467

8. Pronoun (Chinese: 代词, daici)468

9. Preposition (Chinese: 介词, jieci)469

10. Auxiliary Word (Chinese: 助词, zhuci)470

This dataset will be publicly released along side471

with our CHUBS dataset and training code.472

When splitting characters into sub-character473

components, the label corresponding to the com-474

ponents is the same as the label for the original475

character. Then, a special token representing the476

boundary between each character is added to the477

sides of the sequence of components for each char-478

acter. The predictions for these special tokens are479

ignored.480

For the downstream model, we tune a large lan-481

guage model for this task using in-context learn-482

ing. Specifically, we randomly sample 10 examples483

from the training data to use as in-context demon-484

strations and prompt the LLM to generate the pre-485

dicted entities and the types as a Markdown list.486

The actual prompt template will be given along487

with the code after the review period. We use GPT-488

3-Turbo with default hyperparameters and repeat489

the experiments with 10 random seeds to ensure490

reproducibility.491

The result is shown in Table 5. We observe that492

using our multi-granularity tokenizer can signifi-493

cantly improve the POS tagging performance of494

the downstream model, as we have expected.495

Tokenizer Recall Prec. F1

Character-based 47.9 43.8 45.3
Multi-granularity 50.2 46.1 47.8

Table 5: The part-of-speech performance (in %) when
using a conventional character-level tokenizer (Char-
Tokenizer) and our multi-granularity tokenizer.

7 Conclusion and Discussions 496

We have proposed a multi-modal multi-granularity 497

tokenizer for better analyzing ancient Chinese 498

scripts than the existing more popular sub-word 499

tokenizers. We have also collected the first large- 500

scale multi-modal dataset of CBS text with an open 501

platform targeted at audiences of different back- 502

grounds. We believe this work is an important step 503

in leveraging deep learning methods in the research 504

of East Asian scripts. 505

What are the differences between multi- 506

granularity tokenizers and mainstream tokeniz- 507

ers? Currently, most tokenizers are a kind of 508

“subword tokenizer”. This includes Byte-Pair En- 509

coding (BPE) (Sennrich et al., 2016) and Sentence- 510

Piece (Kudo and Richardson, 2018), used in GPT-4 511

(OpenAI, 2023) and LLaMa (Touvron et al., 2023), 512

respectively. The tokens in these tokenizers are 513

often called sub-words (sequences of characters 514

that are smaller than space-delimited words but 515

larger than letters). For Chinese, mainstream to- 516

kenizers usually treat each Chinese character as 517

an atomic unit. In contrast, our multi-granularity 518

tokenizer splits each Chinese character into smaller 519

sub-character components and provides this infor- 520

mation to the downstream neural network. 521

Why is identifying sub-character components 522

conducive to downstream tasks? Tokenizers 523

that treat each character as an atomic unit gen- 524

erally work for phonetic languages such as Indo- 525

European languages because splitting phonetic let- 526

ters into smaller components typically provides 527

little to no additional information7. However, for 528

ideographic languages such as Chinese, compo- 529

nents of a character may encode rich information 530

about the semantics or phonetics of the characters. 531

For common characters, the model may be able to 532

learn such information automatically from that dis- 533

tribution of co-occurring characters. However, for 534

7One possible example task that we hypothesize might
benefit from splitting Latin characters into multiple tokens is
for answering questions about the shape of the letters.

7



infrequent characters or unknown characters, the535

sample size of co-occurring characters is too small.536

Although some works have shown that language537

models can implicitly learn the letter composition538

(which is a kind of sub-token information) of to-539

kens (Si et al., 2023b; Hiraoka and Okazaki, 2024),540

it is reasonable to hypothesize that such informa-541

tion requires large amounts of training data and542

tokenization at the sub-character level can provide543

conductive bias that either enhances performance544

or reduces the amount of data required to achieve545

the same performance.546

Limitations547

In terms of the performance of the tokenizer, there548

are many possible methods for improving the ef-549

fectiveness of the components of our tokenizer,550

such as pre-training on a corpus of modern text,551

larger/better model architectures, and better data552

pre- or post-processing. Moreover, augmenting the553

tokenizer with more knowledge about the history554

may help.555

Also, although we have demonstrated the effec-556

tiveness of our tokenizer on the CBS script, it may557

be less effective on other scripts due to variations558

between scripts, but since many other scripts face559

the same challenges highlighted in the Introduction,560

it should still have a performance advantage over561

conventional tokenizers.562

Ethical Concerns563

This work presents a new dataset on the Chu bam-564

boo slips, a writing material from ancient China565

more than two thousand years ago. We also intro-566

duce a new tokenizer for better processing ancient567

Chinese scripts with large number of characters568

that do not have a modern Chinese correspondence.569

The goal is to advance research in this ancient script570

as well as other forms of ancient Chinese scripts,571

which should not have significant ethical implica-572

tions. However, the original content from these573

raw materials may have ethical implications for574

certain groups, but since these are existing historic575

materials, we do not make efforts to censor any576

content.577
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A An example of a CBS Material713

To better understand the nature of CBS, we give an714

example of a CBS material in our dataset in Figure715

2. The text is read from top to bottom and right to716

left.717

B Open Platform718

The platform described in Section 3.3 will be719

launched after the anonymous review process. A720

screenshot of it is shown in Figure 3. The plat-721

form is a website, and the interaction system was722

implemented using the Gradio library.723

C AI-Assistant-Related Statement724

AI-assisted tools were used for error-checking in725

writing this paper, and for code-completion during726

the implementation of the experiments.727

Figure 2: An example of a CBS material. The slip
shown is the 98th slip of the “Wu Ji” from Tsinghua
University Slips.
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Figure 3: A screenshot of our platform for accessing the dataset and a demo of our tokenizer.
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