
000
001
002
003
004
005
006
007
008
009
010
011
012
013
014
015
016
017
018
019
020
021
022
023
024
025
026
027
028
029
030
031
032
033
034
035
036
037
038
039
040
041
042
043
044
045
046
047
048
049
050
051
052
053

Under review as a conference paper at ICLR 2025

ACT-IN-LLM: ADAPTIVELY COMPRESSION VISION
TOKENS IN LLM FOR HIGH-RESOLUTION MULTI-
MODAL LARGE LANGUAGE MODELS

Anonymous authors
Paper under double-blind review

ABSTRACT

High-resolution inputs empower Multimodal Large Language Models (MLLMs)
to capture intricate visual details, thereby enhancing comprehension. However, the
self-attention mechanism’s quadratic complexity poses significant computational
and memory challenges as image resolution increases, particularly with long-vision
tokens. Existing approaches generally alleviate these issues by reducing vision
tokens before feeding them into LLMs. Although efficient, this Pre-LLM com-
pression strategy fails to match the performance of models utilizing all tokens,
particularly on high-resolution benchmarks. Our experiments reveal that the perfor-
mance gap arises from this strategy’s limitation in selecting important visual tokens
in early LLM layers, leading to the irretrievable loss of critical information. To
overcome these challenges, we propose a new strategy that Adaptively Compresses
vision Tokens within different LLM layers, named ACT-IN-LLM. Our innovative
approach retains all tokens throughout the layers to ensure no vital information
is lost while compressing key and value tokens in the self-attention mechanism,
to reduce computational costs. The layer-wise compression of ACT-IN-LLM is
guided by the interaction information between vision and text tokens, leading
to more accurate selections. Our theoretical analysis and extensive experiments
demonstrate the effectiveness of ACT-IN-LLM, showing a 6.3% improvement
over existing token compression techniques. It also achieves the competitive per-
formance with non-compression methods, while reducing training/inference time
by ∼ 20% and vision tokens by ∼ 60%.

1 INTRODUCTION

High-resolution token Low-resolution token Text token

LLM Layers

Compression

LLM Head
partial

LLM Layers

(a) Pre-LLM Compression (b) Ours

LLM Head
full

dynamicCompression
text-guided

Figure 1: (a) Pre-LLM Compression Strat-
egy reduces the number of visual tokens before
passing them into the LLM, inevitably leading
to information loss. (b) Our ACT-IN-LLM re-
serves full tokens for final auto-regressive predic-
tion, while adaptively compressing vision tokens
within the specific LLM layers.

In recent years, large language models
(LLMs) like GPT-4 (Achiam et al., 2023)
and LLaMA (Dubey et al., 2024) have driven
advancements in multimodal LLMs (MLLMs),
which integrate visual and textual data for better
cross-modal understanding (Li et al., 2023c;
2024a; Bai et al., 2023; Zhang et al., 2023; Cheng
et al., 2024; Ding et al., 2024). However, MLLMs
often process low-resolution visual inputs,
limiting fine-grained scene comprehension. While
efforts to support high-resolution inputs (Li et al.,
2024d; Xu et al., 2024; Li et al., 2024a) exist,
they face substantial computational and memory
challenges due to the quadratic complexity of
self-attention (Vaswani, 2017).

To tackle these challenges, existing methods primarily rely on Pre-LLM (Xu et al., 2024; Chen et al.,
2024a; Liu et al., 2024c; Huang et al., 2024; Cha et al., 2024) or Early-LLM (Chen et al., 2024a)
compression, where the number of visual tokens is reduced before being fed into the LLM or in the
early layers of the LLM. This strategy helps lower the computational load and offers competitive
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Figure 2: Drawbacks of the early compression. (a) Performance vs. Vision Token Dropping
Layers. The x-axis is the layer index dropping vision tokens, with 0 indicating before the LLM,
and the y-axis is the average performance across benchmarks. We observe that dropping tokens in
earlier layers significantly reduces performance on high-resolution tasks by up to 15%. (b) Attention
Scores Across Layers. ‘hr’, ‘lr’ and ‘txt’ mean the high-resolution, low-resolution and text tokens
respectively. We observe that early-stage token selection is challenging as low-attention tokens in
early layers may gain importance later (see red dotted boxes).

performance in general MLLM tasks. However, as shown in Table. 2, there is a notable performance
gap (∼ 9%) on high-resolution benchmarks when compared to models that retain all visual tokens.

To investigate this performance gap, we conduct experiments to compare the average performance
of compressing vision tokens at different LLM layers on high-resolution and general benchmarks
respectively (see Section F.1 for details). We compare four methods: full (all tokens retained), average
(dropped based on averaged attention scores), separate (current layer scores, i.e., FastV (Chen et al.,
2024a)), and last (final layer scores). In each method, once compression is applied in the specific
layer, only 50% of the visual tokens are retained in subsequent layers. Fig.2 (a) shows that the
performance gap widens when compression occurs in earlier layers. Additionally, the visualization
of the average attention weights of LLaVA-1.5-HD (Fig.2 (b)) shows that vision tokens receiving
low attention in early layers become critical in the latter, showing the risks of compressing tokens
prematurely. In summary, existing Pre-LLM approaches compress vision tokens too early, leading to
irreversible performance degradation, potentially due to: (1) early-layer’s insufficient interaction
between vision and text tokens, (2) varying token importance across layers, making it difficult to
decide which tokens to drop, and (3) the inability to recover lost information in latter layers.

To address the above drawbacks, we propose a novel compression strategy, ACT-IN-LLM, which
Adaptively Compresses vision Tokens within different LLM layers. Unlike existing methods that
discard tokens prematurely, ACT-IN-LLM retains all tokens across layers, ensuring an implicit
error correction mechanism that mitigates the loss of critical information (see Fig. 1 (b)). To reduce
computational and memory overhead, ACT-IN-LLM uniformly integrates an adaptive compression
module (ACM) into various transformer decoder layers, selectively compressing only the key and
value tokens within the self-attention mechanism. Specifically, ACM utilizes the final token in each
layer’s hidden states— which encodes the complete multimodal context— to guide visual token
compression, ensuring more accurate token selection, compared with early-layer selection.

We theoretically demonstrate that this key-value compression used in ACT-IN-LLM provides a
better low-rank approximation of the full-token self-attention mechanism compared to the query or
all compression used in existing vision token compression techniques. Extensive experiments on
high-resolution and general benchmarks, across LLMs of varying sizes (0.5B to 7B parameters), show
that ACT-IN-LLM achieves a 6.2% improvement over existing token compression techniques, and
competitive performance compared with non-compression models while reducing training/inference
time by ∼ 20% and vision tokens by ∼ 60%.

2 RELATED WORKS

Multimodal Large Language Models. Advanced Large Language Models (LLMs) like GPT-
4 (OpenAI, 2023), Mistral (Jiang et al., 2023), and Gemini (Team et al., 2023) excel in reasoning,
while Multimodal LLMs (MLLMs), such as LLaVA (Liu et al., 2023b), MiniGPT-4 (Zhu et al.,
2023), and QwenVL (Bai et al., 2023), extend this to images, though limited resolution hampers
fine-grained visual understanding. To address this, splitting images into patches (Bavishi et al.,
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2023; Li et al., 2023a) and up-resizing methods (Bai et al., 2023) improve resolution, though they
introduce issues like poor visual representation and positional encoding disruptions (Radford et al.,
2021). Dual-branch methods add high-resolution branches but increase complexity and training
data requirements (Hong et al., 2024; Ding et al., 2023). Cropping strategies offer a more efficient
approach by dividing high-resolution images into patches without increasing model parameters (Li
et al., 2024d; Xu et al., 2024; Huang et al., 2024). However, increasing image resolution leads to
higher computational costs due to the quadratic complexity of self-attention (Vaswani, 2017). This
paper is aimed at developing efficient high-resolution MLLMs.
Vision Token Compression in MLLMs. Vision Token Compression in MLLMs. Existing methods
for vision token compression can be categorized into interaction-based and pre-LLM strategies.
Interaction-based approaches (Hong et al., 2024; Li et al., 2024b; Tong et al., 2024) process low-
resolution tokens in the LLM while using a high-resolution branch with lightweight cross-attention
for feature interaction. However, these methods fail to fully align high-resolution visual inputs with
the LLM’s low-resolution and text representations, requiring additional parameters and training
data (Huang et al., 2024; Yao et al., 2024). Pre-LLM approaches, on the other hand, reduce tokens
before entering the LLM, employing either parameterized (Bai et al., 2023; Li et al., 2023c; Cha et al.,
2024; Xu et al., 2024) or non-parameterized (Liu et al., 2024a; Yao et al., 2024; Shang et al., 2024)
techniques. Recently, Early-LLM methods such as FastV (Chen et al., 2024a) discard tokens during
early LLM layers at inference but risk losing critical information due to suboptimal token selection.
In contrast, ACT-IN-LLM introduces adaptive token compression at multiple LLM layers, retaining
all tokens for final predictions to minimize information loss. Theoretical analysis and experiments
demonstrate that ACT-IN-LLM outperforms existing approaches in efficiency and effectiveness.
Efficient Attention in Transformer Models. To reduce the computation and memory costs associ-
ated with the self-attention mechanism in Transformers, various alternative attention mechanisms
have been proposed (Child et al., 2019; Zaheer et al., 2020; Wang et al., 2020; Choromanski et al.,
2020). For instance, Sparse Transformer (Child et al., 2019) employs fixed sparse attention pat-
terns to reduce complexity. BIGBIRD (Zaheer et al., 2020) extends this approach by combining
multiple attention patterns, including window, random, and global attention, for further efficiency.
Reformer (Kitaev et al., 2020) replaces traditional self-attention with locality-sensitive hashing (LSH)
to reduce computation costs. Similarly, Axial Transformer (Beltagy et al., 2020) applies attention
along single axes of input tensors, significantly lowering the computational burden. PvT-V2 (Wang
et al., 2022) leverages the average-pooling to reduce the tokens of the key and value. All of the above
methods primarily target single-modal tasks. In contrast, our work focuses on reducing vision tokens
based on the multi-modal information in MLLMs for high-resolution multimodal tasks.

3 METHOD

3.1 OVERALL FRAMEWORK

As illustrated in Fig. 3, ACT-IN-LLM comprises two components: (i) a vision/text tokenizer that
processes an image and a question to generate concatenated vision-text embeddings, and (ii) a large
language model (LLM) that utilizes these embeddings to predict responses.
Vision/Text Tokenizer. The input image is processed using a cropping strategy (Li et al., 2024a;d),
producing multiple slices and a low-resolution slice. The original image is resized and padded into a
low-resolution slice. To capture fine-grained details, the high-resolution image is dynamically split
into slices, with a maximum slice count determined by the base resolution. This allows the image to
automatically select an optimal bounding box by calculating the required rows and columns. These
slices, along with the low-resolution slice, are then processed through a shared vision tokenizer like
CLIP-ViT (Radford et al., 2021), to produce slice-wise vision embeddings. These embeddings are
concatenated, with a connector such as a linear layer (Li et al., 2024a) generating the aligned vision
representation Hvis

0 ∈ RN×D, where N is the total number of vision tokens and D is the embedding
dimension. Concurrently, we use the LLM’s tokenizer to convert the question into text embeddings,
denoted as Htxt

0 ∈ RL×D, with L representing the number of text tokens. Finally, the visual and text
embeddings are concatenated into H0 = [Hhr

0 ,H
lr
0,H

txt
0 ] ∈ R(N+L)×D for the LLM.

Large Language Model (LLM). Existing LLMs, such as Qwen2 (Yang et al., 2024),
LLaMA3 (Dubey et al., 2024) generally consist of several Transformer decoder layers, each of
which consists of the multi-head self-attention layer (MSA) and feed-forward network (FFN). The
MSA is the critical component of the decoder layer to learn the dense relation between tokens. For-
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Figure 3: Framework of ACT-IN-LLM. Our ACT-IN-LLM framework follows the general slicing-
based MLLMs (Liu et al., 2024b), while applying the adaptive compression module (ACM) at a series
of decoder layers of the LLM for computation efficiency, dynamically reducing key/value tokens
before the multi-head self-attention (MHA) block, while preserving all query tokens.

mally, given the hidden-states Hi ∈ R(N+L)×D from the i-th layer of the LLM, the single attention
head h ∈ {1, 2, ...,H} can be defined as following:

headi,h = Attention(Qi,h,Ki,h,Vi,h,Mi) = softmax

(
Qi,hK

⊤
i,h√

D
+Mi

)
︸ ︷︷ ︸

Ai,h

Vi,h, (1)

where Qi,h = WQ
i,hHi, Ki,h = WK

i,hHi and Vi,h = WV
i,hHi are the query, key and value matrices,

WQ
i,h/W

K
i,h ∈ RDk×D,WV

i,h ∈ RDv×D are the learnable projection matrices, Mi is the casual
mask for the i-th layer. Ai,h refers to the attention weight of the the h-th head in the i-th deocder
layer. For clarity, we will not differentiate between Dk, Dv and D, and just use D in the following.
Then the MSA can be represented as:

MSA(Q,K,V) = Concat(head1, head2, ..., headi,h)WO
i , (2)

where WO
i ∈ RHDv×D is the learnable projection matrix, Concat indicates the concatenation

operation. The computational complexity for processing all tokens is O((N + L)2 ×D).

Previous Pre-LLM approaches (Liu et al., 2024b) generally reduce the vision tokens before the LLM
(Fig. 1 (a)) leading to several drawbacks as shown in Fig. 2. Differently, our ACT-IN-LLM use the
adaptive token compression (ACM) to reduce vision tokens of the key and value within the MSA
layer of the LLM, shown as follows:

headi,h = Attention(Qi,h,Ki,h, {Vi,h), Ki,h,Vi,h} = ACM({Ki,h,Vi,h},Ai−1), (3)

where Ai−1 is the averaged attention weight from the i − 1-th layer, {Ki,h,Vi,h} ∈ R(M+L)×D,
where M is the number of compressed vision tokens, satisfying M << N . In this way, we
can reduce the computational complexity of MSA from O((N + L)2 × D) of the full tokens to
O((N + L)× (M + L)×D).

3.2 ADAPTIVE COMPRESSION MODULE

3. Compression

2. Top Selection

Last Token

𝐀!"#

1. Text-guide
information

𝐊!/𝐕!

𝐊$ !/𝐕$!
Attention Weight

(b) Casual Mask(a) ACM

High-resolution token Low-resolution token Text token

Figure 4: (a) Adaptive compression module (ACM)
leverages three steps to compress vision tokens of the
key and value at the i-th layer. (b) Sampled Casual
Mask for the self-attention layer after ACM.

As shown in Fig. 2, reducing tokens before
the LLM has significant drawbacks, includ-
ing the absence of text-guided compression,
challenges in selecting which tokens to re-
duce, and the risk of losing important infor-
mation. To address these issues, our Adap-
tive Compression Mechanism (ACM) fo-
cuses on two key objectives: (i) preserving
critical vision tokens to prevent informa-
tion loss, and (ii) dynamically compressing
tokens based on layer-wise vision-text re-
lations. To achieve the first objective, we
retain all query tokens Qi across layers,
ensuring an inherent error correction mechanism that mitigates the permanent loss of valuable
information. For the second objective, our ACM consists of three steps as shown in Fig. 4 (a).
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Text-guided information extraction. We utilize attention weights from the previous layer to guide
vision token compression, since higher attention weights typically indicate greater importance in
the final output (Vaswani, 2017). To leverage the textual information to guide the compression, we
focus on the last row of the attention weight, Ai−1[N + L, :], which captures the significance of all
previous tokens in relation to the last token. We extract the relevant elements for high-resolution and
low-resolution visual tokens as follows:

ahr
i−1 = Ai−1[N + L, 0 : N hr], alr

i−1 = Ai−1[N + L,N hr : N lr], (4)

where N hr and N lr denote the counts of high-resolution and low-resolution tokens, satisfying N hr +
N lr = N .

Top Selection. To retain critical vision tokens, we select the top N hr/rhr
i and N lr/rlr

i values from
ahr
i−1 and alr

i−1, respectively:

shr = Top(ahr
i−1, r

hr
i ), slr = Top(alr

i−1, r
lr
i ), (5)

where shr = {s1, s2, ..., sN hr/rhr
i
} represents the indices of the top N hr/rhr

i values.
Vision token Compression. After obtaining the indices, we sampling the Ki/Vi and the casual
mask Mi based on s = [shr, slr], which can be formulated as:

Ki = Ki[s, :], Vi = Vi[s, :], Mi = Mi[:, s], (6)

where Ki/Vi ∈ R(M+L)×D, Mi ∈ R(N+L)×(M+L) is the sampled casual mask (see the example
in Fig. 4 (b)), M = N hr/rhr

i +N lr/rlr
i . Finally, the original self-attention in Eq. 1 can be performed

as Attention(Qi,h,Ki,h,Vi,h,Mi).

3.3 ARCHITECTURE CONFIGURATIONS

We incorporate the ACM into the decoder layers of the LLM at three stages in a hierarchical way, i.e.,
ri < rj < rp, where ri, rj and rp are the sampling ratios in the early, middle and latter layers, based
on the observation that the attention weights in the early layers are much dense than the latter ones
(see Fig. 2 (b)). Note that for efficiency, we keep the vision tokens index to be identical in each stage.
The analysis of different configurations for ri/rj/rp is provided in Table 4a. We uniformly select the
∼ 70% layers among the early, middle and latter layers within LLM decoder layers to apply ACM,
for the best performance and efficiency trade-off; see Table 4c and Table 5.

4 FORMULATION AND ANALYSIS OF VISION TOKEN COMPRESSION

In this section, we will theoretically show the superiority of our proposed ACM. To this end, we
first give a unified formulation of different vision token compression methods in the self-attention
mechanism in Section 4.1. Then, we show that ACM is one low-rank approximation of the original
self-attention with full tokens under the specific assumption in MLLMs in Section 4.2. Finally, we
prove that our ACM provides a better low-rank approximation of the full self-attention mechanism
compared to existing vision token compression techniques in Section 4.3.

4.1 UNIFIED FORMULATION

For clarity, we omit the layer index i and head index h of Eq. 1 in this section. Formally, the
hidden states can be denoted as H ∈ R(N+L)×D, where N and L are the number of the vision
tokens (including high-resolution and low-resolution) and the text tokens; see detailed formulation in
Section 3.1. Note we omit the system prompt for clarity in our paper. Then, we present a unified and
simplified formulation of these different approaches, i.e., presenting the vision compression process
as a compression matrix:

C ·H = C · [V; T], C ∈ R(M+L)×(N+L), (7)

where · is the matrix multiplication, M is the number of the vision tokens after compression, C is the
compression matrix, which is defined as:

C =

(
Cvis O1

O2 I

)
, (8)
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(a) (b)
Figure 5: (a) Low-rank degree. The x-axis represents the layer index in the LLM and the y-axis
is the corresponding LDR (defined in Eq. 15). The high low-rank degree of vision tokens exists in
both Vicuna-7b (left) and Qwen2-0.5B (right), and high-resolution tokens show more low-rank than
low-resolution ones. (b) Average attention score. The x-axis represents the layer index in the LLM
and the y-axis is the average attention score. Vision tokens receive small attention on average and
high-resolution tokens present less attention than low-resolution ones.

where Cvis ∈ RM×N is the compression operation for vision tokens, I ∈ RN×N is the identity
matrix, O1 ∈ RM×L and O2 ∈ RL×N are zero matrices.

Then, the vision token compression in self-attention can be represented as:

Com(CQ,CK ,CV ) = softmax

(
(CQQ)(CKK)⊤√

D

)
·CV V = softmax

(
CQA(CK)⊤

)
·CV V,

(9)
where CQ, CK and CV are the compression matrices with the form of Eq. 8 for the query, key and
value respectively.

For simplicity, we omit the causal attention mask M as it does not affect the following analysis. A
complete formulation can be found in Eq. 14 of the Appendix.

Using this formulation, i.e., Eq. 9, our ACM can be expressed as Com(I,CK
i ,CV

i ), where i indi-
cates that performing compression in the i-th decoder layer of the LLMs. Similarly, the Pre-LLM
compression methods can be represented as Com(CQ

i ,C
K
i ,CV

i ).

4.2 LOW-RANK APPROXIMATION

In this section, we would prove that ACM is the low-rank approximation of the self-attention with
full tokens based on the formulation of Eq. 9. Note that all proofs of the theorems in this section can
be referred to the Appendix.

We first demonstrate that the attention weight of vision tokens, i.e., Avis, is low-rank:

Theorem 1. For matrix A, and any column vector v of matrix V, there there exists a matrix Ã, such
that:

Pr
(∥∥∥Ãv −Av

∥∥∥ ≤ ϵ ∥Av∥
)
> 1− o(1) and rank(Ã) = Θ(log(N)), (10)

where the sub-matrix Ãvis of Ã is low-rank.

We also conduct experiments to demonstrate that Avis show a higher degree of low-rankness than text
tokens in Fig. 5 (a). For more details of this experiment and proof of Eq. 19, refer to the Appendix.

Assumption 1. In the attention weight of MLLMs, vision tokens receive much less attention than text
tokens.

To verify this assumption, Fig. 5 (b) compares the average attention scores of vision and text tokens,
showing that text tokens receive significantly more attention (∼ 13×) than vision tokens.

Based on the above theorem and assumption, we show that ACM, i.e., Com(I,CK ,CV ), can
approximate the Av:

6
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Theorem 2. For the attention weight A and the value V, there there exists matrices CK and CV in
the formulation of Eq. 8, such that:

Pr
(∥∥softmax

(
A(CK)⊤

)
CV V − softmax(A)V

∥∥ ≤ ϵ ∥softmax(A)V∥
)
> 1− 2e−(ϵ

2−ϵ3)M/4.
(11)

4.3 COMPARISON OF DIFFERENT VISION TOKEN STRATEGIES

Method Formulation Complexity per Layer

Full Token Com(I, I, I) O((N+L)2D)
Pre-LLM/Early-LLM Com(CQ

i ,C
K
i ,CV

i ) O((M+L)2D)
FlexAttention Com(CQ, I, I) O((M+L)(N+L)D)
Ours Com(I,CK

i ,CV
i ) O((N+L)(M+L)D)

Table 1: Comparison of formulation and computation
complexity of self-attention operation. N , M , L are the
number of the original vision tokens, vision tokens after
compression and text tokens, respectively. See formula-
tion definition in Eq. 9.

In this section, we show that our
vision token compression strategy
i.e., Com(I,CK ,CV ) is a better
approximation of full-token self-
attention Com(I, I, I) than existing
strategies, such as Pre-LLM or
Early-LLM (FastV) (Li et al., 2024a;
Chen et al., 2024a) compression
Com(CQ,CK ,CV ) and FlexAtten-
tion (Li et al., 2024b) Com(CQ, I, I):

Theorem 3. For any row vector a of A and any column vector v of matrix V, any matrices CQ, CK

and CV in the formulation of Eq. 8, if Theorem 2 holds, then we have:

Pr(∥Com(I,CK ,CV )︸ ︷︷ ︸
ACM

−Com(I, I, I)︸ ︷︷ ︸
Full

∥ < ∥Com(CQ,CK ,CV )︸ ︷︷ ︸
Pre-LLM/Early-LLM

−Com(I, I, I)︸ ︷︷ ︸
Full

∥) > 1−o(1) (12)

Pr(∥Com(I,CK ,CV )︸ ︷︷ ︸
ACM

−Com(I, I, I)︸ ︷︷ ︸
Full

∥ < ∥Com(CQ, I, I)︸ ︷︷ ︸
FlexAttention

−Com(I, I, I)︸ ︷︷ ︸
Full

∥) > 1− o(1) (13)

The detailed formulation and complexity comparison with different methods is shown in Table 1.

5 EXPERIMENTS

In this section, we conduct extensive experiments to prove the effectiveness of our proposed ACT-
IN-LLM. Specifically, we compare our methods with existing vision token approaches under the
same setting in Section 5.1. Then, we show that ACT-IN-LLM can be a plug-and-play method to be
applied to different LLMs with different scales in Section 5.2. After that, we demonstrate that our
scaling-up ACT-IN-LLM can achieve competitive performance compared with the SOTA MLLMs
in section 5.3. Finally, the ablation study of our proposed modules are presented in Section 5.4 for
further in-depth analysis.

5.1 COMPARISON WITH DIFFERENT COMPRESSION METHODS

OOM

672 pix 896 pix448 pix

Figure 6: Trade-off of different
methods. ’OOM’ indicates the out-
of-the-memory.

Experiment setting. To ensure a fair comparison with exist-
ing vision token compression methods, we maintain all other
settings (e.g., epochs, training dataset, learning rate, cropping
strategies, number of slices from high-resolution images, etc.)
constant, varying only the method of vision token compres-
sion to compare their respective performances. Specifically, we
utilize CLIP-ViT-L/14-224px as the vision encoder and Vicuna-
7B-v1.5 as the LLM. We adopt a two-stage training approach
comprising a pre-training stage and an instruction supervised
(SFT) fine-tuning stage, following the training parameters out-
lined in (Liu et al., 2023a). The number of slices is set to four,
consistent with LLaVA-1.5-HD (Liu et al., 2023a). All methods
ultimately compress visual tokens of high-resolution slices to
∼ 256 for fairness.
Training dataset. For pre-training, we follow (Liu et al.,
2023b) and use a 558K subset of the LAION-CC-SBU dataset with BLIP captions (Li et al.,
2023c). For supervised fine-tuning, in addition to the original 665K data from LLaVA, we gather
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Efficiency General High-ResolutionModel Times(ms) Memory(GB) SEED POPE MME VQA-text ChartQA DocVQA InfoVQAAverage

Full 621(100.0%) 19.9(100.0%) 64.2 85.3 1466.7 60.5 49.0 46.5 35.0 48.0

Q-former 507(81.6%) 18.6(93.0%) 61.4 84.2 1432.5 53.6 21.8 21.6 25.4 30.6
Avg-pooling 461(74.3%) 18.1(90.7%) 61.5 85.2 1402.7 56.5 37.8 34.9 27.4 39.1
FlexAttn 505(81.3%) 18.6(93.4%) 60.0 87.3 1442.9 53.6 27.3 24.3 24.6 32.5
LLaVA-UHD 470(75.7%) 18.3(91.9%) 60.5 85.8 1407.5 54.2 33.2 29.9 26.9 36.0
C-Abstractor 492(79.2%) 18.2(91.6%) 62.1 86.6 1448.1 56.7 36.4 31.3 26.2 37.6
FastV 499(80.3%) 18.3(94.0%) 61.9 86.7 1412.9 58.1 35.0 38.6 27.7 39.9
Ours 515(83.0%) 18.8(94.0%) 63.5 87.6 1480.3 58.5 46.1 45.2 31.6 45.4 +5.5

FastV w/o train 499(80.3%) 18.3(94.0%) 61.5 85.8 1412.9 57.8 33.5 37.3 26.2 38.7
Ours w/o train 515(83.0%) 18.8(94.0%) 63.2 87.1 1443.2 58.3 43.2 42.8 29.8 43.5

Table 2: Comparison with SOTA vision token compression methods. The ratios of time and
memory cost for different methods relative to the full method are highlighted in (green). All models
are trained in the same setting. Gray means the model without vision token compression. ‘w/o train’
means the direct using our method without training. Bold means the best value and Underline mean
the second-best value. The number in blue indicates the difference to the prior state of the art.

additional public datasets from high-resolution benchmarks, including ChartQA (Masry et al., 2022),
DocVQA (Mathew et al., 2021), and InfoVQA (Mathew et al., 2022), yielding a total of 774K data.
Evaluation dataset. We evaluate different methods on both high-resolution benchmarks including
VQA-text(Singh et al., 2019), ChartQA val set (Masry et al., 2022), DocVQA val set (Mathew
et al., 2021), InfoVQA val set (Mathew et al., 2022), and general multimodal benchmarks including
SEED (Li et al., 2023b), POPE (Li et al., 2023d), MME (Fu et al., 2023).
Results. We compare our method with state-of-the-art pre-LLM approaches (e.g., Q-former (Li et al.,
2023c), Avg-pooling (Li et al., 2024a), LLaVA-UHD (Xu et al., 2024), and C-Abstractor (Cha et al.,
2024)) and interaction approaches (e.g., FlexAttention (Li et al., 2024b)), as well as FastV (Chen
et al., 2024a). From Table 2, our method demonstrates a superior trade-off compared to existing
approaches, e.g., achieving 82.96% of the single-forward time of the full tokens while attaining
45.35% average performance on high-resolution benchmarks, outperforms 5.5% over the previous
SOTA. Without training, our method can also outperform other vision token compression approaches
even if they are trained.
Furthermore, we analyze the trade-offs of various vision token compression approaches by reporting
average performance on high-resolution benchmarks alongside the single-example forward pass time
at different input resolutions, executed on one V100 GPU. As shown in Fig. 6, our method demon-
strates a superior trade-off, particularly as image resolution increases, indicating its effectiveness
in balancing performance and efficiency, around 65% times compared with the full model while
achieving the competitive performance.

5.2 SCALING UP ACT-IN-LLM

1.2M
0.7M
0.5M

Data Size

Figure 7: Effect of different model
and data sizes.

Experiment setting. This section investigates whether
our ACT-IN-LLM performance improves with increasing
model size and SFT dataset size. We employ the pre-
trained InternViT-300M (Chen et al., 2024b) as our vision
encoder, evaluating various scale LLMs (Qwen2-0.5B (Yang
et al., 2024), Phi3-3B (Abdin et al., 2024), and IntermLM2-
7B (Cai et al., 2024)) alongside SFT data sizes of 0.5M ,
0.7M , and 1.2M . Average performance on high-resolution
benchmarks is reported in Fig. 7.

Impact of LLM Scale. As illustrated in Fig.7, our ACT-IN-
LLM shows consistent improvement with increasing model
size across different SFT data scales. For example, with
0.7M SFT data, ACT-IN-LLM(0.5B) achieves an average
score of 54.58%, while ACT-IN-LLM(3B) reaches 67.00%, resulting in a 6.23% gain when scaling
from 3B to 7B.

Impact of SFT Data Size. Fig.7 also indicates that training with larger SFT datasets enhances
ACT-IN-LLM performance across various LLM sizes. Specifically, increasing from 0.5M to 0.7M

8
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Max Data General High-ResolutionModel TokensV size SEED GAQ POPE MME VQA-text ChartQAtest DocVQAtest InfoVQAtest AVG
Without Vision Token Compression

LLaVA-Next 2880 760K 72.7 65.2 - 1519 64.9 69.5 72.6 -
Mini-Gemini-HD 2880 1.5M 73.2 64.5∗ 86.0∗ 1546 68.4 53.5∗ 56.1∗ 39.5∗ 53.4∗

LLaVA-Onevision 7290 4.8M - - - 1580 - 80.0 90.2 70.7 -
InternVL2 3072 >5M 70.7 63.2 86.9 1648 77.4 83.3 91.6 74.8 81.8

With Vision Token Compression or ≤ 1k tokens
LLaVA-FlexAttn ∼576 665K 62.8∗ 62.2 85.9 1479 48.9 - - - -
UReader ∼841 - - - - - 57.6 59.3 65.4 42.2 56.1
TextMonkey 768 409K - - - - 65.9 65.5 71.5 28.2 57.8
DOCOWL2 324 6.4M - - - - 66.7 70.0 80.7 46.4 65.9
Cambrian-1 576 10M - - - - 71.7 73.3 77.8 - -
ACT-IN-LLM (Ours) ∼1K 1.2M 71.3 64.4 86.1 1523 71.4 77.3 81.0 55.9 71.4

Table 3: Comparison with the stat-of-the-art MLLMs. ‘TokensV ’ means the vision token numbers.
The LLM size of all models is around 7B. Within each group, the best and the second-best values are
marked in Bold and Underline. ∗ means the results reproduced by ours using official checkpoints.

yields approximately 2% improvement, while moving to 1.2M data further boosts performance by
around 6% relative to 0.7M data.

In summary, as both model size and SFT data increase, our method consistently achieves significant
gains, indicating its potential applicability for training larger-scale models and datasets.

5.3 STATE-OF-THE-ART COMPARISON

Our ACT-IN-LLM utilizes the 7B LLM trained on 1.2M SFT data, achieving the best performance
as detailed in Section 5.2. We compare our model against state-of-the-art (SOTA) MLLMs, including:
(i) MLLMs without vision token compression: LLaVA-NeXT (Liu et al., 2024b), Mini-Gemini-
HD (Li et al., 2024c), LLaVA-Onevision (Li et al., 2024a), and InternVL2 (Chen et al., 2024b) and
(ii) MLLMs with vision token compression or the vision tokens ≤ 1K: LLaVA-FlexAttn (Li et al.,
2024b), UReader (Ye et al., 2023), Cambrian-1 (Tong et al., 2024), TextMonkey (Liu et al., 2024c)
and DOCOWL2 (Hu et al., 2024).

Table 3 summarizes the performance of different methods alongside the maximum number of vision
tokens and STF data sizes. From the table, we can observe that our ACT-IN-LLM obtains the
SOTA performance on both general and high-resolution benchmarks among the MLLMs in the
second group. Even compared with the MLLMs in the first group those using exceed 3K tokens,
our ACT-IN-LLM achieves 87.2% of InternVL2’s performance on high-resolution benchmarks
while utilizing only 32.8% of the vision tokens and less than 24% of the SFT data, highlighting its
efficiency.

5.4 ABLATION STUDY

In this section, we evaluate the effectiveness of the Adaptive Compression Module (ACM), a pivotal
component of ACT-IN-LLM. Using the baseline configuration outlined in Section 5.1, our ablation
study addresses three critical aspects: (i) compression ratios—quantifying vision token reduction,
(ii) compression implementation methods—strategies for token compression, and (iii) compression
layers—optimal layers for token reduction.

Compression Ratios. Compression ratios dictate the number of vision tokens reduced, specifically
characterized by rhr

i and rlr
i , which represent the reduction ratios for high-resolution and low-resolution

tokens at layer i. We categorize the LLM layers into three types: the early layers with compression
ratio of rhr

i /r
hr
i , the middle with compression ratio of rhr

j /r
hr
j and the latter layers with compression

ratio of rhr
k /r

hr
k . To explore the best configuration of the compression ratios, our ablation study consists

of two steps. First, we maintain equal compression ratios for he high-resolution and low-resolution
vision tokens (rhr = rlr) and change r across different layer groups, i.e., plain type (ri = rj = rp)
and hierarchical type (ri ̸= rj ̸= rp). Results (rows (a) to (e) in Table 4a) indicate that a hierarchical
approach (ri < rj < rp) outperforms the plain type, aligning with the observed trend of sparser
attention in deeper layers (Fig.2(b)). Subsequently, we investigate distinct ratios for high- and low-
resolution tokens within each layer. The results from row (f) to row (i) in Table 4a demonstrate that
rhr > rlr performs better than rhr ≤ rlr, likely due to the higher low-rank nature of high-resolution
tokens (Fig. 5).

9



486
487
488
489
490
491
492
493
494
495
496
497
498
499
500
501
502
503
504
505
506
507
508
509
510
511
512
513
514
515
516
517
518
519
520
521
522
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537
538
539

Under review as a conference paper at ICLR 2025

{rhr
l /r

lr
l }l=i,j,p time general hr

plain: ri = rj = rp identical: rhr = rlr

(a) {2/2, 2/2, 2/2} 563 74.25 45.89
(b) {4/4, 4/4, 4/4} 516 74.01 44.18
(c) {8/8, 8/8, 8/8} 506 74.12 43.25
hierarchical: ri ̸= rj ̸= rp identical: rhr = rlr

(d) {2/2, 4/4, 8/8} 513 74.86 44.95
(e) {8/8, 4/4, 2/2} 513 74.42 43.35

hierarchical: ri ̸= rj ̸= rp distinct: rhr ̸= rlr

(f) {2/1, 4/1, 8/1} 531 75.02 45.11
(g) {2/2, 4/2, 8/2} 515 74.98 45.12
(h) {2/1, 4/2, 8/4} 515 75.04 45.35
(i) {2/4, 4/4, 8/4} 513 74.23 44.51

(a) Compression ratios r. The detailed definition of
{rhr

i /r
lr
i , r

hr
j /r

lr
j , r

hr
p /r

lr
p} is presented in Section 3.2.

way general hr
Attention-weight 75.04 45.35
AvgPool-1D 75.06 45.08
AvgPool-2D 74.12 43.56
Learnable Projection 74.07 42.21
Pre-LLM 72.28 39.15

(b) Compression ways. ‘Pre-LLM’: the best
Pre-LLM approaches in Table 2.

layer postions general hr
early 73.51 42.33
middle 74.68 44.08
latter 7430 44.29
uniform 75.04 45.35

(c) Compression layer positions. There
are totally 20 layers to compress tokens for
fair compression.

Table 4: ACM module ablation experiments. time: single-forward pass time (ms). general:
the average performance on general benchmarks. hr: the average performance on high-resolution
benchmarks. Best results and default settings are reported in Bold and gray .

Compression Ways. In Section 3.2, we use the attention weight Ai−1 from the i − 1-th layer to
guide the vision token compression in the i-th layer. We compare the attention weight with three
alternative compression methods, including (i) average-pooling 1D: directly apply average-pooling
1D to the vision tokens of Ki/Vi. (ii) average-pooling 2D: reshape the vision-tokens in Ki/Vi to be
2D, and then apply average-pooling 2D to the reshaped 2D hidden states. (iii) Learnable projection:
use a learnable projection to reduce the length of Ki/Vi.
Table 4b reports the average performance1 of general and high-resolution benchmarks of different
implementations. Results show that all different ways of ACM can outperform Pre-LLM approaches,
confirming the effectiveness of our method. Non-parameter ways consistently yield better perfor-
mance than parameterized ones (e.g., learnable projection), possibly due to the learnable methods
requiring additional training complexity of learning effective mappings to compress vision tokens.

num times general high-resolution
50% 552 75.25 46.12
60% 538 75.02 45.68
70% 515 75.04 45.35
80% 512 74.19 44.61
90% 502 74.08 43.17

Table 5: Effect of the ratio of ACM layers
among all layers. Best results and default
settings are reported in Bold and gray .

Compression Layers. We compress vision tokens in a
uniform way as described in Section 3.3, i.e., uniformly
reducing tokens in early, middle and latter layers. To ab-
late where to reduce vision tokens, we further compare
the other three types of compression layers: (i) the first
70% layers, (ii) the middle 70% layers and (iii) the last
70% layers. From Table 4c, we can find that selecting
70% layers uniformly across all layers of the LLM to
apply ACM achieves the best performance. We also
experiment with different proportions of ACM layers
applied across all LLM layers in Table 5, showing that using more ACM layers would improve the
efficiency while degrading the performance. The detailed layer indexes of incorporating ACM can be
found in the Appendix.

6 CONCLUSION

In this paper, we introduce ACT-IN-LLM, which enhances the efficiency of multimodal large
language models (MLLMs) by adaptively compressing vision tokens across different LLM layers.
Unlike prior methods that reduce vision tokens before LLM processing, our approach retains all
tokens, providing an inherent error correction mechanism to prevent the loss of critical information.
Additionally, the layer-wise compression is guided by interactions between vision and text tokens,
ensuring precise token selection. Our theoretical analysis and extensive experiments demonstrate that
ACT-IN-LLM outperforms existing vision token compression techniques. Moreover, we reveal the
potential for scaling up ACT-IN-LLM to achieve competitive performance even with SOTA MLLMs
without vision token compression.

1The MME Perception score is scaled down by 20 to align with other datasets, as (Tong et al., 2024).
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A FORMULATION OF SELF-ATTENTION

We can transfer Eq. 1 to the following formulation:

Self-Attn(Q,K,V) = softmax

(
(Q⊙M)(KT ⊙M)√

D

)
V, (14)

where ⊙ indicates the element-wise multiplication. Here we omit the layer and head indexes.

B LOW-RANK ANALYSIS

Experiment Setting. We use a mainstream high-resolution MLLM, the LLaVA-1.6-7B with 2× 2
high-resolution slices (), as our baseline model. Then, we randomly sample 50 samples from three
common high-resolution benchmarks, i.e., ChartQA, DocVQA and InfoVQA, as input, and obtain
the average attention weight {Ai}32i=1 across different samples, where Ai is the attention weight
of the i-th LLM layer in LLaVA-1.6-7B. For better analysis of different types of tokens, we divide
the attention weight A into three different sub-matrices : Ahr ∈ RN hr×N hr

, Alr ∈ RN lr×N lr
and

Atxt ∈ RN txt×N txt
.

Low-Rank Degree Measurement. In high-resolution MLLMs, the disparity in the number of
different types of tokens is significant., e.g., N hr >> N lr/N txt. We introduce LRD to better measure
the low-rank degrees for matrices with different sizes. Formally, we can conduct the singular value
decomposition for one attention weight matrix A, obtain its corresponding singular values R. Then,
the low-rank degree can be computed as following:

LRD = sum(Top(r ∗N sv, R))/sum(R), (15)

where Top(a, b) indicates selecting the top a singular values from b, r ∈ (0, 1) is the ratio of sampling
singular values and N sv is the number of singular values in R. In this way, LDR reflects the proportion
of the sum of the top r% singular values to the total sum of all singular values. A larger LDR indicates
a higher degree of low-rankness in the matrix, and vice versa.

C PROOF OF THEOREM 1

Proof. We first write A and v as:

A =

(
Avis A1

A2 A3

)
, v = (vvis v1) (16)

Then, Av can be represented as: (
Avisvvis +A1v1

A2vvis +A3v1

)
(17)

Similarly, Ã can be formulated as: (
Ãvisvvis + Ã1v1

Ã2ṽvis + Ã3v1

)
(18)

We can let A1v1 = Ã1v1, A2vvis = Ã2ṽvis and A3v1 = Ã3v1, then the proof of Eq. 10 can be
equal to prove that there exists a low-rank matrix Ãvis such that:

Pr
(∥∥∥Ãvisvvis −Av

∥∥∥ ≤ ϵ ∥Av∥
)
> 1− o(1) and rank(Ã) = Θ(log(N)). (19)

The main idea of the proof follows (Lindenstrauss & Johnson, 1984; Arriaga & Vempala, 2006;
Wang et al., 2020). Based on the distributional Johnson–Lindenstrauss lemma (Arriaga & Vempala,
2006), for any x ∈ R1×N ,y ∈ RN×1, we have:

Pr
(∥∥xR⊤Ry − xy

∥∥ ≤ ϵ∥xy∥
)
> 1− 2e−(ϵ

2−ϵ3)M/4, (20)
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where R ∈ RN×M . After constructing a low-rank matrix Ãvis = AvisR
⊤R, for any row vector

a ∈ Avis and any column vector v ∈ V, we have:

Pr
(∥∥aR⊤Rv − av

∥∥ ≤ ϵ∥av∥
)
> 1− 2e−(ϵ

2−ϵ3)M/4. (21)

Therefore, we have:

Pr
(∥∥∥Ãvisvvis −Av

∥∥∥ ≤ ϵ ∥Av∥
)
= Pr

(∥∥AvisR
⊤Rvvis −Av

∥∥ ≤ ϵ ∥Av∥
)

≥1−
∑
a∈P

Pr
(∥∥aR⊤Rv − av

∥∥ > ϵ ∥av∥
)

>1− 2Ne−(ϵ
2−ϵ3)M/4 = 1− o(1)

(22)

D PROOF OF THEOREM 2

Proof. Based on the definition of (CK)⊤/CV (see Eq. 8), softmax
(
a((CK)⊤)

)
CV v can be

represented as:

softmax
(
avis(C

K
vis)

⊤, a1
)(CV

visvvis
v1

)
. (23)

Similarly, softmax(a)v can be presented as:

softmax (avis, a1)

(
vvis
v1

)
. (24)

Let define:
D1 = sum(exp(avis(C

K
vis)

⊤) + exp(a1)) (25)

D2 = sum(exp(avis) + exp(a1)) (26)

Then, Eq. 23 and Eq. 24 can be formulated as:

exp(avis(C
K
vis)

⊤)CV
visvvis/D1 + exp(a)v1/D1. (27)

exp(avis)vvis/D2 + exp(a)v1/D2. (28)

Then, we have:∥∥softmax
(
a(CK)⊤

)
CV v − softmax(a)v

∥∥ = ∥exp(avis(C
K
vis)

⊤)CV
visvvis/D1 − exp(avis)vvis/D2

+ exp(a)v1/D1 − exp(a)v1/D2∥
(a)
≈ ∥exp(avis(C

K
vis)

⊤)CV
visvvis − exp(avis)vvis∥

(b)

≤ ∥exp(avis(C
K
vis)

⊤)CV
visvvis − exp(avis)R

⊤Rvvis∥+ ∥exp(avis)R
⊤Rvvis − exp(avis)vvis∥

(c)

≤ (1 + ϵ)∥v∥
∥∥exp (avisC

K
vis

)
− exp(avis)R

⊤∥∥+ ∥exp(avis)R
⊤Rvvis − exp(avis)vvis∥

(d)

≤
∥∥exp(avis)R

⊤Rvvis − exp(avis)vvis
∥∥+ o(∥ exp(avis)∥∥vvis∥)

(e)

≤ ϵ∥ exp(avis)∥∥vvis∥+ o(∥ exp(avis)∥∥vvis∥)
(29)

The above, step (a) is based on the Assumption 1, i.e., sum(exp(a1)) >> sum(exp(avis)) and
sum(exp(a1)) >> sum(exp(avis(C

K
vis)

⊤)). The step (b) is based on the triangle inequality, and the
step (c) leverages the Cauchy inequality and a version of JL Lemma from (Arriaga & Vempala,
2006). The step (d) utilizes the fact that exponential function is Lipchitz continuous in a compact
region (Wang et al., 2020). The step (e) is based on Eq. 22. Applying the results in Eq. 29 to any row
vector a of A and any column vector v of matrix V, we can prove the Theorem 2.
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E PROOF OF THEOREM 3

Proof. The main idea of the proof is based on the Theorem 2 and the triangle inequality.
Based on the definition of Eq. 9, the Pre-LLM compression strategy can be formulated as
Com(CQ, (CK),CV ) = softmax

(
CQA(CK)⊤

)
· CV V and our ACM can be presented as

Com(I, (CK)⊤,CV ) = softmax
(
A(CK)⊤

)
· CV V. In the following, we use Pre-LLM and

ACM to represent the detailed formulation for clarity. Then, for any CQ,CK , and CV , we have:
∥ACM− softmax(A)V∥
(a)

≤ ∥ACM−Pre-LLM∥+ ∥Pre-LLM− softmax(A)V∥
(b)
< ∥Pre-LLM− softmax(A)V∥

(30)

The step (a) is based on the the triangle inequality and the step (b) is based on the fact that
∥ softmax

(
CQA(CK)⊤

)
· CV V − softmax

(
A(CK)⊤

)
· CV V∥ > 0, since generally we have

CQA(CK)⊤ ̸= A(CK)⊤. The proof of Eq. 13 is similar to Eq. 30.

F MORE EXPERIMENTAL DETAILS AND RESULTS

F.1 DETAILS OF EARLY COMPRESSION LIMITATION EXPERIMENTS

Here, we give more details about the experiment settings for Fig. 2. Specifically, we utilize CLIP-ViT-
L/14-224px as the vision encoder and Vicuna-7B-v1.5 as the LLM. We adopt a two-stage training
approach comprising a pre-training stage and an instruction supervised (SFT) fine-tuning stage,
following the training parameters outlined in (Liu et al., 2023a). The number of slices is set to four,
consistent with LLaVA-1.5-HD (Liu et al., 2023a). We test the trained model on four high-resolution
benchmarks, i.e., VQA-text(Singh et al., 2019), ChartQA val set (Masry et al., 2022), DocVQA val
set (Mathew et al., 2021), InfoVQA val set (Mathew et al., 2022), and three general multimodal
benchmarks including SEED (Li et al., 2023b), MMBench (Liu et al., 2023c), POPE (Li et al., 2023d).
To explore the impact of dropping vision tokens at different layers within the LLM, we select a
specific layer from the pre-trained model, discard 50% of the original vision tokens at that layer, and
retain only these 50% in all subsequent layers. We sample a total of four layers at intervals from early
to latter across all 32 layers of the LLM, specifically the 5th, 15th, 25th, and 30th layers. Additionally,
we also include the 0th layer, which performs token dropping before the vision tokens are input into
the LLM. We select three types of token-dropping ways to compare with the non-compression model.
(i) average: dropping vision tokens based on averaged attention scores from all of 32 layers of the
Vicuna-7B-v1.5; (ii) separate: dropping vision tokens based on averaged attention scores from the
previous layer, and (iii) last: dropping vision tokens based on averaged attention scores from the last
layer.

F.2 STF DATASETS

Table 6 shows the detailed construction of the supervised instruction tuning dataset in Section 5.2.
Our SFT data consists of four types: (i) caption data sampled from ShareGPT4V (Chen et al., 2023);
(ii) Science data sampled from AI2D (Kembhavi et al., 2016) and ScienceQA (Lu et al., 2022);
(iii) doc-related data sampled from ChartQA (Masry et al., 2022), DVQA (Kafle et al., 2018),
PlotQA (Methani et al., 2020), OCRVQA (Mishra et al., 2019), DocVQA (Mathew et al., 2021),
InfoVQA (Mathew et al., 2022), synthdog-en (Kim et al., 2022) and TableFact (Chen et al., 2019);
(iv) general data sampled from LLaVA (Liu et al., 2023a) and sharegpt4v (Chen et al., 2023).

F.3 LAYER INDEX OF APPLYING ACM

In Section 5.4, we demonstrate that uniformly inserting ACM into different layers of the LLM yields
the best performance. Here, we investigate the specific layer indexes of the early, middle, and latter
layers within the LLM. We explore two different types: (i) continuous, i.e., inserting ACMs into
continuous layers of the LLM layers and (ii) interval, i.e., inserting ACMs into the LLM layers with
an interval. Results from Table 7 demonstrate that interval incorporation performs better in both 0.5B
and 3B LLMs.
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Task Dataset # Sample

Captioning ShareGPT4V (Chen et al., 2023) 100K

Science
AI2D (Kembhavi et al., 2016) 12K
ScienceQA (Lu et al., 2022) 12K

Doc QA

ChartQA (Masry et al., 2022) 28K
DVQA (Kafle et al., 2018), 100K
PlotQA (Methani et al., 2020) 10K
OCRVQA (Mishra et al., 2019) 80K
DocVQA (Mathew et al., 2021) 49K
InfoVQA (Mathew et al., 2022) 14K
synthdog-en (Kim et al., 2022) 29K
TableFact (Chen et al., 2019) 14K

General QA
LLaVA (Liu et al., 2023a) 150k
sharegpt4v (Chen et al., 2023) 665K

Total - 1.2M

Table 6: Summary of datasets for SFT in Section 5.2.

LLM early middle latter average

Qwen2-0.5B { 3, 5, 7, 9} { 10-17 } { 18, 20, 22 } 61.08
Qwen2-0.5B { 3, 4, 8, 9} { 10-17 } { 20, 21, 22 } 64.32

Phi-3-3B { 3, 4, 5, 11, 12, 13} { 14-23 } { 27, 28, 29, 30 } 65.25
Phi-3-3B { 3, 5, 7, 9, 11, 13} { 14-23 } { 24, 26, 28, 30 } 69.12

Table 7: Layer index of incorporating ACM. average means the average performance on high-
resolution benchmarks. The rows in organe and blue represents applying ACM in the continuous
and interval layers of LLM respectively.

F.4 CASUAL MASK

In section 3.2, i.e., Fig. 4 (b), we sampling the original casual mask based on the indexes of the
selected vision tokens. Here, we also compare another implementation of the casual mask for the
vision tokens, i.e., setting high-resolution and low-resolution vision tokens to be non-causal, as shown
in Fig. 8. Results from Table 8 show that using casual masks for both vision and text tokens can
achieve better performance.

F.5 TOKEN SELECTION STRATEGIES FROM ATTENTION WEIGHT

To assess token importance, we use the average attention score across all heads, as it provides a stable
and comprehensive view of token importance by integrating multiple perspectives. In this section, we
conduct the ablation studies for more different token selection strategies.

F.5.1 MULTI-HEADS

In this section, we ablate the effect of attention scores from muli-heads: (i) Specific heads: Randomly
selecting one head. (ii) Separate: Performing token selection independently within each head. As
shown in Table 9, Average (Ours) achieves the highest and most consistent performance. Averaging
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Figure 8: Non-Casual for
high-resolution and low-
resolution vision tokens.

General High-ResolutionModel SEED POPE MME VQA-text ChartQA DocVQA InfoVQA
Casual 63.5 87.6 1480.3 58.5 46.1 45.2 31.6
Non-Casual 62.7 86.5 1455.2 57.3 45.4 44.5 29.5

Table 8: Comparison with the casual or non-casual mask for vision
tokens

way general high-resolution
Average (Ours) 75.04 45.35
Specific-1 69.53 34.29
Specific-2 71.43 38.21
Specific-3 70.21 37.55
Separate 73.51 44.05

Table 9: Comparison of token selection strategies across different attention aggregation methods.
Specific-1’, ‘Specific-2’, and ‘Specific-3’ represent three specific heads randomly selected in our
experiments.

provides a comprehensive view, combining insights from multiple heads to capture both global and
local token importance. Specific shows variable performance across different heads, as each head
may focus on unique aspects of the data. Selecting heads suitable for all tasks proves challenging due
to this variability. Separate performs better than Specific but still falls short of our method. Since
each head typically captures local information, analyzing them separately limits the ability to assess
global token importance.

Method general high-resolution
Vision-to-Text (Ours) 75.04 45.35
Vision-to-Vision 72.47 42.86
Text-to-Vision Not Applied

Table 10: Performance comparison between vision-to-text and vision-to-vision token selection
strategies.

F.5.2 DIFFERENT TYPES OF TOKENS

In this section, we analyze the attention weight distributions across token types: vision-to-vision,
vision-to-text, and text-to-vision, providing insights into the token compression mechanism. From
Fig. 2 (b), we can have the follow observations: (i) Vision-to-Vision: Dense attention patterns focus
on local visual relationships but lack the ability to capture multimodal dependencies. (ii) Vision-to-
Text (Ours): Selectively attends to text-relevant vision tokens, effectively integrating multimodal cues
and enhancing task performance. (iii) Text-to-Vision: Current MLLMs concatenate vision and text
tokens in a fixed order, making direct analysis of text-to-vision distributions challenging. As shown
in Table 10, Vision-to-Text (Ours) Outperforms vision-to-vision attention weights, demonstrating
superior performance on both general and high-resolution benchmarks. The reason may due to that
Vision-to-Vision relies solely on single-modal visual information, which limits its effectiveness in
capturing multimodal dependencies required for complex tasks.
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F.6 TOKEN SELECTION WITH ENTROPY

To strengthen our analysis, we incorporated entropy measurements to quantitatively support our token
selection strategy. Entropy Computation:

Entropy measures the uncertainty of attention weights and is calculated as:

H = −
n∑

i=1

ai log(ai),

where ai is the normalized attention weight for token i, and n is the total number of tokens. High-
entropy tokens indicate diverse information, while low-entropy tokens reflect concentrated, less
complex relationships.

Experiment Design: We tested two settings: (i) High-entropy: Selecting top-K tokens with the
highest entropy values. (ii) Low-entropy: Selecting top-K tokens with the lowest entropy values. We
also computed the overlap percentage between entropy-based selections and our method to evaluate
alignment.

From Table 11, we can observe that: (i) High-entropy tokens outperform low-entropy tokens,
showing they capture richer features. (ii) Performance correlates with overlap: High-entropy
tokens (71.2% overlap) achieve comparable results to ours, while low-entropy tokens (40.1% overlap)
significantly underperform. (iii) Compared to Our Method: Our method outperforms high-entropy
selection, suggesting its token selection balances diversity (high entropy) and text-relevant information.
These results confirm that our strategy inherently selects high-information-content tokens as well as
the text-guided information.

way overlap (%) general high-resolution
Ours 100.0 75.04 45.35
High-Entropy 71.2 73.06 42.33
Low-Entropy 40.1 71.12 38.21

Table 11: Performance comparison between our method and entropy-based token selection strategies.
High-entropy tokens show closer alignment with our method and achieve superior results compared
to low-entropy tokens.

F.7 COMPARISON RESULTS ON V* BENCH

To further validate the effectiveness of our method, we also report the comparison results in Table 12.
All results are tested based on the models used in Table 2. Results demonstrate that our method
still outperforms the existing approaches, indicating that our method can work for various domains.

Model Attribute Spatial Overall
Full 46.8 63.2 53.1
FlexAttention 43.8 60.5 49.6
Avg-Pool 43.9 60.6 50.5
C-Abstractor 43.5 60.9 50.2
Ours 45.7 62.8 52.2

Table 12: Comparison with different methods on V* bench.

F.8 THE NUMBER OF COMPRESSION RATIOS

In this section, we analyze the number of compression ratios, i.e., {ri, rj , rp}, which determine how
much vision tokens are dropped. Table 13 demonstrates the performance and efficiency trade-offs
across different compression ratios. Excessive compression, such as {2, 8, 16}, significantly degrades
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performance in high-resolution tasks despite marginally improving efficiency. Therefore, we selected
{2, 4, 8} as the optimal setting, providing a balance between efficiency and robust performance across
general and high-resolution tasks.

{ri, rj , rp} Time (ms) general high-resolution
{1, 2, 4 } 532 75.52 45.86
{2, 4, 8 } 515 75.04 45.35
{2, 8, 16 } 508 74.32 43.08

Table 13: Performance and efficiency with different compression ratios.

F.9 COMPARISON WITH PREVIOUS AND CURRENT LAYERS

In our approach, we use the attention map from the previous non-compression layer to guide vision
token compression, primarily to reduce computational and memory overhead. Using the current
layer’s attention map would require performing full attention between the query and key tokens
before compression, significantly increasing resource usage. As shown in Table 14, we compare the
performance and time efficiency of using the previous layer’s attention map (ours) versus the current
layer’s. Both methods achieve nearly identical performance, but the current layer incurs additional
computation time.

Method Time (ms) general high-resolution
Previous Layer (Ours) 515 75.04 45.35
Current Layer 524 75.05 45.39

Table 14: Performance and efficiency comparison between token selection using the previous layer’s
attention map (ours) and the current layer’s attention map.

F.10 TRAINING TIME

In Table 2, we report the single-forward pass time as an indicator of both training and inference
efficiency. In Table 15, we have now included total training time comparisons across models,
demonstrating that our model achieves approximately 82.9% of the training time required by the full
model.

Method Training time Inference time Avg performance
Full 32.2 h 621 ms 48.0
Q-former 25.1 h 507 ms 30.6
Avg-pooling 24.7 h 461 ms 39.1
FlexAttn 25.4 h 505 ms 32.5
LLaVA-UHD 24.9 h 470 ms 36.0
C-Abstractor 25.0 h 492 ms 27.6
FastV 25.2 h 499 ms 39.9
Ours 26.7 h 512 ms 45.4

Table 15: Comparison with the efficiency and performance. All models are trained in one epoch on
16 V100 GPUs.

F.11 TOKEN SELECTION BASED ON VISUAL INFORMATION
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We leverage the text-guided token selection for two reasons: (i) In the casual LLMs, the last text
token receives holistic information from the whole previous tokens; (ii) Text-guided selection can
efficiently filter the instruct-related tokens from noisy tokens.

In this section, to verify the potential benefits of incorporating visual information, we conducted
additional experiments with ToMe [1] and Dynamic ViT [2], which explicitly consider visual
complexity. Specifically:

• ToMe[1]: A similarity-based token merging method that preserves visual structure.

• Dynamic ViT[2]: A dynamic token pruning approach guided by visual importance.

• ToMe+Ours: We combined ToMe with our method by using our text-guided approach to
select key tokens and ToMe to merge remaining tokens.

From Table 16, we have the following observations: (i) ToMe performs slightly better (+0.11%) on
low-resolution tasks but is slower due to additional merging steps. (ii) Ours excels on high-resolution
tasks (+1.42%) by efficiently filtering relevant tokens and reducing noise. (iii) Combining ToMe with
our method improves performance slightly but adds significant computational cost.

In conclusion, while visual complexity-based methods like ToMe show certain advantages in specific
settings, our approach strikes a better balance between performance and efficiency, particularly for
high-resolution tasks. The additional experiments validate that text-guided selection remains an
effective and practical choice for diverse tasks.

way Times (ms) general high-resolution
Attention-weight (ours) 515 75.04 45.35
ToMe 564 75.15 43.93
Dynamic ViT 520 73.51 42.82
Ours + ToMe 571 75.21 45.44

Table 16: Comparison with different compression ways that use visual nuances in our ACT-In-MLLM.

F.12 COMPARISON WITH HIGHER COMPRESSION RATIO

Table 17 reports additional experiments with both FastV and our method to achieve approximately
60% compression, aiming for similar time efficiency. The results indicate that our method outperforms
FastV by 3.43% under comparable efficiency conditions.

Model Times (s) Memory (GB) high-resolution
Full 1.95 (100.0%) 26.8G (100.0%) 52.12
FastV [1] 1.21 (61.8%) 22.5G (83.9%) 44.82
Ours 1.27 (62.6%) 23.0G (86.0%) 48.25 (+3.43)

Table 17: Comparison of efficiency and performance between FastV and our method.

F.13 COMPARISON WITH FASTV AND OURS UNDER MORE VISION TOKENS

In Table 2, we deliberately used 512 tokens, as we believe thatretaining fewer vision tokens provides a
better comparison of how well different compression methods preserve critical information. Addition-
ally, as shown in Fig. 6, increasing the number of retained tokens improves performance consistently,
further highlighting the effect of the number of reserved vision tokens for the performance, i.e.,
retaining more vision tokens leads to higher performance.

We also conduct new experiments on LLaVA-NeXT-7B (Liu et al., 2024b) with both FastV and
our method retaining 1440 tokens. The results show that our method outperforms FastV by 2.2%
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Efficiency General High-ResolutionModel Times(ms) Memory(GB) SEED POPE MME VQA-text ChartQA DocVQA InfoVQA Average

Open-LLava-Next 926(100.0%) 24.3(100.0%) 70.3 85.8 1533.5 67.1 64.2 70.0 34.5 58.9

FastV w/o train 579 (62.5%) 21.5(88.4%) 69.6 85.5 1502.0 67.0 60.5 62.1 33.1 55.7
Ours w/o train 592 (63.9%) 22.1(90.9%) 70.1 86.1 1532.2 67.3 63.1 66.9 33.4 57.9

Table 18: Comparison with applying Fastv and ours as the inference-only strategy based on Open-
LLaVA-Next.

on high-resolution tasks while maintaining comparable inference times. These results confirm our
method’s superior ability to preserve information under different vision token settings.

F.14 COMPARISON WITH FASTV AND OURS BASED ON LLAVA-1.5 TRAINING DATA

We conduct additional experiments using the original training data from LLaVA-1.5-7B (Liu et al.,
2023a), applying both our method and FastV during training and inference. The results demonstrate
that our method consistently outperforms FastV and achieves performance comparable to Full on
both general and high-resolution benchmarks.

Notably, since LLaVA-1.5 lacks high-resolution training data, the performance gap between our
method and FastV is smaller compared to experiments with augmented high-resolution data. For
Open-LLaVA-NeXT2 (since the training data from LLaVA-Next (Liu et al., 2024b) is not released),
when trained on high-resolution data, our method exhibits a larger performance advantage over FastV,
highlighting its superior ability to leverage additional information.

General High-ResolutionModel Training/Inference Times SEED POPE MME VQA-text ChartQA DocVQA InfoVQA Average

LLava-1.5 334ms/20.5h 66.1 85.9 1510.7 58.2 18.2 21.2 20.6 29.6

FastV 273ms/17.4h 65.2 85.2 1470.5 57.1 17.2 19.1 19.3 28.2
Ours 286ms/18.1h 66.3 85.8 1510.2 58.0 18.3 21.0 20.2 29.4

Open-LLava-Next 926ms/63.2h 70.9 86.2 1535.4 67.3 64.6 69.5 33.4 58.7
FastV 579ms/45.8h 69.8 86.3 1489.6 66.5 60.1 62.8 32.8 55.6
Ours 592ms/48.5h 70.2 86.5 1530.4 67.4 63.8 67.5 33.2 58.0

Table 19: Comparison between FastV and our method on LLaVA-1.5 and Open-LLaVA-Next during
both training and inference.

F.15 VISUALIZATION

In Fig. 9, Fig. 10 and Fig. 11, we show visualization results to compare our method with existing
vision compression approaches, i.e., average-pooling from (Liu et al., 2024b) and FlexAttention (Li
et al., 2024b).

2https://github.com/xiaoachen98/Open-LLaVA-NeXT
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In which year National Research Council was organised ?

Ground-truth: 1916 Avg-Pool: 1955

FlexAtten: 1955 Ours: 1916

(a)

What is his citizenship?

Ground-truth: Canadian Avg-Pool: American

FlexAtten: Australian Ours: Canadian

(c)

What is the name of TPNA Consultant ?

Ground-truth: Pat Frank Avg-Pool : Jeri EI Hage

FlexAtten: Jeri EI-Hage Ours: Pat Frank

(b)
Figure 9: Qualitative results from DocVQA (Mathew et al., 2021). We compare ACT-IN-
LLM with Average-pooling from (Liu et al., 2024b) and FlexAttn (Li et al., 2024b)
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What professional social network ranked third in Italy in June 
2020?

Ground-truth: LinkedIn Avg-Pool: Fackbook

FlexAtten: Facbook Ours: LinkedIn

(a)
How many compression sock sales were there in the United 
States in 2010?

Ground-truth: 1.2 Avg-Pool : 2.3

FlexAtten: 2.7 Ours: 1.2

(c)

What was the female population of Madagascar in 2019 ?

Ground-truth: 13.52 Avg-Pool : 12.32

FlexAtten: 13.22 Ours: 13.52

(b)
What was Wyndham's American Customer Satisfaction 
Index score in 2016?

Ground-truth: 70 Avg-Pool : 72

FlexAtten: 73 Ours: 70

(d)
Figure 10: Qualitative results from ChartQA (Masry et al., 2022). We compare ACT-IN-
LLMwith Average-pooling from (Liu et al., 2024b) and FlexAttn (Li et al., 2024b)
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When was the Million Man March?

Ground-truth: 1995 Avg-Pool: 2011

FlexAtten: 1932 Ours: 1995

(c)

Which country in North America has a higher percentage of 
mortality rate?

Ground-truth: Canada Avg-Pool: United States

FlexAtten: American Ours: Canada

(a)

Out of the 18 DRS reviews, how many were lost by the 
England team while bowling?

Ground-truth: 14 Avg-Pool : 18

FlexAtten: 16 Ours: 14

(b)
Figure 11: Qualitative results from InfoVQA (Mathew et al., 2022). We compare ACT-IN-
LLM with Average-pooling from (Liu et al., 2024b) and FlexAttn (Li et al., 2024b)
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