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Abstract

In the era of data-driven decision-making,001
Long-Form Table Question Answering002
(LFTQA) is essential for integrating structured003
data with complex reasoning. Despite recent004
advancements in Large Language Models005
(LLMs) for LFTQA, evaluating their effec-006
tiveness remains a significant challenge. We007
introduce LFTQA-Eval, a meta-evaluation008
dataset comprising 6,400 human-annotated009
examples, to rigorously assess the efficacy010
of current automated metrics in assessing011
LLM-based LFTQA systems, with a focus012
on faithfulness and comprehensiveness. Our013
findings reveal that existing automatic metrics014
poorly correlate with human judgments and015
fail to consistently differentiate between016
factually accurate responses and those that are017
coherent but factually incorrect. Additionally,018
our in-depth examination of the limitations019
associated with automated evaluation methods020
provides essential insights for the improvement021
of LFTQA automated evaluation.022

1 Introduction023

In the current landscape where decisions are in-024

creasingly driven by data, the utility of tabular data025

provides a well-organized and efficient means of026

presenting data, which is essential for informed027

decision-making processes (Pasupat and Liang,028

2015; Zhu et al., 2021; Zhao et al., 2022a,b; Tang029

et al., 2023; Zhao et al., 2023a). Within this con-030

text, long-form table question answering (LFTQA)031

has emerged as a vibrant area of research, bridging032

the gap between structured data and the comprehen-033

sive insights required in real-world scenarios (Nan034

et al., 2022; Zhao et al., 2023b). As illustrated035

in Figure 1, given the complex question and nu-036

merous data points in a table, an LFTQA system037

must understand the relationships within the data038

and perform human-like reasoning over the tabular039

content to compose the paragraph-long answer.040

According to the voting result, which representative election in 
North Carolina districts was the most competitive, and why?

The race in the North Carolina 7th district was the most competitive, as the 
Democratic incumbent Mike McIntyre won by a slim margin, with only a 0.2% 
difference between him and his Republican challenger David Rouzer. Furthermore, 
this election was the only one among all North Carolina districts in 2012 that resulted 
in a margin of victory within less than 1 percent.

District Incumbent First Elected Party Candidates

North Carolina 3 Walter Jones Jr 1994 Republican Walter Jones Jr (R) 63.2%
Erik Anderson (D) 36.8%

North Carolina 4 David Price 1996 Democratic David Price (D) 74.4%
Tim D'Annunzio (R) 25.6%

North Carolina 6 Howard Coble 1984 Republican Howard Coble (R) 60.9%
Tony Foriest (D) 39.1%

North Carolina 7 Mike Mcintyre 1996 Democratic Mike Mcintyre (D) 50.1%
David Rouzer (R) 49.9%

North Carolina 8 Larry Kissell 2008 Democratic Richard Hudson (R) 54.1%
Larry Kissell (D) 45.9%

North Carolina 10 Patrick Mchenry 2004 Republican Patrick Mchenry (R) 57.0%
Patsy Keever (D) 43.0%

Title: United States House of Representatives Elections, 2012

Figure 1: An example of the Long-form Table Question
Answering (LFTQA) task investigated in our work.

Recent studies highlight the exceptional per- 041

formance of Large Language Models (LLMs) in 042

LFTQA tasks (Zhao et al., 2023c; Chen, 2023; Ye 043

et al., 2023). However, the reliable evaluation of 044

LLM-based systems in this domain remains a rel- 045

atively unexplored area. Unlike conventional text 046

generation tasks, where automatic metrics such 047

as BLEU and ROUGE can somewhat effectively 048

gauge the fluency and surface-level coherence of 049

the generated text, LFTQA demands a more nu- 050

anced assessment approach. These traditional met- 051

rics, primarily designed for shorter texts, often fall 052

short in LFTQA where the answers not only need 053

to be contextually rich and structurally complex 054

but also deeply rooted in logical reasoning derived 055

from the underlying tabular data. They struggle to 056

evaluate the logical structure and reasoning accu- 057

racy essential for long-form responses, as they do 058

not account for the correctness of data interpreta- 059

tion or the ability to maintain a coherent argument 060

over extended narratives. This limitation signifi- 061

cantly impacts their utility in scenarios where the 062

decision-making process relies heavily on the ac- 063

curate and logical processing of structured data, 064

necessitating the development of new metrics that 065
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can more effectively measure these critical aspects.066

Our research demonstrates that existing auto-067

matic metrics are inadequate in distinguishing be-068

tween high-quality, factually accurate answers and069

those that are merely coherent. This discrepancy is070

alarming because developers might choose subopti-071

mal systems for real-world applications if they rely072

solely on automatic metrics to compare and rank073

different LFTQA systems. To better investigate the074

automated evaluation methods for LFTQA tasks,075

we have constructed a meta-evaluation dataset076

named LFTQA-Eval,1 consisting of 6,400 human-077

annotated examples. Specifically, we gathered out-078

puts from leading LLM-based systems on the FE-079

TAQA (Nan et al., 2022) and QTSUMM (Zhao080

et al., 2023b) datasets. We then benchmarked ex-081

isting automatic evaluation metrics for these tasks,082

leveraging our collected human annotations across083

two distinct dimensions: faithfulness and compre-084

hensiveness. Our experimental results demonstrate085

that all the examined automated metrics exhibit086

low correlations with human judgments, reveal-087

ing their unreliability in determining the quality of088

LLM-generated answers and comparing different089

LLM-based systems. Moreover, we conducted an090

in-depth analysis of the failures associated with091

automated evaluation methods, supplemented by092

illustrative examples that provide valuable insights093

into potential areas for enhancement.094

2 LFTQA-EVAL Construction095

To better investigate the automated evaluation meth-096

ods for LFTQA tasks, we have constructed a097

meta-evaluation dataset named LFTQA-Eval. The098

following subsections discuss the data collection099

methodology and annotation process.100

2.1 Collecting LLM Output for LFTQA101

We examine LFTQA automated evaluation meth-102

ods on the FETAQA and QTSUMM datasets. Ta-103

ble 3 in Appendix illustrates the basic data statistics104

of these two datasets.105

• FETAQA (Nan et al., 2022) is designed for free-106

form table question answering, with answers av-107

eraging 18.9 words. It requires models to extract108

question-relevant information from the given ta-109

ble, and then aggregate and reason over this infor-110

mation to produce a coherent long-form answer.111

1The data and code will be open-sourced upon publication.

• QTSUMM (Zhao et al., 2023b) requires models 112

to perform reasoning and analysis akin to hu- 113

man thought processes on tables sourced from 114

Wikipedia to produce paragraph-length answers. 115

Compared to the FETAQA dataset, outputs in 116

QTSUMM are longer, averaging 68.0 words. 117

Collecting LLM Output We adopt Zero-shot, 118

One-shot, Chain-of-Thought (Wei et al., 2022), and 119

Dater (Ye et al., 2023) prompting methods for 120

LFTQA-Eval construction, with details of each 121

discussed in Appendix A.1. For each prompt- 122

ing method, we collect output from eight popu- 123

lar LLMs, including Llama-2&3 (Touvron et al., 124

2023), Mistral (Jiang et al., 2023a), Mixtral (Mis- 125

tral.AI, 2023), DeepSeek (DeepSeek, 2023), 126

Gemini-1.5 (Google, 2023), GPT-3.5&4o (Brown 127

et al., 2020; OpenAI, 2023). We use chat or 128

instruct versions for each model. Addition- 129

ally, we select the most recent, largest, and best- 130

performing checkpoint available as of paper sub- 131

mission (i.e, June 10, 2024). We randomly sample 132

100 examples from the development sets of FE- 133

TAQA and QTSUMM, and collect corresponding 134

model outputs of these sampled examples. This 135

results in a total of 2 datasets × 100 examples × 4 136

prompting methods × 8 LLMs = 6,400 examples 137

within the LFTQA-Eval benchmark. 138

2.2 Evaluation Criteria 139

The automated evaluation of LFTQA tasks is chal- 140

lenging due to the unique features of LFTQA: 141

1) conducting intricate reasoning across multiple 142

sources of information, and 2) ensuring factual ac- 143

curacy while avoiding hallucination. To evaluate 144

the reliability of automated evaluation methods for 145

LFTQA, we collect human evaluation scores for 146

each model output based on the the dimensions 147

of Faithfulness and Comprehensiveness, respec- 148

tively. Our preliminary study indicates that LLM- 149

based systems exhibit the capability to generate 150

texts that are both fluent and coherent, devoid of 151

spelling and grammatical errors. Therefore, we 152

have excluded the evaluation of fluency and coher- 153

ence from our analysis. 154

• Faithfulness: A good answer should be firmly 155

rooted in the source table. It should consist of 156

correct information from the table and precisely 157

address the posed question, avoiding any inaccu- 158

racies or hallucinations. 159

• Comprehensiveness: A good answer should en- 160

compass all essential information derived from 161
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the tabular data, meeting the user’s information162

requirements. The information in the answer163

should not only be relevant to the question but164

also be consistent with tabular data.165

2.3 Collecting Human Evaluation Scores166

We tasked annotators to evaluate answers using a167

Likert scale ranging from 1 to 5 for each dimen-168

sion based on the following criteria: To ensure169

the high quality of annotations, we hired eight un-170

dergraduate students proficient in English. Before171

starting the annotations, each annotator completed172

a one-hour online training session and reviewed a173

guide detailing the task execution steps. The anno-174

tators were compensated at an approximate hourly175

rate of $10, aligned with the complexity and dura-176

tion of the task. Each sample was independently177

evaluated by two different annotators to mitigate178

individual bias and variance in scoring. Instances179

of significant disagreement (a variance greater than180

2 points) were re-evaluated by an additional annota-181

tor. We achieved substantial inter-annotator agree-182

ments, with Krippendorff’s alpha for faithfulness-183

and comprehensiveness-level annotation at 0.678184

and 0.603, respectively.185

2.4 Collecting Automated Evaluation Scores186

We examine following automatic metrics that are187

widely used in the LFTQA task, investigating188

their reliability in evaluating model performance:189

BLEU (Papineni et al., 2002), ROUGE (Lin and190

Hovy, 2003), METEOR (Banerjee and Lavie,191

2005), BERTScore (Zhang et al., 2020), TAPAS-192

Acc (Liu et al., 2022), AutoACU (Liu et al., 2023c).193

Appendix A.2 discusses the details of each metric.194

We also adopt an LLM-based evaluation system,195

G-Eval (Liu et al., 2023a), to the LFTQA task.196

G-Eval employs LLMs using a chain-of-thought197

approach and the form-filling paradigm to assess198

the quality of generated text. We adopt the official199

CoT evaluation prompt to assess the faithfulness200

and comprehensiveness of the generated answers,201

separately. The evaluation prompts used are pre-202

sented in Appendix A.2. We use the Llama-3-70B203

and GPT-4o as the evaluators. For each model out-204

put collected in Section 2.1, we measure the above205

metrics’ scores as automated evaluation scores.206

3 Experimental Results207

3.1 Main Results208

Table 1 and Table 2 illustrate the instance- and209

system-level Kendall’s tau correlation between au-210

FETAQA QTSUMM

Metric Comp. Fai. Comp. Fai.

BLEU 0.076 0.220 -0.070 0.099
ROUGE 0.006 0.224 -0.160 0.119
METEOR 0.206 0.272 -0.240 0.019
BERT-Score 0.329 -0.254 0.237 0.136
TAPAS-Acc -0.033 0.059 -0.028 -0.082
AutoACU -0.042 0.296 0.152 0.208

G-EvalLlama−3 Comp. 0.562 0.325 0.543 0.368
G-EvalLlama−3 Fai. 0.321 0.497 0.307 0.509
G-EvalGPT−4o Comp. 0.623 0.409 0.612 0.352
G-EvalGPT−4o Fai. 0.301 0.531 0.376 0.585

Table 1: Results of instance-level Kendall’s tau correla-
tions between automatic metrics and human judgments
on QTSUMM and FETAQA datasets.

FETAQA QTSUMM

Metric Comp. Fai. Comp. Fai.

BLEU 0.009 0.295 -0.251 -0.033
ROUGE -0.134 0.247 -0.269 0.065
METEOR 0.152 0.235 -0.395 -0.066
BERT-Score 0.340 -0.422 0.301 0.202
TAPAS-Acc -0.189 0.006 -0.196 -0.122
AutoACU 0.031 0.324 0.068 0.198

G-EvalLlama−3 Comp. 0.542 0.319 0.509 0.302
G-EvalLlama−3 Fai. 0.336 0.587 0.347 0.564
G-EvalGPT−4o Comp. 0.641 0.412 0.633 0.384
G-EvalGPT−4o Fai. 0.379 0.609 0.411 0.598

Table 2: Results of system-level Kendall’s tau correla-
tions between automatic metrics and human judgments
on QTSUMM and FETAQA datasets.

tomatic and human judgements. We can draw 211

following two conclusions based on the results: 212

Existing automatic metrics fail in assessing the 213

answers generated by LLM-based systems. Ta- 214

ble 1 reveal a general trend of low to negative cor- 215

relations across a range of metrics (e.g., BLEU, 216

ROUGE, METEOR, and TAPAS-Acc), when eval- 217

uating individual LLM-generated responses. This 218

indicates a widespread issue among current auto- 219

matic metrics in measuring the faithfulness and 220

comprehensive of LLM-generated answers, point- 221

ing to a systemic failure to align with human judg- 222

ments at the instance level. Existing automatic 223

metrics fail in comparing the performance of 224

different LLM-based systems. Similarly, Table 2 225

shows that the same metrics struggle with accu- 226

rately reflecting human evaluations when compar- 227

ing overall system performance. Notably, nega- 228

tive correlations in metrics such as BLEU and ME- 229

TEOR at the system level suggest that these met- 230

rics are not effectively distinguishing the nuanced 231

differences in quality among various LLM-based 232

systems, underscoring a broader inadequacy in the 233
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current automatic evaluation methods in LFTQA.234

LLM-based metrics demonstrate a significant235

improvement over traditional automated met-236

rics in terms of correlation with human evalu-237

ation. As illustrated in Table 1 and Table 2, G-238

Eval consistently achieves positive and high scores239

at both the instance-level and system-level eval-240

uations. This indicates LLM-base metrics’ profi-241

ciency in accurately assessing individual answer242

generation and identifying discrepancies in the243

effectiveness of various systems. Compared to244

Llama-3, GPT-4o yields higher scores, indicating245

that its evaluation results correspond more closely246

with human assessments. This superior perfor-247

mance reflects the enhanced evaluation capabilities248

of larger-size models in aligning with human judg-249

ment standards for the LFTQA task, highlighting250

the enhanced precision and reliability of advanced251

LLMs in quality evaluation.252

3.2 Case Study253

To gain deeper insights into the failure cases of au-254

tomated evaluation systems for LFTQA tasks, we255

conducted detailed human analyses by exploring256

scenarios where automated evaluations fall short.257

Specifically, we randomly sampled 60 model out-258

put pairs from GPT-4o with Dater and one-shot259

prompting on QTSumm. We selected examples260

where GPT-4o with Dater received lower scores261

from at least four out of six metrics but achieved262

better results in human evaluations compared to263

GPT-4o with one-shot prompting. We meticulously264

analyzed and summarised the failure scenarios and265

summarised failure reasons as follows.266

The Effect of Question As we delve deeper into267

the examples, we observe that the clarity of the268

questions significantly impacts the quality of the269

generated answers. Ambiguous questions can lead270

the model to misinterpret the key elements, result-271

ing in the retrieval of incorrect information from272

the tables. Furthermore, we discovered that some273

questions were subjective or open-ended, which274

led to a variety of perspectives and content in the275

answers. The information related to these ques-276

tions may not be directly presented or elaborated277

in the given tables. Instead, it should be inferred278

and evaluated from external materials, requiring279

careful speculation and analysis. In contrast, both280

the ground truth and generated answers typically281

reflect only a subset of these potential viewpoints.282

Table 4 in Appendix presents detailed examples.283

The Effect of Ground Truth Although ground 284

truth is used as the standard reference in the eval- 285

uation process, it has certain issues that affect the 286

quality of the assessment. Ground-truth answers 287

often include extensive descriptive details, which 288

can make them redundant and contain content ir- 289

relevant to the questions. Additionally, in some 290

instances, the ground truth fails to provide the spe- 291

cific information requested in the question. This 292

can lead to lower evaluation scores, even when 293

the generated outputs are accurate. Table 5 in Ap- 294

pendix presents detailed examples. 295

The Effect of Generated Answer LLM-based 296

models excel at incorporating additional, reasoning- 297

intensive information that is not present in ground- 298

truth answers. They generate direct, parallel struc- 299

tures in their responses, which align well with hu- 300

man expression in real-world applications. How- 301

ever, current automated metrics struggle to capture 302

this supplementary information and concise struc- 303

tures, resulting in automated evaluation scores that 304

are significantly lower than human scores. Table 6 305

in Appendix presents detailed examples. 306

4 Related Work 307

To evaluate automatic metric performance for text 308

generation, several human evaluation benchmarks 309

have been collected (Cohan and Goharian, 2016; 310

Dhingra et al., 2019; Gabriel et al., 2021; Fab- 311

bri et al., 2021; Liu et al., 2023b; Jiang et al., 312

2023b), comprising system-generated text and their 313

human evaluation scores. The human evaluation re- 314

sult on the system-generated text is considered the 315

gold standard, and metric performance is measured 316

by the correlation between the human evaluation 317

scores and automatic metric scores. To the best of 318

our knowledge, we are the first to examine the au- 319

tomated evaluation methods for LFTQA research. 320

5 Conclusion 321

Our exploration into the evaluation of LLMs for 322

LFTQA tasks reveals a significant gap between 323

current automatic metrics and human judgment, 324

particularly in assessing answer faithfulness and 325

comprehensiveness. The insights from the LFTQA- 326

Eval dataset highlight the need for more nuanced 327

evaluation methods that align more closely with 328

human evaluative standards. Addressing this dis- 329

crepancy is essential for advancing the reliability of 330

LFTQA systems and ensuring their practical utility 331

in real-world scenarios. 332
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Limitations333

Our analysis is limited to 6,400 examples for which334

we have collected. While more statistically signif-335

icant conclusions could be drawn from a larger336

evaluation set, as noted above a much large time337

and budget allocation would be required, and we338

encourage the community to apply our protocol to339

expand our evaluation set.340
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Property FETAQA QTSUMM

Table Source Wikipedia Wikipedia

Unique Tables 1,942 424
Avg. Rows per Table 14.2 12.0
Avg. Columns per Table 5.7 6.7
Avg. Table Title Length 5.4 7.4

Avg. Query Length 14.0 22.3
Avg. Summary Length 23.3 67.8

Test Set Size (# QA Pairs) 2,003 1,078

Table 3: Basic statistics of the FETAQA and QTSUMM
test sets used in our experiments.
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A LFTQA Benchmark579

A.1 LLM Output Collection580

We adopt following prompting methods for collect-581

ing model outputs for LFTQA-Eval construction582

• Zero-shot instructs LLMs to directly generate583

the final response based on provided tables and584

accompanying questions.585

• One-shot requires a single sample to prompts586

LLMs for generating answers of given sources.587

• Chain-of-Thought (Wei et al., 2022) tasks588

LLMs with generating a sequence of immediate589

reasoning steps, aiming to enhance their capabil-590

ity for intricate reasoning processes substantially.591

• Dater (Ye et al., 2023) presents a methodol-592

ogy for decomposing complex questions into a593

set of sub-questions. This is achieved through 594

the generation of an intermediate SQL query 595

by LLMs and a limited set of prompting sam- 596

ples. Subsequently, the method aggregates all 597

sub-information to produce the final answer. 598

A.2 Automated Evaluation System 599

• BLEU (Papineni et al., 2002) computes the ge- 600

ometric mean of the modified precision scores 601

of the translated text and incorporates a brevity 602

penalty factor. We use SacreBLEU (Post, 2018) 603

for BLEU score calculation. 604

• ROUGE (Lin and Hovy, 2003) assesses the de- 605

gree of lexical similarity between the generated 606

text and the reference text. We employ F1 score 607

for ROUGE-L. 608

• METEOR (Banerjee and Lavie, 2005) is devel- 609

oped to address the limitations of BLEU by intro- 610

ducing a method where alignment is established 611

through the mapping of unigrams. 612

• BERTScore (Zhang et al., 2020) measures the 613

similarity between the generated output and the 614

reference text by utilizing contextualized token 615

embeddings derived from a pre-trained model. 616

• TAPAS-Acc (Liu et al., 2022) assesses the 617

faithfulness of table-to-text generation using 618

TAPAS (Herzig et al., 2020) pretrained on the 619

TabFact (Chen et al., 2020) dataset. 620

• AutoACU (Liu et al., 2023c) presents a reference- 621

based automated evaluation system, utilizing 622

atomic content units (ACUs) to gauge the simi- 623

larity between text sequences. 624

A.3 Evaluating Automatic Evaluation Metrics 625

To evaluate the performance of automatic metrics, 626

the human evaluation result on the same evaluation 627

target is considered the gold standard, and met- 628

ric performance is measured by the correlation be- 629

tween the human evaluation scores and automatic 630

metric scores. Following previous work (Cohan 631

and Goharian, 2016; Fabbri et al., 2021; Liu et al., 632

2023b), we calculate the correlation at the system- 633

and instance-level. Specifically, given n input ar- 634

ticles and m table-to-text generation systems, the 635

human evaluation and an automatic metric result in 636

two n-row, m-column score matrices H , M respec- 637

tively. The system-level correlation is calculated on 638

the aggregated system scores: 639

rsys(H,M) = C(H̄, M̄), (1) 640
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G-Eval for Evaluating Faithfulness

### Task Introduction:
Given a complex question and a generated answer about a table, your task is to rate the answer’s Faithfulness.

### Evaluation Criteria:
Faithfulness(1-5): A good answer should accurately and completely address the given question.It must be based entirely
on the information provided and should not include any unfaithful or hallucinated content.

### Evaluation Steps:
1. Carefully read the table and the question, be aware of the information they contains and analyze their key points and
important aspects.
2. Read the proposed answer carefully and understand its content. Check for factual errors in the answer to ensure if it
accurately reflect the information presented in the table.
3. Rate text on a scale from 1(worst) to 5(best) by its faithfulness according to the criteria strictly. Note that scores are
integers.

Figure 2: G-Eval for Evaluating the faithfulness of the LLM generated answer.

G-Eval for Evaluating Comprehensiveness

### Task Introduction:
Given a complex question and a generated answer about a table, your task is to rate the answer’s Comprehensiveness.

### Evaluation Criteria:
Comprehensiveness(1-5): A good answer should provide all the necessary information to address the question
comprehensively. Additionally, it should avoid including details that, while consistent with the tabular data, are
irrelevant to the given question.

### Evaluation Steps:
1. Carefully read the table and the question, be aware of the information they contains and analyze their key points and
important aspects.
2. Read the proposed answer carefully and understand its content. Verify that the answer contains all the essential
information needed to address the question.
3. Rate text on a scale from 1(worst) to 5(best) by its comprehensiveness according to the criteria strictly. Note that
scores are integers.

Figure 3: G-Eval for Evaluating the Comprehensiveness of the LLM generated answer.

where H̄ and M̄ contain m entries which are the641

average system scores across n data samples, e.g.,642

H̄0 =
∑

iHi,0/n.643

The instance-level correlation can be computed644

as the average of sample-wise correlations, provid-645

ing insight into the relationship between automated646

and human evaluation:647

rins(H,M) =

∑
i C(Hi,Mi)

n
, (2)648

Where Hi and Mi represent the evaluation results649

for the i-th data sample, with C denoting a func-650

tion that computes a correlation coefficient. In this651

study, we employ Kendall’s tau rank correlation652

at both the system and instance levels to measure653

the correlations between these two types of evalua-654

tions.655

B Experimental Results656
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Error Type Example Explanation

Question is ambiguous Question: Who were the top three scorers for
the 1961-62 Michigan Wolverines men’s basket-
ball team and how many points did they score?

It may take individual scores but is phrased in
a way that could be interpreted as asking for a
total score, potentially leading to the total score
being treated as another player in the ranking.

Subjective issues Question: How did the performance of Tom
Brady in terms of passing yards during the Reg-
ular Season 2011 compare with other quarter-
backs listed in 2011?

The subject of these questions might result in
multiple reasonable interpretations and answers.
For example, responses could pertain to Tom’s
scoring rate, passing rate, ball handling perfor-
mance, etc., each in different ways.

Open-ended questions Question 1: Summarize the basic information
of the episode(s) written by Damon Lindelof.
Question 2:Summarize the performance of
Weekend Hussler in the Caulfield Guineas.

These questions involve various perspectives and
require external information to be adequately ad-
dressed. For example, the first question might
pertain to understanding the play, including plot
trends, character development, and thematic el-
ements in the episode. Different background
knowledge and perspectives will result in vary-
ing answers.

Table 4: Case studies on evaluation errors due to the effects of questions.

Error Type Example Explanation

Redundancy in Ground
Truth Answer

Generated Answer: The quantity of the air-
craft models that were first introduced between
the years 1980 and 1985 inclusive is 3 and their
build years are 1978, 1979, and 1971.
Ground Truth Answer:The number of aircraft
models that were initially launched within the
timeframe extending from the year 1980 up to
and including the year 1985 amounts to a total
of three distinct models. Specifically, the con-
struction years for these models are identified as
the years 1978, 1979, and 1971 respectively.

Ground truth answers tend to include additional
details that may not directly contribute to an-
swering the question in some cases while the
generated answers are concise with all essential
information. Based on the example provided,
the ground truth answer offers a more compre-
hensive and detailed description of the launch
times of the aircraft models.

Mismatch Between
Question and Ground
Truth Answer

Generated Answer: The track that has the low-
est bpm on the Speed SFX series is ’Rhythm
& Police (K.O.G G3 Mix)’ and the track with
the highest bpm on the Speed SFX series is the
’Mission: Impossible Theme’.
Ground Truth Answer: The Speed SFX’s low-
est bpm is 175 on tracks 5, and the highest bpm
is 195 on 20 in the Speed series.

The ground truth focuses on the BPM values
without mentioning specific track names, which
is the primary detail the question asks for. Con-
versely, the prediction accurately identifies the
tracks by name, directly addressing the question.
Therefore, the ground truth fails to provide the
specific information that the question seeks.

Table 5: Case studies on evaluation errors due to the effects of ground truth answers.
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Error Type Example Explanation

Inconsistency in LLM
Output Length

Generated Answer: The HP LaserJet 4250 has
a faster CPU speed of 460 MHz compared to
the 4200’s 300 MHz and its print speed is also
higher at 43 pages per minute (PPM) compared
to the 4200’s 35 PPM, yet both printers come
with a standard memory of 48 MB and can be
expanded up to a maximum of 512 MB.
Ground Truth Answer:The HP LaserJet 4200
and 4250 models, both in HP LaserJet 4000 se-
ries, have some same and different specifica-
tions. In same parts, both models come out
in November 2002 and stop in June/November
20051. They have print resolution of 1200 DPI.
Also, both printers can make the memory big-
ger, up to 512 MB. But, there are some different
things between these two models. The LaserJet
4200 has 300 MHz CPU speed, but 4250 has
faster 460 MHz CPU. Also, 4200 model can
print 35 pages in one minute (PPM), but 4250
can print a little faster, 43 PPM".

The GT length is 68, while the LLM-generated
length is 52.16. This indicates that the predicted
output is significantly shorter than the actual
answer. Generated responses tend to be con-
cise and straightforward, focusing on delivering
key points efficiently. In contrast, the actual an-
swer provides more extensive information, with
greater detail and elaboration. This difference
highlights a tendency for automated responses
to prioritize brevity.

Answers’ Different
Structures

Generated Answer: The quantity of the air-
craft models that were first introduced between
the years 1980 and 1985 inclusive is 3 and their
build years are 1978, 1979, and 1971.
Ground Truth Answer: Between the years
1980 to 1985 altogether, Agderfly added three
airplane models to its fleet. In the year 1980,
one Piper Chieftain made in 1978 was added,
also one Piper Tomahawk was made in 1979
in the same year. The 1985 year, one Piper
Seneca which was made in 1971. In total, during
this time, Agderfly added three aircraft models
whose combined quantity is four units.

Generated answers tend to be structured with
parallel objects, while ground truth answers of-
ten utilize complex clauses to introduce related
information thoroughly. In this example, the
generated answer simply lists the years, while
the ground truth introduces the information for
each year in a single, comprehensive sentence.
This discrepancy in structure can result in mis-
alignment between automated predictions and
the expected answers, impacting the accuracy of
evaluations and interpretations.

Table 6: Case studies on evaluation errors due to the effects of generated answers.
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