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a b s t r a c t

This paper presents a novel algorithm named ID6NB for extending decision tree induced by Quinlan’s non-
incremental ID3 algorithm. The presented approach is aimed at suggesting the solutions for few unhandled
exceptions of the Decision tree induction algorithms such as (i) the situation in which the majority voting
makes incorrect decision (generating two different types of rules for same data), and (ii) in case of dimen-
sionality reduction by decision tree induction algorithms, the determination of appropriate attribute at a
node where two or more attributes have equal highest information gain. Exception due to majority voting
is handled with the help of Naive Bayes algorithm and also novel solutions are given for dimensionality
reduction. As a result, the classification accuracy has drastically improved. An extensive experimental eval-
uation on a number of real and synthetic databases shows that ID6NB is a state-of-the-art classification
algorithm that outperforms well than other methods of decision tree learning.

� 2008 Elsevier B.V. All rights reserved.

1. Introduction

The process of Knowledge Discovery in Databases (KDD) is de-
fined by Fayyad et al. [3] as ‘‘the non-trivial process of identifying
valid, novel, potentially useful, and ultimately understandable pat-
terns in data.” Data mining is the core step of the KDD process,
which is concerned with a computationally efficient enumeration
of patterns presenting in a database. Classification is a primary
data mining task aimed at learning a function that classifies a data-
base record into one of several predefined classes based on the val-
ues of the record attributes. Common classification methods, like
Backpropagation, Naive Bayes, SVM, ID3, and C4.5, are designed
to optimize the predictive performance of the induced model [4].
Other aspects of knowledge discovery, such as two different rules
concerning the same data, and identification of relevant features,
are given only secondary consideration by most existing algo-
rithms. Consequently, classification models induced from real-
world data are not efficiently deal with inconsistent data and are
statistically insignificant. The ID6NB algorithm presented in this
paper is aimed at solving these problems.

1.1. Information theory and classification

The data classification process is aimed at reducing the amount
of uncertainty or gaining information about the target (classifica-
tion) attribute. In Shannon’s information theory (see [2]), informa-
tion is defined as that which removes or reduces uncertainty. For a

classification task, more information means higher accuracy of a
classification model since the predicted class of new instances is
more likely to be identical to their actual class. A model that does
not increase the amount of information is useless and its predictive
accuracy is not expected to be better than just a random guess. We
also realize that more information is needed to accurately predict a
multivalued outcome than to predict a binary outcome. Informa-
tion theory (see [2]) suggests a general modeling of conditional
dependency between random variables. If nothing is known on
the causes of a variables X, its degree of uncertainty can be mea-
sured by the unconditional entropy HðxÞ ¼

P
pðxÞlog2pðxÞ. Entro-

py is different from statistical variance by its metric-free nature:
It depends only on the probability distribution of a random vari-
able rather than on its concrete values. Thus, in classification tasks,
where the metric of class labels is unimportant, minimizing the en-
tropy of the target attribute can be a criterion for choosing the best
hypothesis. Examples of this include the use of information gain in
ID3 [9] and C4.5 [11] algorithms for finding the best feature to split
a node of a decision tree. In this paper, we present, for the first
time, a detailed example of ID6NB algorithm, a new way of extract-
ing rules from the Benchmark datasets and a comprehensive com-
parison of our method to other decision tree induction algorithms.

1.2. Dimensionality reduction and feature selection

Minimizing the number of relevant attributes or features in a
classification model is important for several reasons, from increas-
ing the learning speed of a classification algorithm to dealing with
the curse of dimensionality problem in parameter estimation. John
et al. [7] distinguish between two models of selecting a ‘‘good” set
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of features under some objective function. The feature filter model
assumes selecting the features before applying an induction algo-
rithm (by using some evaluation measures), while the wrapper
model uses the prediction accuracy of the induction algorithm it-
self to evaluate the features. An over view of existing filter and
wrapper methods for feature selection can be found in [8].The
wrapper approach is usually associated with a considerable com-
putational effort since it requires the rerunning of an induction
algorithm multiple times. The filter methods, on the other hand,
are computationally cheaper, but, as indicated by [8], there is a
danger that the features selected by a filter method will not allow
a classification algorithm to fully exploit its potential. Unlike the
filter and the wrapper approaches, the ID6NB algorithm presented
in this paper implements automated feature selection ‘‘on the fly”
as an integral part of the learning process. Thus, a minimal subset
of features is found in a single run of the induction algorithm.

1.3. Paper organization

Related works are stated in Section 2. Problem Statements are
illustrated in Section 3. Section 4 describes the proposed algo-
rithms. In Section 5, we compare the ID6NB algorithm to the most
common algorithm of decision tree construction and evaluate the
algorithm performance on a variety of Standard Benchmark data-
sets. Section 6 concludes the paper with representing a number
of issues for future research.

2. Related work

The ID3 algorithm [9] is a useful concept learning algorithm be-
cause it can efficiently construct a decision tree that generalizes well.
For non-incremental learning tasks, this algorithm is often a good
choice for building a classification rule. However, for incremental
learning tasks, it would be far preferable to accept instances incre-
mentally, without needing to build a new decision tree each time.

There exist several techniques to construct incremental deci-
sion tree based models. Some of the earlier efforts include ID4
[12], ID5 [16], ID5R [18], and ITI [19]. All these systems work using
the ID3 style ‘‘information gain” measure to select attributes. They
are all designed to incrementally build a decision tree using one
training instance at a time by keeping the necessary statistics
(measure for information gain) at each decision node.

The ID4 algorithm [13] builds decision trees incrementally.
Many learning tasks are incremental as new instances or details
become available overtime. The ID4 algorithm [14] works by build-
ing a tree and updating it as new instances become available. The
ID3 algorithm can be used to learn incrementally by adding each
new instance to the training set as it becomes available and re-run-
ning ID3 against the enlarged training set. This is, however, compu-
tationally inefficient.

The ID5 [16] and ID5R [18] are both incremental decision tree
builders that overcome the deficiencies of ID4. The essential differ-
ence is that when tree restructuring is required, because the attri-
bute at a node does not have the lowest entropy score, any sub
trees are not discarded, rather the attribute that is to be placed
at the node is pulled up to the node and the tree structure below
the node is retained. In the case of ID5 [16] the sub trees are not
recursively updated while in ID5R [18] they are. Not restructuring
the sub trees is computationally more efficient. However, the
resulting sub tree is not guaranteed to be the same as the one that
would be produced by ID3 [10] on the same training instances.
ID5R [17] does guarantee this to be the case.

The ITI (Incremental Tree Inducer) [19] is a program that con-
structs decision trees automatically from labeled examples. The most
useful aspect of the ITI algorithm [20] is that is provides a mechanism

for incremental tree induction. If one has already constructed a tree,
and then obtains a new labeled example, it is possible to present it
the algorithm, and have the algorithm revise the tree as necessary.
The alternative would be to build a new tree from scratch, based
on the now augmented set of labeled examples, which is typically
much more expensive. ITI handles symbolic and numeric variables,
and missing data values. It includes a virtual pruning mechanism too.

3. Problem statement

(i) The Decision tree induction algorithm works iteratively until
the end condition to decide the correct class label. But the
algorithm tends to choose the class label arbitrarily when
the majority voting fails.

(ii) When the Decision tree induction algorithm itself is used to
determine the attribute subset, then it is called wrapper
approach. In this approach, if two or more attributes have
equal highest values for information gain, then the algo-
rithm does not handle the problem efficiently.

This paper aims to suggest possible solutions to the above men-
tioned problems.

4. Proposed work

4.1. Exception in dimensionality reduction

Decision tree induction algorithms handle dimensionality
reduction along with classification. During dimensionality reduc-
tion, the attribute with highest information gain is selected. The
other possible situation i.e. ‘‘when two or more attributes have
equal information gain” will create an exception. The possible
and optimal solutions are given for the identification of the best
attribute. The problem generated due to above mentioned excep-
tion, is the selection of worst attribute beside the optimal attribute
for dimensionality reduction. The advantage of handling this
exception is the optimal attribute reduction when compared to
other decision tree induction algorithm under this same condition.

4.2. Resolving the exception in dimensionality reduction

Consider the depth of the decision tree drawn as‘d’ and in which
there exists two attributes (Ai and Aj) having the same highest
information gain. Some of the solutions that would be effective
are as follows

1. If this situation happens in the depth 0 that is choosing root
node then we temporarily draw two decision trees by having
each as root node. Apply this for the given test data. Select
the attribute to be chosen by the high accuracy it possesses.

2. If this situation happens in between the decision tree that is
from the depth 1 to d-1(that is the level before leaves).
a. Then Traverse through other branches of that particular

node’s parent and remove the attribute that never occurs
at least in anyone of its branches.

b. Else Traverse through other branches of that particular
node’s parent and keep the attribute that occurs as the
deciding attribute of that depth.

c. Or else if both Ai and Aj occurs while traversing the other
branches. Choose the attribute that has highest information
gain in its parent’s depth.

The ID6NB algorithm update procedure for effective dimension-
ality reduction is given in Fig. 1. Here the first condition to be
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checked is depth of the node i.e. root node or the node lies between
the root and leaf. The else statement checks the occurrence of the
attributes, if both attributes hold then the information gain of
those attribute in the previous level is taken in to account.

The key steps 2a, 2b, and 2c are clearly demonstrated in Fig. 2.

4.3. Exception due to the failure of majority voting

In decision tree induction algorithm, one of the terminating
condition for the recursive call function is majority voting. Accord-
ing to majority voting, ‘‘When a table has only two attributes (class
attribute and one among other attributes), the attribute with max-
imum number of occurrence records, is selected”. We have consid-

ered the case, ‘‘What would happen if two or more attribute have
equal and maximum number of occurrence of records?”. The tradi-
tional algorithms fail to provide any specific solution for the above
mentioned problem. In the Proposed method, the optimal solution
is given with the help of probability based Naive Bayesian algo-
rithm for selecting the class label during above mentioned situa-
tion. The problem generated due to majority voting is incorrect
identification of the class label which directly leads to wrong iden-
tification of instance from test dataset. The advantage of solving
majority voting condition is efficient removal of noise data from
training dataset which helps in increasing the accuracy towards
identification of inconsistent data from test dataset.

4.4. Resolving the problem of arbitrary selection of class label due to
the failure of majority voting

In order to avoid the arbitrary selection of class label due to
failure of majority voting, the assigning of class label with Naive
bayes algorithm is proposed. The Naive bayes algorithm decision
to give the class value would be the best solution and hence
ID6NB would be the extension of the Decision Tree induction
algorithm by giving best solution and not giving contradictory
rules (see Fig. 3).

In the traditional decision tree induction algorithm any dataset
would fall under any one of the categories, (i) Consistent data, and
(ii) Inconsistent data. But with ID6NB algorithm, any dataset con-
sidered for classification would fall under any one of the categories,
(i) Consistent data identified by alpha rules, (ii) Inconsistent data
identified by alpha rules, (iii) Consistent data identified by beta
rules, and (iv) Inconsistent data identified by beta rules (see Fig. 4).

4.4.1. Alpha and beta rules
Inconsistent data are those which are not classified in the given

training dataset. Hence efficiency of the algorithm decreases due to
the inability to classify the given data. The records which are con-
sidered as inconsistent are identified by alpha rules. The noisy data
may occur in the training data due to human error that is the user
records irrelevant value in the dataset. Hence the algorithm should
be developed to handle these noisy data too.

Algorithm:

The ID6NB algorithm update procedure for effective Dimensionality Reduction 

Input: Attribute Ai, Aj and depth parameter {0, 1… (Leaf-1)}. 

Output:   A decision tree with optimal dimension 

Method:

1. If depth D=0 then 

Form separate decision tree for both ai and aj, Compare the accuracy of decision 

tree and assign appropriate attribute. 

2. Else // i.e. the depth between D=1 to D=leaf-1 

  Traverse to the parent of this node and check for occurrence 

• If (Ai occurred) 

                                        Then Ai

• Else if (Aj occurred) 

                          Then Aj 

• Else

Both Ai and Aj has occurred or not occurred 

Choose the attribute with highest information gain among Ai, Aj

from the parent of this node.

Fig. 1. The ID6NB algorithm update procedure for effective dimensionality
reduction.

Fig. 2. A new approach to dimensionality reduction using ID6NB algorithm.
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When a rule is formed by a set of records in which the value of
the class label counts more than 50% than its counterpart, then that
rule is acceptable and those instances which contradicts this rule
will be recorded as the noisy data. The inconsistent records are
those which are identified as noise by beta rules.

Table 1 presents a training data tuples taken from the All
Electronics customer database original. (The data are adapted
from [Qui86].) The class label attribute, Buys_Computer, has
two distinct values (namely, {yes, no}); therefore, there are
two distinct classes (m = 2). Let class C1 correspond to yes and
class C2 correspond to no. There are 10 samples of class yes
and 6 samples of class no. To compute the information gain of
each attribute, the expected information needed to classify a gi-
ven sample is first derived.

IðS1; S2Þ ¼ Ið10;6Þ ¼ �10=16log2ð10=16Þ � 6=16log2ð6=16Þ
¼ 0:954

Next, we need to compute the entropy of each attribute. Let us start
with the attribute age. We need to look at the distribution of yes
and no samples for each value of age. We compute the expected
information for each of these distributions.

The expected information needed to classify a given sample if
the samples are partitioned according to age is

EðageÞ ¼ 7=16Iðs11; s21Þ þ 4=16Iðs12; s22Þ þ 5=16Iðs13; s23Þ
¼ 0:734

Hence, the gain in information from such a partitioning would be

GainðageÞ ¼ IðS1;S2Þ � EðageÞ ¼ 0:220:

Similarly, we computed the Gain (income) = 0.003, Gain (stu-
dent) = 0.138, and Gain (Credit_rating) = 0.029.Since age has the
highest information gain among the attributes, it is selected as
the test attribute. A node is created and labeled with age, and
branches are grown for each of the attribute’s values.

The samples are then partitioned accordingly, as shown in
Fig. 5. Table A is terminated by the first termination condition of
the Decision tree induction algorithm. Table B is terminated be-
cause of the third termination condition of the Decision Tree
Induction algorithm. Table C is further subdivided on the basis of
the information gain of the student attribute, in which Table E is
further subdivided. Notice that the samples falling into the parti-
tion for age = ‘‘31. . .40” all belong to the same class. Since they
all belong to the class yes, a leaf should therefore be created at
the end of this branch and labeled with yes.

Consider Table E in Fig. 5, which cannot decide the class label’s
value, for this problem the algorithm, considers the path of the tree
as the test data and all the remaining dataset as the training data.
Hence the instances 15th and 16th in Table 1 are considered as the
test data and all other records as the training data. Now this train-
ing dataset is given to the probability based algorithm (Simple Na-
ive Bayesian) and the path of tree is considered as the test data i.e.

Age =‘‘<=30” and student = ‘‘no” and income = ‘‘high” and credit-
rating = ‘‘fair” class =?

Bayesian classifiers are statistical classifiers [5]. They can pre-
dict class membership probabilities such as the probability that a
given sample belongs to a particular class. Bayesian classification
is based on bayes theorem. According to bayes theorem, let X be
a data sample whose label is unknown. Let H be some hypothesis,
such as that the data sample X belongs to a specified class C. For
classification problems, we want to determine P(HjX), the proba-
bility that the hypothesis H holds given the observed data sample

1) if attribute-list is empty then 

2) if training data rules is null 

3) return N as a leaf node labeled with the most common class in samples // Majority

       voting 

• This rule traversal from the root to the leaf is alpha rule. 

• If (record satisfy alpha rule) 

Correctly classified as (as normal DECISION TREE INDUCTION). 

• Else

Incorrectly classified (as normal DECISION TREE INDUCTION). 

4) else

5) return N as a leaf node labeled with the attribute corresponding to class label       
       value from probability based algorithm (Naive Bayesian algorithm) 

• This rule traversal from the root to the leaf is beta rule.// An unique rule 

• If (record satisfy beta rule) 

Correctly classified.(This type of records cannot be handled by

                   DECISION TREE INDUCTION algorithm) 

•             Else 

Incorrectly classified. 

Fig. 3. The ID6NB algorithm-decision tree induction algorithm along with updated
terminating condition.

Algorithm:
ID6NB. Generate a decision tree from the given training data. 

   Input:   The training samples, samples, represented by discrete-valued attributes; the 
set of   candidate attributes, attribute-list. 

   Output:   A decision tree and set of rules. 

   Method: 

1) Create a node N; 
2) if samples are all of the same class, C then 
3) return N as a leaf node labeled with the class C; 
4) if attribute-list is empty then 
5) if training data rules is null
6) return N as a leaf node labeled with the most common class in samples // 

Majority voting 
7) else
8) return N as a leaf node labeled with the attribute corresponding to class 

label value from probability  based algorithm (Naive Bayesian algorithm) 
9) select test-attribute, the attribute among attribute-list with the highest 

information gain; 
10) label node N with test-attribute; 
11) for each known value ai of test-attribute //partition the samples 
12)  grow a branch from node N for the condition test-attribute= ai ;
13)  let si be the set of samples in samples for which test-attribute= ai;// a partition 
14)  if  si is empty then 
15)  attach a leaf labeled with the most common class in samples; 
16)  else attach the node returned by Generate_decision_tree (si ,attribute-list-test-

attribute);

Fig. 4. The proposed ID6NB algorithm.

Table 1
Training data tuples from the All Electronics customer database original

RID Age Income Student Credit_rating Class: Buys_computer

1 >40 Medium No Fair Yes
2 >40 Low Yes Fair Yes
3 >40 Low Yes Excellent No
4 >40 Medium Yes Fair Yes
5 >40 Medium No Excellent No
6 31. . .40 High No Fair Yes
7 31. . .40 Low Yes Excellent Yes
8 31. . .40 Medium No excellent Yes
9 31. . .40 High Yes Fair Yes

10 <=30 High No Excellent No
11 <=30 Medium No Fair No
12 <=30 Low No Fair No
13 <=30 Low Yes Fair Yes
14 <=30 Medium Yes Excellent Yes
15 <=30 High No Fair Yes
16 <=30 High No Fair No

For age = ‘‘<=30”: s11 = 3, s12 = 4 then I (s11, s21) = 0.
For age = ‘‘31. . .40”: s11 = 4, s12 = 0 then I (s12, s22) = 0.985.
For age = ‘‘>40”: s11 = 3, s12 = 2 then I (s13, s23) = 0.971.

4 S. Appavu, R. Rajaram / Knowledge-Based Systems 22 (2009) 1–7
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X. P(X), P(H), and P(XjH) may be estimated from the given data[6].
Bayes theorem is useful in that it provides a way of calculating the
posterior probability,

P(HjX), from P(H), P(X), and P(XjH). Bayes theorem is

PðHjXÞ ¼ PðXjHÞPðHÞ
PðXÞ

Let X=(age=‘‘<=30” and student=‘‘no” and income=‘‘high” and
credit-rating=‘‘fair”).

We need to maximize P (XjCi) P (Ci), for i = 1, 2. P (Ci), the prior
probability of each class, can be computed based on the training
samples:

Pðclass ¼ yes00Þ ¼ 9=14 ¼ 0:643
Pðclass ¼ no00Þ ¼ 5=14 ¼ 0:357

To compute P (XjCi), for i = 1, 2, we compute the following condi-
tional probabilities:

Pðage ¼<¼ 3000jclass ¼ yes00Þ ¼ 2=9 ¼ 0:222
Pðage ¼<¼ 3000jclass ¼ no00Þ ¼ 3=5 ¼ 0:600
Pðstudent ¼ no00jclass ¼ yes00Þ ¼ 3=9 ¼ 0:333
Pðstudent ¼ no00jclass ¼ no00Þ ¼ 4=5 ¼ 0:800
Pðincome ¼ high00jclass ¼ yes00Þ ¼ 2=9 ¼ 0:222
Pðincome ¼ high00jclass ¼ no00Þ ¼ 2=5 ¼ 0:400
Pðcredit� rating ¼ fair00jclass ¼ yes00Þ ¼ 6=9 ¼ 0:666
Pðcredit� rating ¼ fair00jclass ¼ no00Þ ¼ 3=5 ¼ 0:600

Using the above probabilities, we obtain

PðXjclass ¼ yes00Þ ¼ 0:222 � 0:333 � 0:222 � 0:666 ¼ 0:01093
PðXjclass ¼ no00Þ ¼ 0:666 � 0:800 � 0:400 � 0:600 ¼ 0:12787
PðXjclass ¼ yes00ÞPðclass ¼ yes00Þ ¼ 0:01093 � 0:643 ¼ 0:0070
PðXjclass ¼ no00ÞPðclass ¼ no00Þ ¼ 0:12787 � 0:357 ¼ 0:0456

Therefore, the Naive Bayesian classifier predicts class = ‘‘no” for
sample X.

Hence the class value is assigned based on the given training
dataset where majority voting is not possible. The rules which
are developed in this manner are called as the ‘‘beta rules” because
it has the unique feature of handling the exceptions due to major-
ity voting.

5. Experimental results and performance evaluation

5.1. Overview

The performance of the ID6NB algorithm was evaluated on 12
publicly available datasets: All Electronics customer database ori-
ginal, All Electronics customer database extended, breast cancer,
chess endgames, credit approval, diabetes, glass identification,
heart disease, Iris plants, liver, lung cancer, and wine. All these
datasets are posted at the UCI Machine Learning Repository [1]
and widely used by the data mining community for evaluating
learning algorithms [21]. The data sets selected by us here com-

Fig. 5. The attribute age has the highest information gain and therefore becomes a test attribute at the root node of the decision tree. Branches are grown for each value of
age. The samples are shown partitioned according to each branch.

S. Appavu, R. Rajaram / Knowledge-Based Systems 22 (2009) 1–7 5
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prise a diverse in nature. The datasets reported in the literature to
possess majority voting problem are purportedly chosen for exper-
imentation to prove the efficacy of our algorithm i.e. two records
having the same attribute values but different class value. Another
problem is the attributes having equal highest information gain.
These datasets are efficiently classified and the attribute reduction
done to optimal level.

5.2. Performance evaluation on monk dataset

The experiments measuring, the performance of the proposed
algorithm was conducted. The proposed algorithm performance
is compared with various existing incremental algorithms. The
classification accuracy of other algorithms is based on the results
published in the literature by [15].

Another experiment measuring the performance of proposed
algorithm was conducted based on the results published in the lit-
erature by [15].

Tables 2 and 3 shows, for each dataset, the estimated predictive
accuracy of the ID6NB versus other decision tree methods. As one
can see from Tables 2 and 3, the predictive accuracy of the ID6NB
tends to be better than the accuracy of other decision tree induc-
tion algorithms.

5.3. Dimensionality reduction

Dimensionality reduction is an important objective of the
knowledge discovery process. Most real-world datasets contain
some portion of completely irrelevant attributes. Unlike the Naive
Bayes classifier, which uses all attributes in a dataset, the decision
tree algorithm tense to remove the irrelevant attributes from the
final tree (see [11]). The ID6NB algorithm, presented above, is also

aimed at minimizing the set of input attributes required for classi-
fication. Table 4 shows the initial no of input attributes in each
dataset, the no of input attributes selected by the evaluated algo-
rithms(ID3,C4.5, and ID6NB), and the reduction in data dimension-
ality(the portion of input attributes that were excluded from the
model).The training datasets included all records of each dataset.
Table 4 also compares the complexity of the resulting models in
terms of the run times of the algorithms on a Pentium IV computer.

The results show that the models produced by the ID6NB algo-
rithm are significantly smaller than the decision trees built by the
ID3 and C4.5. Thus, C4.5 failed to remove more than 50 percent of
the attributes in seven datasets out of 12. On the other hand, the
ID6NB algorithm never included more than 50 percent of available
attributes. The average difference between the two methods is
28.75 percent of the no of available attributes. This means that
the ID6NB algorithm is a much more ‘‘aggressive” dimensionality
reducer than C4.5. ID3 tends to use fewer attributes than C4.5,
but its average no of selected attribute (5.08) is still higher than
the ID6NB average (3.58) (see Fig. 6).

5.4. Predictive accuracy

There are commonly four approaches for estimating the accu-
racy such as using training data, using test data, cross-validation,
and percentage splitting. Table 5 shows, for each dataset, the esti-
mated predictive accuracy of the ID6NB verses other decision
methods. As one can see from Table 5, the predictive accuracy of

Table 4
Dimensionality reduction – summary table

Dataset Available input attributes Selected input attributes Dim. reduction (%) Run time (s)

ID3 C4.5 ID6NB ID3 C4.5 ID6NB ID3 C4.5 ID6NB

All Electronics original 4 4 4 4 0 0 0 0.01 0.05 0.1
All Electronics extended 4 4 4 3 0 0 25 0.01 0.05 0.1
Breast 9 4 7 4 56 22 56 0.06 0.05 0.12
Chess 36 19 22 8 47 39 77 0.55 0.33 0.8
Credit 14 4 9 4 71 36 71 0.33 0.11 0.3
Diabetes 8 4 6 4 50 25 50 0.61 0.11 0.35
Glass 9 7 9 4 22 0 55 0.27 0.11 0.3
Heart 13 5 10 4 62 23 69 0.11 0.05 0.16
Iris 4 2 2 1 50 50 75 0.05 0.00 0.1
Liver 6 4 6 3 33 0 50 0.06 0.06 0.12
Lung cancer 57 1 5 2 98 91 96 0.05 0.00 0.1
Wine 13 3 3 2 77 77 84 0.16 0.06 0.18

Mean 14.75 5.08 7.25 3.58 47.17 30.25 59 0.19 0.08 0.23

Fig. 6. Dimensionality reduction.

Table 2
Predictive accuracy – comparison to other methods

Dataset ID5R (%) IDL (%) ID5R-hat (%) TDIDT (%) ID6NB (%)

Monk-1 81.7 97.2 90.3 75.7 97.2
Monk-2 61.8 66.2 65.7 66.7 74.53

Table 3
Predictive accuracy – comparison to other methods

Dataset ID3 (%) ID3, no windowing (%) ID5R (%) ID6NB (%)

Monk-1 98.6 83.2 79.7 98.6
Monk-2 67.9 69.1 69.2 73.33
Monk-3 94.4 95.6 95.2 98.6

6 S. Appavu, R. Rajaram / Knowledge-Based Systems 22 (2009) 1–7
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the ID6NB tends to be only slightly worse than the accuracy of
C4.5. One exception is the All Electronics original, All Electronics
extended, and Iris dataset, where the ID6NB has provided better re-
sults than C4.5 along with reducing dimensionality and solving the
exceptions caused by majority voting. In all other datasets, a small
lose of accuracy (the mean difference of less than 1 percent) is
compensated by considerable reduction in the number of input
attributes. ID3 does not show any advantage at all, since it has
the lowest average accuracy while using more input attributes
than ID6NB. Though the choice of the best model (either the most
accurate or the simplest) depends on a specific application, in
many cases a small amount of accuracy can be sacrificed for the
sake of obtaining a compact and interoperable model, like the
one produced by the ID6NB algorithm (see Fig. 7).

6. Conclusion

In this paper, we have presented a novel algorithm for build-
ing simple and reasonably accurate classification model, termed

ID6NB.In the earlier version of ID3, the tree is constructed
based upon the information gain of the attributes, the concept
of majority voting and other terminating conditions. The later
versions of ID3 algorithm such as ID4, ID5, and ID5R focus on
optimizing the trees. We studied the unhandled exceptions of
the Decision Tree induction algorithm and improved its perfor-
mance by fusing data cleaning, dimensionality reduction, and
data smoothening with the algorithm ID6NB. In the proposed
algorithm, the exception due to majority voting is resolved with
the help of probability based Naive Bayesian algorithm. Since
majority voting problem is corrected, it paves way to handle
noisy data, thereby helpful in data smoothing. The highlight
of the algorithm is the dimensionality reduction and
Classification.
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Fig. 7. Evaluation on predictive accuracy.

Table 5
Predictive accuracy – comparison to other methods

Dataset ID3 C4.5 ID6NB ID6NB-Min ID6NB-Max

All Electronics original 93.75 95 98 97.2 98.9
All Electronics extended 90.625 93.5 93.75 92.5 94.75
Breast 93.6 94.4 93.6 92.6 94.6
Chess 99.1 99.2 99.1 98.1 99.5
Credit 83.1 85.9 84.1 83.1 85.1
Diabetes 73.3 73.5 73.3 72.3 74.3
Glass 63.8 67.9 64.6 63.1 65.2
Heart 74.3 77.5 75.7 74.7 76.6
Iris 94.9 92.6 95.6 94.5 96.6
Liver 63.5 65.9 63.1 62.1 64
Lung cancer 33.4 40.9 35.5 34.5 36.8
Wine 91.3 92.4 91.3 90.3 92.5

Mean 79.55 81.55 80.63 79.58 81.57
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