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Abstract

This study explores the mechanism of fac-001
tual knowledge storage in pre-trained language002
models (PLMs). Previous research suggests003
that factual knowledge is stored within multi-004
layer perceptron weights, and some storage005
units exhibit degeneracy, referred to as De-006
generate Knowledge Neurons (DKNs). This007
paper provides a comprehensive definition of008
DKNs that covers both structural and func-009
tional aspects, pioneering the study of struc-010
tures in PLMs’ factual knowledge storage units.011
Based on this, we introduce the Neurologi-012
cal Topology Clustering method, which allows013
the formation of DKNs in any numbers and014
structures, leading to a more accurate DKN015
acquisition. Furthermore, we introduce the016
Neuro-Degeneracy Analytic Analysis Frame-017
work, which uniquely integrates model robust-018
ness, evolvability, and complexity for a holistic019
assessment of PLMs. Within this framework,020
our execution of 34 experiments across 2 PLMs,021
4 datasets, and 6 settings highlights the critical022
role of DKNs. The code will be available soon.023

1 Introduction024

Recent studies reveal that large pretrained language025

models (PLMs) stores extensive factual knowledge026

(Touvron et al., 2023; OpenAI et al., 2023), yet the027

mechanisms of knowledge storage in PLMs remain028

largely unexplored. Dai et al.(2022) propose that029

some multi-layer perceptron (MLP) modules can030

store “knowledge”. As shown in the Part A of Fig-031

ure 1, for the fact ⟨ COVID-19, dominant variant,032

Delta ⟩, the corresponding knowledge storage units033

a through f are termed knowledge neurons (KNs)034

(Dai et al., 2022). Chen et al.(2024) find that dis-035

tinct KN pairs, such as {a, b} and {c, d} in Part036

B1 of Figure 1, can store identical facts. They de-037

fine the set of these pairs as degenerate knowledge038

neurons (DKNs) from a functional perspective.039

While Chen et al.(2024) have conducted some040

exploration on DKNs, their acquisition method still041
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Figure 1: Explanation of KNs and DKNs. Part A repre-
sents KNs in the multi-layer perceptron (MLP), while
Part B1 and Part B2 symbolize the preliminary and our
comprehensive definitions of DKNs.

faces two issues. (1) Numerical Limitation: Their 042

method constrains each DKN’s element to contain 043

just two KNs, such as {a, b} in Part B1 of Fig- 044

ure 1. However, factual knowledge can be stored 045

across more than two neurons (Allen-Zhu and Li, 046

2023). (2) Connectivity Oversight: The connection 047

of DKNs can be either tight or loose, and knowl- 048

edge within PLMs can be stored either centrally or 049

dispersedly, which affects the expression of knowl- 050

edge (Zhu and Li, 2023). However, this has been 051

overlooked in prior research of Chen et al.(2024). 052

To address these two issues, we first provide a 053

comprehensive definition of DKNs. Functionally, 054

certain subsets of KNs can independently express 055

the same fact, termed as Base Degenerate Compo- 056

nents (BDCs), such as BDC-1 and BDC-2 in Part 057

B2 of Figure 1. In other words, they exhibit mutual 058

degeneracy. The set of these BDCs is referred to as 059

a DKN. Structurally, BDCs like BDC-1 and BDC- 060

2 differ in KN number and connection tightness. 061

To assess DKNs’ structural traits, we define neuron 062

distances through connection weights and analyze 063

them with an adjacency matrix. 064

Based on the above definition, we introduce 065

the Neurological Topology Clustering (NTC) 066

method, including clustering and filtering stages. 067

This method enables the formation of BDCs with 068
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Figure 2: The clustering part of Neurological Topology
Clustering method, and x-axis (R) represents the expan-
sion of the radius.

any number of neurons and types of connections.069

Figure 2 shows its clustering stage. Consider-070

ing KNs {a, b, c}, they are isolated points at R=0.071

From r1 to r3, circles centered on KNs expand out-072

ward. When R=r1, the circles do not intersect, and073

no new clusters are formed. When R=r2, {a, b, c}074

form a cluster. When R=r3, all points merge into075

one cluster, also failing to yield a suitable cluster.076

During the radius change, a wide range of R val-077

ues keep {a, b, c} clustered together, indicating the078

set’s stable existence. This stable cluster, indicating079

a strong knowledge expression ability (Zhu and Li,080

2023), is identified as a BDC. We then filter BDCs081

to derive DKNs, detailed in Section 3.082

In cognitive science, degeneracy is believed to083

bridge robustness, evolvability, and complexity084

(Whitacre and Bender, 2010; Edelman and Gally,085

2001; Whitacre, 2010; Mason, 2015). Inspired by086

this, we propose the Neuro-Degeneracy Analytic087

Framework to study these properties in PLMs088

through the lens of DKNs, as shown in Figure 3.089

(1) Robustness: PLMs’ robustness relates to090

their ability to handle errors or input interference091

(Fernandez et al., 2005). We investigate how DKNs092

influence PLMs’ robustness under two experimen-093

tal settings. First, we attenuate the values or con-094

nection weights of DKNs, and second, we enhance095

the values or connection weights of DKNs. Exper-096

iments demonstrate that DKNs can help PLMs097

cope with input interference. Furthermore, we098

conduct a fact-checking experiment (Guo et al.,099

2022), using DKNs to detect false facts.100

(2) Evolvability: Evolvability is defined as the101

ability to adaptively evolve in new environments102

(Kirschner and Gerhart, 1998). Our research ex-103

plores one aspect of PLMs’ evolvability, namely104

their ability to learn new knowledge. Since fac-105

tual knowledge is constantly being generated and106

changed, we hope PLMs can learn new knowledge107

without forgetting old knowledge. To explore this,108

we utilize timestamped factual knowledge (Dhin-109

gra et al., 2022), and conduct three experiments.110

D positively correlated with C

Complexity

Robustness
DegeneracyD help R EvolvabilityD source of E

Neuro-Degeneracy
Analytic Framework

Figure 3: The Neuro-Degeneracy Analytic Framework
and the relationship between degeneracy, robustness,
evolvability and complexity.

First, to prove that PLMs utilize DKNs to learn new 111

knowledge, we directly fine-tune the PLMs and 112

find that the regions of parameter changes highly 113

overlap with DKNs. Second, we consider an effi- 114

cient fine-tuning method, freezing all parameters 115

except DKNs. We discover that PLMs can utilize 116

DKNs to efficiently learn new knowledge while 117

not forgetting old knowledge. Third, to verify that 118

PLMs have learned genuine knowledge rather than 119

superficial associations, we conduct data augmen- 120

tation and find that the accuracy of PLMs on the 121

augmented data remains high. Experiments show 122

that PLMs can efficiently learn new knowledge 123

through DKNs. 124

(3) Complexity: PLMs’ complexity is posi- 125

tively correlated to the number of parameters (Mars, 126

2022). In the series of experiments mentioned 127

above, we compare the performance of PLMs 128

across different scales and find that degeneracy 129

is positively correlated with complexity. Further- 130

more, we conduct a fact-checking experiment on 131

complex texts, proving that we can combine the 132

large PLMs’ complex text understanding ability 133

with the DKNs’ fact-checking capability to com- 134

plete complex task. 135

Our contributions can be summarized as follows: 136

• We provide a comprehensive definition of 137

DKNs from both functional and structural as- 138

pects, pioneering the study of structures in 139

PLMs’ factual knowledge storage units. 140

• We introduce the Neurological Topology Clus- 141

tering method, allowing the formation of 142

DKNs in any numbers and structures, lead- 143

ing to a more accurate DKN acquisition. 144

• We propose the Neuro-Degeneracy Analytic 145

Framework, which uniquely integrates model 146

robustness, evolvability, and complexity for 147

a holistic evaluation of PLMs. Within this 148

framework, we conduct 34 experiments across 149

2 PLMs and 4 datasets under 6 settings, 150

demonstrating the pivotal role of DKNs. 151
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The most dominant variant of COVID-19 as of late 2023,

often discussed in the news amidst various global health discussions, is H1N1.

This particular strain, noted for its unique genetic markers and transmission rate,

has been the subject of numerous studies, including the World Health Organization

and the Centers for Disease Control and Prevention. 

Larger
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4
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Figure 4: Methodology Overview. Part 1: The Neurological Topology Clustering method for DKNs acquisition.
Part 2, 3, 4: Neuro-Degeneracy Analytic Framework. Within this framework, we conducted a series of experiments
to assess the impacts of DKNs on the robustness, evolvability, and complexity of PLMs.

2 Datasets and Task Setups152

We utilize the TempLama dataset (Dhingra et al.,153

2022). Each data instance includes a relation154

name, a date, a query, and an answer, such as ⟨155

P37, September 2021, COVID-19, dominant vari-156

ant, ⟩. Except for timestamps, our dataset157

matches the Lama (Petroni et al., 2019a, 2020) and158

mLama (Kassner et al., 2021) formats used by Dai159

et al.(2022) and Chen et al.(2024). We select GPT-160

2 (Radford et al., 2019) and LLaMA2-7b (Touvron161

et al., 2023) to test the scalability of our methods,162

as they share similar architectures but differ in pa-163

rameter sizes. Our overall method is illustrated in164

Figure 4. Section 3 introduces the Neurological165

Topology Clustering method. Under our proposed166

Neuro-Degeneracy Analytic Framework, Sections167

4, 5, and 6 analyze PLMs’ robustness, evolvability,168

and complexity through a series of experiments.169

3 Neurological Topology Clustering170

3.1 Definition of DKNs171

Formalization Considering a fact, we utilize the172

AMIG method (Chen et al., 2024) to obtain KNs,173

denoting them as N = {n1, n2, . . . , nk}, where174

ni is a KN. For details of this method, see Ap-175

pendix B. Let DKNs be denoted as D, contain-176

ing s elements, D = {B1,B2, . . . ,Bs}, where177

Bj = {nj1, nj2, . . . , n|Bj |} is named as the Base178

Degenerate Component (BDC). Thus, this fact ulti-179

mately corresponds to a set of DKNs:180

D = {B1, . . . ,Bs} = {(n11, . . . , n|B1|), . . . , (ns1, . . . , n|Bs|)}
(1)181

Functional Definition Degeneracy requires that182

each BDC should independently express a fact. Let183

Prob(B) represent the PLMs’ predictive probabil- 184

ity when B is activated, then the functional defini- 185

tion of DKNs is: 186

Prob(D) ≈ Prob(Bi),∀i = 1, 2, . . . , s (2) 187
188

Prob(∅)≪ Prob(Bi), ∀i = 1, 2, . . . , s (3) 189

Structural Definition Zhu and Li(2023) argue 190

that tightly connected DKNs tend to store knowl- 191

edge centrally. Thus, we use the adjacency matrix 192

A to evaluate the DKNs’ connection structure. For 193

neurons A and B in layer lA and layer lB respec- 194

tively, we calculate the distance dAB as follows: 195

dAB =


|1/wAB | if wAB ̸= 0 and |lA − lB | = 1,

min
P∈Paths(N )

∑
(i,j)∈P

dij if |lA − lB | > 1 and a path exists,

∞ otherwise.
(4) 196

where Paths(N ) includes all paths from A to B 197

through N . Distance calculation varies in three 198

scenarios. First, for neurons in adjacent layers, it is 199

the reciprocal of the weight. Second, for neurons 200

spanning multiple layers, it is the shortest distance 201

determined by a dynamic programming algorithm. 202

Third, for neurons in the same layer, since infor- 203

mation in PLMs transmits between layers rather 204

than within a layer (Meng et al., 2022), we set the 205

distance to ∞. Hence, any D can correspond to 206

an adjacency matrix A, where A ∈ Rk×k, and k 207

is the number of knowledge neurons contained in 208

D. Based on A, beyond traditional neuron value 209

editing, modifying the connection weights offers 210

another method to edit PLMs. 211

3.2 The Acquisition of DKNs 212

Persistent Homology In our method, we capture 213

the persistent homology (Edelsbrunner et al., 2008) 214
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GPT-2Method 2 3 4 5 6 7 Average

DBSCAN 18→ 39 23→ 34 33→ 53 25→ 50 26→ 47 9→ 13 24.40→ 40.11
Hierarchical 16→ 7.3 3.7→ 12 4.3→ 27 3.3→ 25 25→ 92 — 20.78→ 30.81

K-Means 18→ 30 28→ 45 32→ 59 289→ 31 23→ 30 23→ 34 34.44→ 39.22
AMIG -0.79→ 0.89 — — — — — -0.79→ 0.89

NTC (Ours) 7.9→ 53 8.6→ 44 12→ 92 11→ 53 3.1→ 32 7.8→ 61 9.32→ 55.60

LLaMA2Method 2 3 8 11 14 17 Average

DBSCAN 7.1→ 15 8.7→ 15 7.7→ 16 7.2→ 25 — — 22.26→ 18.24
Hierarchical 28→ 44 22→ 6.5 — — — — 20.8→ 30.8

K-Means 2.8→ 16 4.3→ 19 7.8→ 50 4.6→ 26 14→ 38 31→ 135 34.4→ 39.2
AMIG -0.99→ 1.99 — — — — — -0.99→ 1.99

NTC (Ours) 2.8→ 16 4.3→ 19 7.8→ 50 4.6→ 26 14→ 38 31→ 135 14.11→ 28.78

Table 1: Comparison of D obtained by different methods. The figures atop indicate the number of BDCs. Each cell
shows the ∆Prob: left of the arrow for partial BDC attenuation, right for full BDC attenuation. For example, under
5 BDCs, left figure indicates average ∆Prob for attenuating 1 to 4 BDCs, right figure for all 5 BDCs. The symbol
“—” denotes that a specific method failed to yield D of the specified length, and “Average” is the average results.

Algorithm 1 Neurological Topology Clustering
Require: Knowledge neurons N , Adjacent matrix A, dy-

namic threshold τ1 and threshold τ2
Ensure: Degenerate knowledge neurons D
1: Initialize D = ∅.
2: R is the radius for persistent homology. Initialize R← 0.
3: while R increases do
4: Record all potential base degenerate components Bi

and their corresponding persistence duration Rp.
5: end while
6: for each Bi do
7: if Rp(Bi) > τ1 and Prob(Bi) > τ2 then
8: Add Bi to D, where Prob(Bi) is the predictive

probability when Bi is activated.
9: end if

10: end for
11: return D

of KN sets, which represents the duration of the215

set’s existence and the tightness of the set’s connec-216

tions. Consider two KNs, ni and nj , which are both217

the centers of expanding circles. When the start218

radius is 0, this corresponds to Rs = 0. Suppose219

they touch at radius Re = r1, which marks the end220

radius R = r1, and a new start radius Rs = r1. At221

this point, ni and nj are clustered together, forming222

a BDC, B = {ni, nj}, corresponding to a persis-223

tence duration Rp = Re −Rs = r1. For details on224

persistent homology, see Appendix C.225

NTC Method Our method is shown in Part 1 of226

Figure 4 and Algorithm 1. We designed two steps,227

clustering and filtering, to obtain DKNs. During the228

clustering process, as R increases from 0 to infinity,229

we record all BDCs along with their corresponding230

Rp. During the filtering process, we initially select231

Figure 5: The graph shows ∆Prob against the number
of attenuated BDCs. It is worth noting that the final
point represents attenuate all BDCs.

BDCs with Rp above τ1. Then, among these, only 232

BDCs with a Prob(Bi) greater than a threshold 233

τ2 are kept. Finally, these BDCs constitute D , as 234

shown in the formula below. 235

D = {Bi|Rp(Bi) > τ1 and Prob(Bi) ≥ τ2} (5) 236

3.3 Experiments of DKNs Acquisition 237

Experimental settings Considering a set D = 238

{B1,B2, . . . ,Bn}, we traverse all subsets of D, at- 239

tenuating values or connection weights of all BDCs 240

in this subset. Then, we calculate the predictive 241

probabilities of the PLMs. Prediction probability 242

change is ∆Prob = Prob1−Prob2
Prob1

, where Prob1 243

and Prob2 are probabilities before and after at- 244

tenuation. We selected four other methods as base- 245

lines, including K-Means (Ahmed et al., 2020), DB- 246

SCAN (Ester et al., 1996), and Hierarchical Clus- 247

tering (Murtagh and Contreras, 2012) and AMIG 248

(Chen et al., 2024). 249

Explanation of Figures and Tables Figure 5 250

shows the variation of ∆Prob relative to the num- 251

ber of attenuated BDCs. We select cases where 252
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the length of D is 5 and 12. Since GPT-2 does253

not have D containing 12 BDCs, it is not depicted.254

Table 1 presents our overall results. Given the di-255

versity in the number of BDCs contained within D256

across different models and methods, we discuss257

them categorically, presenting only some represen-258

tative results and the average results. The complete259

results are reported in the Appendix D.260

Result Analysis (A) DKNs identified by NTC261

exhibit strong degeneracy. The “Average” result in262

Table 1 and the clear inflection point in Figure 5263

suggest our approach has a lower ∆Prob for atten-264

uating partial BDCs and higher for all. This aligns265

with KN definitions in Equations 2 and 3. (B) Per-266

sistent homology can identify DKNs with better267

degenerate properties. Our method’s DKNs, as ev-268

idenced in Table 1, adhere best to the theoretical269

definitions provided by Equations 2 and 3. (C) At-270

tenuating DKNs could inadvertently boost PLMs’271

ability to express knowledge. Negative values in272

Table 1 represents an increased predictive probabil-273

ity. This suggests that attenuating some subsets of274

DKNs allows others to compensate and improve275

PLMs’ performance under certain conditions.276

4 The Impact of DKNs on Robustness277

4.1 Query-Perturbation278

Explanation In practical scenarios, PLMs often279

encounter user input errors like spelling mistakes280

or character omissions (Chen et al., 2010). To281

simulate this scenario, we apply random distur-282

bances to the inputs. Given an input sequence283

Q = {q1, q2, . . . , qn}, we generate its perturbed284

counterpart Q∗:285

Q∗ =


{q1, . . . , qi−1, [replace], qi+1, . . . , qn} if replace,
{q1, . . . , qi−1, [add], qi, . . . , qn} if add,
{q1, . . . , qi−1, qi+1, . . . , qn} if delete.

(6)286

where “[replace]” and “[add]” are special charac-287

ters. Then we present two sets of experimental288

setups, as shown in Part 2 of Figure 4.289

Attenuating DKNs We apply two different op-290

erations to attenuate DKNs. (1) Attenuate Values:291

zeroing neuron values. (2) Attenuate Weights: nul-292

lifying neuron connection weights. Then, we de-293

note the predictive probabilities of PLMs as Prob,294

and calculate Prob for both Q and Q∗, along with295

their relative decrease. We find that PLMs exhibit296

diminished robustness when their degeneracy is re-297

duced. As depicted in Figure 6, attenuating DKNs298

Figure 6: Results of attenuating DKNs experiments. Q
and Q∗ are the query and the perturbed query. The sym-
bol “↓” represents the reduction in predictive probability,
calculated by the formula Prob(Q∗)−Prob(Q)

Prob(Q) .

results in a higher Prob(Q) and a lower Prob(Q∗), 299

which indicates PLMs still possess specific knowl- 300

edge but lack the ability to resist input interference. 301

Enhancing DKNs Since robustness in PLMs is 302

always limited, they may answer some Q∗ queries 303

incorrectly. We record these queries as Q∗
err and 304

apply two operations to enhance DKNs. (1) En- 305

hance Values: doubling the value of neurons. (2) 306

Enhance Weights: doubling neuron connection 307

weights. Then, we reassess the enhanced PLMs’ ac- 308

curacy on Q∗
err, denoted as Accerr. Differing from 309

the previous metric, although Prob is suitable for 310

evaluating DKNs’ effect across all queries, changes 311

in Prob may not affect PLMs’ outputs. Thus, to 312

measure enhanced DKNs’ impact on PLM perfor- 313

mance, a significant change in Prob is necessary, 314

thus leading to the choice of Accerr here. 315

We find that enhancing DKNs improves the ro- 316

bustness of PLMs. Since the dataset for this experi- 317

ment is Q∗
err, the baseline accuracy can be consid- 318

ered as 0. Table 2 demonstrates that PLMs success- 319

fully respond to queries they previously answered 320

incorrectly after enhancement. From the results of 321

the above experiments, we can conclude that DKNs 322

can help PLMs cope with input interference. 323

4.2 Fact-Checking 324

Explanation Since factual errors can also be seen 325

as a form of perturbation, we naturally think of con- 326

ducting fact-checking experiments based on DKNs. 327

Unlike knowledge localization where the true value 328
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Method GPT-2 LLaMA2
Add Delete Replace Average Add Delete Replace Average

Enhance Values 0.102 0.118 0.020 0.074 0.185 0.191 0.134 0.168
Enhance Weights 0.120 0.147 0.102 0.120 0.196 0.188 0.131 0.168

Table 2: Results of enhancing DKNs experiments. The table values is accuracy after enhancement (Accerr).

Method GPT-2 (Relation) LLaMA2 (Relation) GPT-2 (Golden) LLaMA2 (Golden)
P R F1 P R F1 P R F1 P R F1

KNs 0.489 0.511 0.500 0.481 0.455 0.468 0.600 0.636 0.618 0.568 0.741 0.643
PLMs 0.015 0.015 0.015 0.035 0.036 0.036 0.015 0.015 0.015 0.035 0.036 0.036

DKNs 0.497 0.520 0.508 0.505 0.500 0.502 0.549 0.848 0.667 0.530 0.955 0.682

Table 3: Results of the fact-checking experiment. “Relation” represents DKNs or KNs based on relation, and
“Golden” represents DKNs or KNs obtained using true answers.

y∗ is known, fact-checking does not allow us to329

know y∗ in advance. To address this, we divide330

the factual knowledge by relation. For queries Qr331

corresponding to a relation, we split them into two332

parts: Qr1 for DKNs acquisition and Qr2 for test-333

ing. For a given query Qr1
i , the corresponding set334

of DKNs is denoted as Dr1
i . We aggregate them335

and select those that appear more than τ3 times,336

denoting as the relation-based DKNs Dr:337

Dr = {ni | ni ∈
⋃
Dr1

i

and Count(ni) > τ3} (7)338

where Count(ni) is the number of occurrences of339

ni. Then, for a query Qr2
i , we determine the factual340

correctness by computing the average attribution341

score of all neurons in Dr:342

FC(Qr2) =

True if
∑

n∈Dr

Score(n) / |Dr| > τ4,

False otherwise.
(8)343

where Score(n) denotes the activation score of344

each neuron n in Dr, τ4 is a threshold.345

Experimental settings We first construct a346

dataset Qr2
f by substituting correct answers within347

Qr2
i with an alternate answer from Qr2

j , and per-348

form fact-checking on Qr2
f . Then, we employ two349

baseline methods: (1) Fact-checking based on KNs,350

and (2) Direct fact-checking with PLMs provid-351

ing True or False answers. Besides using relation-352

based Dr, we also utilize Dr
i obtained from true353

values. For evaluation metrics, we choose Precision354

(P), Recall (R), and F1-Score.355

Results Analysis (A) DKNs have the strongest356

fact-checking ability, as indicated by the results357

in Table 3. (B) The more precise the location of358

DKNs, the better the fact-checking performance. 359

This is evidenced by the “Golden” results in Table 360

3, which outperform the “Relation” results. (C) 361

The fact-checking ability of PLMs is weak. PLMs 362

may correctly answer a query but fail to identify 363

its errors, likely because of insufficient familiarity 364

with certain facts. Since true values are used in 365

obtaining Dr, the fact-checking ability for such 366

facts is stronger. 367

5 The Impact of DKNs on Evolvability 368

As Part 3 of 4 shows, degeneracy is key to model 369

evolvability, enabling adaptation to new environ- 370

ments while preserving existing functions. We in- 371

vestigates one aspect of evolvability, namely the 372

ability of PLMs to learn new knowledge. For ex- 373

ample, given a timestamped query, “In date __, 374

the dominant variant of COVID-19 is __”, a PLM 375

may update its answer from “Delta” to “Omicron” 376

across different timestamps, while still retaining 377

the knowledge of the “Delta” variant. 378

5.1 Overlap of DKNs and Parameter Changes 379

Experimental settings We first directly fine- 380

tuning the PLMs and then record the positions of 381

neurons where significant parameter changes occur, 382

denoted as ∆N : 383

∆N = {n |∆P (n) > τ∆N} (9) 384

385

∆P (n) =

√(
∥wfc

2 (n)−wfc
1 (n)∥

∥wfc
1 (n)∥

)2
+

(
∥wproj

2 (n)−w
proj
1 (n)∥

∥wproj
1 (n)∥

)2

(10) 386

where τ∆N is a dynamic threshold, ∆P (n) indi- 387

cates parameter change. wfc
1 (n) and w

proj
1 (n) sig- 388

nify the feed-forward and projection weights of 389

neuron n before fine-tuning, respectively, while 390
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Method GPT-2 LLaMA2
Qnew Qold Qau Average Qnew Qold Qau Average

Θ(N ) 0.85 0.86 0.82 0.84 0.95 0.91 0.92 0.93
Θ(Rnd) 0.43 0.71 0.38 0.51 0.78 0.88 0.71 0.79
Θ(All) 0.93 0.49 0.91 0.78 0.99 0.66 0.99 0.89

Θ(D) 0.88 0.83 0.86 0.86 0.98 0.93 0.97 0.96

Table 4: Results of the fine-tuning experiment. Θ denotes the areas unfrozen in PLMs during fine-tuning, while
Qnew, Qold, and Qau symbolize new, old, and augmented queries, respectively.

Figure 7: Results of the parameter changes experiment.
Blue represents the overlap between neurons and the
area of parameter changes, while red indicates the non-
overlapping portions. The degree of overlap O is also
reported in the figure.

wfc
2 (n) and w

proj
2 (n) are their post-fine-tuning coun-391

terparts. Then, we identify the corresponding D392

through Algorithm 1, and calculate the overlap be-393

tween D and ∆N :394

O(D,∆N) = |D ∩∆N | / |D| (11)395

For comparison, we choose the KNs (N ) and ran-396

domly chosen neurons (Rnd) as baselines.397

Results Analysis The PLMs indeed utilize398

DKNs to learn new knowledge. Figure 7 reveals399

O(D,∆N) is highest, indicating that the parame-400

ter change area has the largest overlap degree with401

DKNs. Notably, LLaMA2 has more irrelevant neu-402

rons due to its larger number of parameters, but403

this does not conflict with its high O(D,∆N).404

5.2 DKNs Guide PLMs to Learn Knowledge405

Experimental settings Given a dataset and cor-406

responding D, we freeze the parameters outside of407

D during fine-tuning. Then we evaluate the role of408

DKNs in learning new knowledge by conducting 409

the experiments with three distinct datasets. (1) 410

Qnew: Comprising queries introducing new knowl- 411

edge, aimed at evaluating PLMs’ grasp of it. (2) 412

Qold: Comprising knowledge previously mastered 413

by PLMs, with no overlap with Qnew, used to as- 414

sess if PLMs have forgotten old knowledge. (3) 415

Qau: Comprising augmented data, which rephrases 416

Qnew into semantically identical but differently ex- 417

pressed queries. We use it to prove that PLMs actu- 418

ally learn knowledge, not just superficial semantic 419

association. Besides unfreezing DKNs, denoted as 420

Θ(D), we also select three baseline methods. (1) 421

Unfreezing KNs, denoted as Θ(N ). (2) Unfreez- 422

ing a random set of neurons equal in number to 423

the DKNs, denoted as Θ(Rnd). (3) Unfreezing all 424

neurons, i.e., direct fine-tuning, denoted as Θ(All). 425

Results Analysis (A) DKNs can guide PLMs 426

to learn new knowledge more effectively while 427

preserving old knowledge. Table 4 shows while 428

direct fine-tuning can yield high accuracy on Qnew, 429

it may cause a markedly reduced accuracy on Qold. 430

However, unfreezing DKNs not only maintains 431

high accuracy on Qnew but also significantly im- 432

proves performance on Qold in comparison to direct 433

fine-tuning. This approach offers a new potential 434

solution to the problem of catastrophic forgetting 435

and makes the fine-tuning process more efficient. 436

(B) Compared to other neurons, DKNs possess the 437

strongest ability to guide the PLMs in learning new 438

knowledge. This conclusion is drawn from com- 439

paring the accuracy of different methods in Table 440

4. (C) PLMs can learn genuine knowledge rather 441

than just superficial semantic information. This 442

assertion is supported by the close accuracy rates 443

between Qau and Qnew. 444

6 The Impact of DKNs on Complexity 445

6.1 Explanation of Complexity 446

Hypotheses In auto-regressive models, complex- 447

ity, denoted by C(M), is determined by the num- 448
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ber of model parameters (Hu et al., 2021). Con-449

sider two PLMs, M1 and M2. Let D∗(M) be the450

PLMs’ degeneracy, T be a downstream task using451

DKNs. The performance of M on T is indicated452

by P(M, T ), and Param(M) is the number of453

parameters in M . We propose two hypotheses:454

Hypothesis 1 Param(M1) < Param(M2)⇒ C(M1) < C(M2)

Hypothesis 2 P(M1, T ) < P(M2, T )⇒ D∗(M1) < D∗(M2)
(12)455

Results Analysis The overarching conclusion is456

that degeneracy is positively correlated with com-457

plexity. By comparing the performances of PLMs458

in the aforementioned experiments, we observe459

the following phenomena. (A) When DKNs are460

attenuated, LLaMA2 experiences a more signif-461

icant drop in predictive probability compared to462

GPT-2. Conversely, enhancing DKNs leads to a463

more notable increase in LLaMA2’s accuracy, as464

illustrated in Figure 6 and Table 2. (B) LLaMA2465

surpasses GPT-2 in fact-checking abilities when466

utilizing DKNs, as indicated by Table 3. (C) Com-467

pared to GPT-2, LLaMA2 has a stronger ability to468

learn new knowledge, retain old knowledge, and469

acquire genuine knowledge, as detailed in Table470

4. The aforementioned phenomena indicate that471

P(GPT-2, T ) < P(LLaMA2, T ), and given that472

Param(GPT-2) < Param(LLaMA2), according473

to Hypotheses 12, we can conclude:474

C(GPT-2) < C(LLaMA2)⇒ D∗(GPT-2) < D∗(LLaMA2)
(13)475

6.2 Fact-Checking within Complex Texts476

Experimental settings We investigate the poten-477

tial of DKNs when integrated with PLMs’ other478

abilities, through an experiment that melds the479

model’s ability to comprehend complex texts with480

DKNs’ fact-checking ability within such texts.481

Consider a triplet-form query Q, first, we rewrite it482

into a complex text Qc. To perform fact-checking483

on Qc, the PLMs must possess both reasoning abil-484

ity and fact-checking ability. Then, we provide a485

prompt to PLMs, requiring them to first identify486

both the query and answer in Qc, and then perform487

fact-checking according to Equation 8.488

Results Analysis (A) PLMs, with the ability489

to understand complex texts, can employ DKNs490

for fact-checking within complex texts. Table 5491

shows LLaMA2’s ability to utilize DKNs for fact-492

checking. However, GPT-2 only echoes prompts493

without yielding meaningful results, thus its exclu-494

sion from the table. (B) When DKNs’ locations495

Method LLaMA2(Relation) LLaMA2 (Golden)
P R F1 P R F1

KNs 0.59 0.48 0.53 0.64 0.43 0.51
PLMs 0.02 0.02 0.02 0.02 0.02 0.02

DKNs 0.54 0.58 0.56 0.52 0.78 0.62

Table 5: Results of the fact-checking in complex texts.

are imprecise, pre-understanding complex texts can 496

enhance fact-checking ability. The results of “Rela- 497

tion” in Table 5 surpass those in Table 3 (F1: 0.56 498

to 0.502), but the results of “Golden” decrease (F1: 499

0.62 to 0.682). This indicates that relation-based 500

DKNs lack precision, but complex text understand- 501

ing increases PLMs’ sensitivity to specific facts. 502

7 Related Work 503

Petroni et al.(2019b) argue that numerous factual 504

knowledge exists within PLMs and suggest using 505

“fill-in-the-blank” cloze tasks determine if the mod- 506

els have grasped specific facts. Meanwhile, Geva 507

et al.(2021) suggest that MLP modules within trans- 508

former models function akin to key-value memory 509

systems. Building on this, Dai et al.(2022) employ 510

the “fill-in-the-blank” cloze tasks and uncover that 511

some MLP module keys and values are capable 512

of storing factual knowledge, termed as knowledge 513

neurons (KNs). Lundstrom et al.(2022) confirm the 514

reliability of their knowledge localization method, 515

while subsequent knowledge editing experiments 516

by Meng et al.(2022) and Meng et al.(2023) rein- 517

force that MLP modules indeed store factual knowl- 518

edge. Building on these, Geva et al.(2023) delve 519

into the operational dynamics of KNs, and Chen 520

et al.(2024) discover that multiple distinct sets of 521

KNs can store identical facts and term these sets as 522

degenerate knowledge neurons (DKNs). 523

8 Conclusion 524

This study delves into the mechanisms of factual 525

knowledge storage in PLMs. First, We provide a 526

comprehensive definition of DKNs that covers both 527

structural and functional aspects, pioneering the 528

study of the internal structures of PLMs. Based on 529

this, we introduce the neurological topology clus- 530

tering method for more precise DKN acquisition. 531

Finally, we propose the neuro-degeneracy analytic 532

framework, conduct extensive experiments, and 533

thoroughly examine model robustness, evolvabil- 534

ity, and complexity. Our research demonstrates the 535

critical role of DKNs in PLMs. 536
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Limitations537

First, limited by computational resources, our study538

involves only the GPT-2 and LLaMA2-7b models.539

To further validate the scalability of our methods540

and conclusions, it is imperative to conduct stud-541

ies on larger models, such as LLaMA2-13b and542

LLaMA2-70b. Second, our research is confined to543

factual knowledge, and whether similar findings ap-544

ply to other types of knowledge remains to be inves-545

tigated. Finally, the generalizability of our findings546

across different languages and cultural contexts re-547

mains an open question. Our study utilizes datasets548

in English, limiting our ability to assess the per-549

formance and applicability of our methods across550

non-English languages and datasets that encompass551

a broader range of cultural knowledge.552

Ethics Statement553

Our research aims to deepen the understanding554

and enhance the functionality of PLMs by inves-555

tigating the role of DKNs. While our research556

seeks to enhance the understanding and function-557

ality of PLMs by exploring the role of DKNs, we558

are acutely aware of the potential for misuse of559

these findings. The increased capabilities of PLMs,560

driven by insights into DKNs, could potentially be561

exploited for generating misleading information,562

manipulating public opinion, or other malicious563

purposes. It is not our intention to facilitate such564

activities. Instead, our goal is to contribute to the565

scientific community’s knowledge base, enabling566

the development of more robust, accurate, and ethi-567

cally aligned language technologies..568

We emphasize the responsibility of using these569

insights ethically, to avoid the exploitation of en-570

hanced PLM capabilities for harmful purposes. To571

this end, we advocate for transparency in research,572

collaboration across disciplines for ethical over-573

sight, and the development of regulatory frame-574

works to ensure that advancements in PLM tech-575

nology contribute positively to society.576
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Given a complex statement, simplify it into a straightforward sentence that clearly states the subject, predicate, and
object. The simplified sentence should capture the key information from the complex statement in a concise format.
Here are a few examples to illustrate the conversion:
1. Complex: \_X\_, renowned for their career in sports, plays for a team or club. This association is a significant part
 of their professional journey, reflecting their skill and dedication in their field.
   Simplified: Valentino Rossi plays for \_X\_.
2. Complex: \_X\_, a key figure in their domain, holds an important position. This role is marked by responsibilities
and influence, shaping the direction and success of their organization or country.
   Simplified: Robert Mugabe holds the position of \_X\_.
3. Complex: \_X\_, known for their intellectual and professional achievements, attended a notable institution. Their
time at this institution played a crucial role in shaping their career and perspectives.
   Simplified: Malala Yousafzai attended \_X\_.
4. Complex: As the chair of \_X\_, this individual is a prominent figure in the business world. This position highlights
their leadership and strategic vision in guiding the company towards growth and innovation.
   Simplified: \_X\_ is the chair of bp.
5. Complex: \_X\_, a figure of significant influence and ideals, is a member of a notable group or organization. Their
membership reflects their commitment to certain values and goals, contributing to the group's impact.
   Simplified: Alexei Navalny is a member of the \_X\_.
6. Complex: \_X\_ works for a notable company or organization, playing a pivotal role in driving innovation and
excellence in their field.
   Simplified: Elon Musk works for \_X\_.
7. Complex: As the head of the government of \_X\_, this political figure plays a central role in shaping the nation's
policies and international relations.
   Simplified: \_X\_ is the head of the government of France.
8. Complex: The head coach of \_X\_ is known for their expertise in coaching, with leadership and strategic skills
crucial in steering the team to success.
   Simplified: \_X\_ is the head coach of Philadelphia Eagles.
9. Complex: \_X\_, a significant player in its sector, is owned by a larger entity. This ownership structure is key to
understanding the company's operations and market influence.
   Simplified: Google is owned by \_X\_.
Now, given the following complex statement, apply the same process to simplify it:

Figure 8: The prompt of fact-checking experiments on complex texts.

A.2 Experimental Hyperparameters of867

Neurological Topology Clustering868

In Section 3, where we obtain degenerate knowl-869

edge neurons, the primary hyperparameters are τ1870

and τ2. First, τ1 is a dynamic threshold, set as871

τ1 = 0.5×max
(
Rpersist(B1), . . . , Rpersist(Bn)

)
(14)872

Then, τ2 is a fixed value.873

τ2 = 0.3 (15)874

In this experiment, some data led to excessively875

large changes in predictive probability, indicating876

that the PLMs had not originally mastered this fac-877

tual knowledge, resulting in a very low initial pre-878

dictive probability. To study the storage mechanism879

of factual knowledge, it’s essential to investigate880

facts already grasped by the model. Therefore, we881

set a threshold to exclude data that caused extreme882

changes in predictive probability. If the change in883

predictive probability ∆Prob satisfies:884

∆Prob > 900 (16)885

then that data is excluded. 886

A.3 Experimental Hyperparameters of 887

Degneracy and Robustness 888

In Section 4, the first experiment under Query- 889

Perturbation, namely the Attenuating DKN exper- 890

iment, similar to A.2, excludes data that satisfies 891

the condition: 892

Probatte > 900 (17) 893

In the Fact-Checking experiment, τ3 is similar to 894

τ1 as a dynamic threshold. We first count the total 895

number of neurons, then set 896

τ3 = 0.7×Ntotal (18) 897

where Ntotal represents the total number of neurons. 898

A.4 Experimental Hyperparameters of 899

Degeneracy and Evolvability 900

In Section 5, the experimental hyperparameter τ∆N 901

for the Overlap of DKN and Parameter Changes 902
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experiment is set as a dynamic threshold. The pro-903

cess involves calculating the maximum value of904

∆P (n) according to Equation 10. Once this value905

is determined, τ∆N is set differently based on the906

model in use. For the GPT-2 model, the threshold907

τ∆N is calculated as:908

τ∆N = 0.04×max(∆P (n1),∆P (n2), . . . ,∆P (nk))
(19)909

In contrast, for the Llama2 model, the calculation910

of the threshold τ∆N is slightly adjusted:911

τ∆N = 0.05×max(∆P (n1),∆P (n2), . . . ,∆P (nk))
(20)912

This distinction in the calculation of τ∆N reflects913

the specific characteristics and performance con-914

siderations of each model.915

A.5 Experimental Hyperparameters of916

Degneracy and Complexity917

In Section 6, during our fact-checking experiments918

on complex texts in Section 6, we provide PLMs919

with a prompt requiring them to first extract factual920

knowledge in the form of triples and then perform921

fact-checking using DKNs. Our prompt is as fol-922

lows:923

A.6 Fact-Checking of Complex Texts in924

Section 6925

During our fact-checking experiments on complex926

texts in Section 6, we prompt PLMs to simplify927

complex statements into straightforward sentences.928

Our prompt is shown in Figure 8.929

B Knowldege Localization930

This section introduces the method we use to ac-931

quire knowledge neurons. We employ the approach932

proposed by Chen et al.(2024), which we will detail933

below.934

Given a query q, we can define the probability of935

the correct answer predicted by a PLMs as follows:936

F(ŵ
(l)
j ) = p(y∗|q, w(l)

j = ŵ
(l)
j ) (21)937

Here, y∗ represents the correct answer, w(l)
j denotes938

the j-th neuron in the l-th layer, and ŵ
(l)
j is the939

specific value assigned to w
(l)
j . To calculate the940

attribution score for each neuron, we employ the941

technique of integrated gradients.942

To compute the attribution score of a neuron943

w
(l)
j , we consider the following formulation:944

Attr(w
(l)
j ) = (w

(l)
j − w′(l)

j )
∫ 1
0

∂ F(w′(l)
j +α(w

(l)
j −w′(l)

j ))

∂w
(l)
j

dα

(22)945

Here, w(l)
j represents the actual value of w(l)

j , w′(l)
j 946

serves as the baseline vector for w(l)
j . The term 947

∂ F(w
′(l)
j +α(w

(l)
j −w

′(l)
j ))

∂w
(l)
j

computes the gradient with 948

respect to w
(l)
j . 949

Next, we aim to obtain w′(l)
j . Starting from the 950

sentence q, we acquire a baseline sentence and then 951

encode this sentence as a vector. 952

Let the baseline sentence corresponding to qi 953

be q′i, and q′i consists of m words, maintain- 954

ing a length consistent with q, denoted as q′i = 955

(q′i1 . . . q
′
ik . . . q

′
im). Since we are using auto- 956

regressive models, according to Chen et al.(2024)’ 957

method, q′ik = ⟨eos⟩, where ⟨eos⟩ represents “end 958

of sequence” in auto-regressive models. 959

The attribution score Attri(w
(l)
j ) for each neu- 960

ron, given the input qi, can be determined using 961

Equation (22). For the computation of the integral, 962

the Riemann approximation method is employed: 963

Attri(w
l
j) ≈

w
(l)
j

N

∑N
k=1

∂F (w′(l)
j + k

N
×(w

(l)
j −w′(l)

j )

∂w
(l)
j

(23) 964

where N is the number of approximation steps. 965

Then, the attribution scores for each word qi are 966

aggregated and subsequently normalized: 967

Attr(wl
j) =

∑m
i=1Attri(w

l
j)∑n

j=1

∑m
i=1Attri(w

l
j)
, (24) 968

Let N be the set of neurons classified as knowl- 969

edge neurons based on their attribution scores ex- 970

ceeding a predetermined threshold τ , for a given 971

input q. This can be formally defined as: 972

N =
{
w

(l)
j

∣∣∣Attr(w(l)
j ) > τ

}
(25) 973

where l encompassing all layers and j including all 974

neurons within each layer. 975

C Persistent homology 976

Persistent homology is a method for computing 977

topological features of a space at different spatial 978

resolutions. More persistent features are detected 979

over a wide range of spatial scales and are deemed 980

more likely to represent true features of the under- 981

lying space rather than artifacts of sampling, noise, 982

or particular choice of parameters (Carlsson, 2009). 983

To find the persistent homology of a space, the 984

space must first be represented as a simplicial com- 985

plex. A distance function on the underlying space 986
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corresponds to a filtration of the simplicial com-987

plex, that is a nested sequence of increasing subsets.988

One common method of doing this is via taking the989

sublevel filtration of the distance to a point cloud,990

or equivalently, the offset filtration on the point991

cloud and taking its nerve in order to get the sim-992

plicial filtration known as Čech filtration (Kerber993

and Sharathkumar, 2013). A similar construction994

uses a nested sequence of Vietoris–Rips complexes995

known as the Vietoris–Rips filtration (Dey et al.,996

2019).997

C.1 Definition998

In persistent homology, formally, we consider a999

real-valued function defined on a simplicial com-1000

plex, denoted as f : K → R. This function is1001

required to be non-decreasing on increasing se-1002

quences of faces, meaning that for any two faces σ1003

and τ in K, if σ is a face of τ , then f(σ) ≤ f(τ).1004

For every real number a, the sublevel set Ka =1005

f−1((−∞, a]) forms a subcomplex of K. The val-1006

ues of f on the simplices in K create an ordering1007

of these sublevel complexes, which leads to a filtra-1008

tion:1009

∅ = K0 ⊆ K1 ⊆ · · · ⊆ Kn = K (26)1010

Within this filtration, for 0 ≤ i ≤ j ≤ n, the inclu-1011

sion Ki ↪→ Kj induces a homomorphism on the1012

simplicial homology groups for each dimension p,1013

noted as f i,j
p : Hp(Ki) → Hp(Kj). The pth per-1014

sistent homology groups are the images of these1015

homomorphisms, and the pth persistent Betti num-1016

bers βi,j
p are defined as the ranks of these groups1017

(Edelsbrunner and Harer, 2022). Persistent Betti1018

numbers for p = 0 coincide with the size function,1019

an earlier concept related to persistent homology1020

(Verri et al., 1993).1021

The concept extends further to any filtered com-1022

plex over a field F . Such a complex can be1023

transformed into its canonical form, which is a1024

direct sum of filtered complexes of two types:1025

one-dimensional complexes with trivial differential1026

(expressed as d(eti) = 0) and two-dimensional1027

complexes with trivial homology (expressed as1028

d(esj+rj ) = erj ) (Barannikov, 1994).1029

A persistence module over a partially ordered1030

set P consists of a collection of vector spaces Ut,1031

indexed by P , along with linear maps ust : Us →1032

Ut for s ≤ t. This module can be viewed as a1033

functor from P to the category of vector spaces1034

or R-modules. Persistence modules over a field F1035

indexed by N can be expressed as: 1036

U ≃
⊕
i

xti · F [x]⊕

(⊕
j

xrj · (F [x]/(xsj · F [x]))

)
(27) 1037

Here, multiplication by x represents a forward step 1038

in the persistence module. The free parts corre- 1039

spond to homology generators that appear at a cer- 1040

tain filtration level and persist indefinitely, whereas 1041

torsion parts correspond to those that appear at 1042

a filtration level and last for a finite number of 1043

steps (Barannikov, 1994; Zomorodian and Carls- 1044

son, 2004). 1045

This framework allows the unique representation 1046

of the persistent homology of a filtered simplicial 1047

complex using either a persistence barcode or a 1048

persistence diagram. In the barcode, each persistent 1049

generator is represented by a line segment starting 1050

and ending at specific filtration levels, while in the 1051

diagram, each generator is represented as a point 1052

with coordinates indicating its birth and death times. 1053

Barannikov’s canonical form offers an equivalent 1054

representation. 1055

C.2 Stability 1056

The stability of persistent homology is a key at- 1057

tribute, particularly in its application to data anal- 1058

ysis, as it ensures robustness against small pertur- 1059

bations or noise in the data (Cohen-Steiner et al., 1060

2005). This stability is quantitatively defined in 1061

terms of the bottleneck distance, a metric for com- 1062

paring persistence diagrams. 1063

The bottleneck distance between two persistence 1064

diagrams X and Y is defined as: 1065

W∞(X,Y ) := inf
φ:X→Y

sup
x∈X

∥x− φ(x)∥∞ (28) 1066

where the infimum is taken over all bijections φ 1067

from X to Y . This metric essentially measures the 1068

greatest distance between matched points (or gen- 1069

erators) in two persistence diagrams, considering 1070

the optimal matching. 1071

A fundamental result in the theory of persis- 1072

tent homology is that small changes in the input 1073

data (such as a filtration of a space) result in small 1074

changes in the corresponding persistence diagram, 1075

as measured by the bottleneck distance. This is for- 1076

malized by considering a space X , homeomorphic 1077

to a simplicial complex, with a filtration determined 1078

by the sublevel sets of a continuous tame function 1079

f : X → R. The map D that takes the function 1080

f to the persistence diagram of its kth homology 1081
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is 1-Lipschitz with respect to the supremum norm1082

on functions and the bottleneck distance on per-1083

sistence diagrams. Formally, this is expressed as1084

(Cohen-Steiner et al., 2005):1085

W∞(D(f), D(g)) ≤ ∥f − g∥∞ (29)1086

This Lipschitz condition implies that a small1087

change in the function f , as measured by the supre-1088

mum norm, will not cause a disproportionately1089

large change in the persistence diagram. Conse-1090

quently, persistent homology is particularly useful1091

in applications where data may be subject to noise1092

or small variations, as the essential topological fea-1093

tures (captured by the persistence diagrams) are not1094

overly sensitive to such perturbations.1095

C.3 Computation1096

There are various software packages for comput-1097

ing persistence intervals of a finite filtration (Otter1098

et al., 2017). The principal algorithm is based on1099

the bringing of the filtered complex to its canoni-1100

cal form by upper-triangular matrices (Barannikov,1101

1994).1102

D Complete Experimental Results of1103

Neurological Topology Clustering1104

In Section 3, it is mentioned that the lengths of1105

DKNs vary. For ease of presentation, we have only1106

shown cases with a larger amount of data. Here,1107

we provide the complete table, as shown in Table 6,1108

which is generated under the same settings as used1109

for Table 1.1110

For our method, we have also created line charts1111

for DKNs of each length, serving as a supplement1112

to Figure 5. We use the same background color as1113

the figures in the main text to represent images that1114

are completely consistent with the main text, while1115

a white background is used for the line charts corre-1116

sponding to DKNs of other lengths. Figure 9 show1117

the results corresponding to DKN obtained using1118

the NTC method. Additionally, we also present the1119

results corresponding to other methods. Figure 101120

display the results corresponding to DKN obtained1121

using the DBSCAN method. Figure 11 show the1122

results corresponding to DKN obtained using the1123

Hierarchical method. Figures 12 and 13 illustrate1124

the results corresponding to DKN obtained using1125

the K-Means method. Since the DKN length for1126

the method corresponding to AMIG (Chen et al.,1127

2024) is limited to 2, there is no need to display the1128

inflection points.1129

Figure 9: The graph of ∆Prob relative to the number
of attenuated BDCs obtained using the NTC method.
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Figure 10: The graph of ∆Prob relative to the num-
ber of attenuated BDCs obtained using the DBSCAN
method.

Figure 11: The graph of ∆Prob relative to the number
of attenuated BDCs obtained using the Hierarchical
method.
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Figure 12: The graph of ∆Prob relative to the number
of attenuated BDCs obtained using the K-Means method
(Part 1).

Figure 13: The graph of ∆Prob relative to the number
of attenuated BDCs obtained using the K-Means method
(Part 2).
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GPT-2Method 1 2 3 4 5 6 7

DBSCAN — 12→ 26 17.7→ 38.8 23.4→ 33.8 32.9→ 53.4 24.8→ 49.8 26.4→ 46.6
Hierarchical — 2.9→ 3.8 15.5→ 7.3 3.7→ 12 4.3→ 27 25→ 92 —

K-means — 27.4→ 38.3 17.8→ 29.5 27.8→ 44.6 32.4→ 58.7 28.9→ 30.5 21.8→ 30.1
AMIG — -0.79→ 0.89 — — — — —

NTC (Ours) — 7.9→ 53 8.6→ 44 12→ 92 11→ 53 3.1→ 32 7.8→ 61

GPT-2Method 8 9 10 11 12 13 14

DBSCAN 9.1→ 12.5 30.4→ 32.9 39.8→ 19.3 11→ 22.9 — — —
Hierarchical — — — — — — —

K-means 23.3→ 33.6 25.1→ 58.4 18.5→ 47.3 31→ 45 10.3→ 32.1 40.6→ 32.7 13→ 14.8
AMIG — — — — — — —

NTC (Ours) 0.6→ 1.3 — — — — — —

GPT-2Method 15 16 17 18 19 Overall

DBSCAN — — — — — 23.90→ 34.72
Hierarchical — — 20.8→ -0.13 — — 20.77→ 25.05

K-means 48.8→ 118.1 29.2→ 74.7 62.7→ -1 — 37→ 26 34.42→ 38.86
AMIG — — — — — -0.79→ 0.89

NTC (Ours) — — — — — 9.32→ 55.60

Llama2Method 1 2 3 4 5 6

DBSCAN — 7.1→ 15.4 8.7→ 15.2 11.2→ 21.0 8.9→ 14.6 17.6→ 34.2
Hierarchical — 27.6→ 44.3 22.3→ 6.5 — — —

K-means — 2.8→ 16.1 19.2→ 39.1 22.2→ 45.4 25.8→ 41.4 14.2→ 34.2
AMIG — -0.99→ 1.99 — — — —

NTC (Ours) — 2.8→ 15.6 4.3→ 19.1 6.4→ 37.4 8.4→ 49.9 9.8→ 29.6

Llama2Method 7 8 9 10 11 12

DBSCAN 7.7→ 18.0 7.7→ 16.3 12.4→ 28.6 12.2→ 32.1 7.2→ 25.3 53.6→ 125.6
Hierarchical — — — — — —

K-means 28.6→ 50.8 37.9→ 97.1 29.4→ 74.9 47.9→ 87.8 50.7→ 110.5 13.5→ 23.2
AMIG — — — — — —

NTC (Ours) 9.1→ 27.6 7.8→ 50.1 7.6→ 21.5 9.1→ 31.5 4.6→ 25.7 15.2→ 125.5

Llama2Method 13 14 15 16 17 Overall

DBSCAN 92.5→ 29.4 — — 0.2→ 0 — 22.26→ 18.24
Hierarchical 9.7→ 9.1 36.3→ 0 — — — 27.50→ 44.04

K-means 9.7→ 9.1 36.3→ 0 68.8→ 375.0 3.3→ 11.1 4.9→ 17.9 20.08→ 39.24
AMIG — — — — — -0.99→ 1.99

NTC (Ours) 15.8→ 183.7 13.6→ 37.7 3.1→ 17.2 1.0→ 0.5 31.2→ 134.9 14.11→ 28.78

Table 6: The full results of Comparison of the degeneracy properties of DKN using different methods. “—” denotes
methods that do not yield D of a specific length.
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