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Abstract

Generation of images containing multiple humans, performing complex actions,
while preserving their facial identities, is a significant challenge. A major factor
contributing to this is the lack of a dedicated benchmark. To address this, we
introduce MultiHuman-Testbench, a novel benchmark for rigorously evaluating
generative models for multi-human generation. The benchmark comprises 1,800
samples, including carefully curated text prompts, describing a range of simple to
complex human actions. These prompts are matched with a total of 5,550 unique
human face images, sampled uniformly to ensure diversity across age, ethnic
background, and gender. Alongside captions, we provide human-selected pose con-
ditioning images which accurately match the prompt. We propose a multi-faceted
evaluation suite employing four key metrics to quantify face count, ID similarity,
prompt alignment, and action detection. We conduct a thorough evaluation of a
diverse set of models, including zero-shot approaches and training-based methods,
with and without regional priors. We also propose novel techniques to incorporate
image and region isolation using human segmentation and Hungarian matching,
significantly improving ID similarity. Our proposed benchmark and key findings
provide valuable insights and a standardized tool for advancing research in multi-
human image generation. The dataset and evaluation codes will be available at
https://github.com/Qualcomm-AI-research/MultiHuman-Testbench.
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Figure 1: MultiHuman Testbench. Our MultiHuman Testbench consists of 5,550 IDs across 1,800
samples, including captions describing a scene with of 1-5 humans.
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While current text-to-image diffusion models can generate high fidelity images, generating scenes
featuring multiple humans (from provided reference images) performing text-described actions still
remains a challenge. It requires simultaneously preserving visual characteristics of multiple subjects,
accurately rendering their relative positions and interactions, and seamlessly integrating them into the
synthesized background. However, current methods [44, [15} |43] frequently exhibit issues such as
identity blending, generating the incorrect number of humans, or difficulties in composing the scene
according to the text. To make the task easier, some works [21} 6] adopt regional priors as an input
to the model, such as human poses, bounding boxes or segmentation masks. While this improves
performance, it hinders usability as pose or mask information might not be readily available.

A major challenge in multi-human generation is the lack of a comprehensive and standardized
benchmark, along with well defined metrics. Existing benchmarks typically focus on single-subject
fidelity [12, 4], general text-to-image quality [11], or multi-object compositional tasks [24, [14].
However, none of the currently available open benchmarks address the added complexity of generating
multiple distinct humans. To address this issue, we introduce MultiHuman-Testbench, a novel and
challenging benchmark. It is built upon a dataset of 1,800 samples, which include carefully crafted
text prompts describing scenes with 1 to 5 humans, paired with 5,550 reference human faces, sampled
from open-source datasets. We ensure diversity in age, ethnicity, and gender. As many current
works rely on regional priors in multi-human scenes [21, 6], we provide pose conditioning images.
Additionally, we propose a multi-faceted evaluation framework designed to capture the nuances of
multi-human generation. We propose four complementary metrics: Count Accuracy, Hungarian
ID similarity, Human Preference Score, Multimodal LLM (MLLM) question-answering to probe
the correctness of simple and complex actions. The proposed testbench has four different tasks: 1)
Reference-based Multi-Human Generation in the wild. 2) Reference-based Multi-Human Generation
with Regional Priors. 3) ID-Consistent Multi-Human Generation without Reference Images. 4)
Text-to-Image Multi-Human Generation. We benchmark current models and identify key areas
for improvement. Overall, most methods without regional priors struggle in generating the correct
number of people. While proprietery models such as GPT-Image-1 generates plausible images, it
lacks preserving facial features and has poor ID retention. We also study biases in current models, in
terms of gender, age, status, and ethnicity.

Reference-based Multi-Human Generation in the wild, is the most challenging and least restrictive
task in our testbench. We propose new techniques (Sec.[3)) to adapt current methods for improving
their performance this task. Specifically, for unified multi-modal architectures [44} 30], we propose a
method to isolate the reference images to impact only a specific region within the latent space. To
match each reference image to regions, we propose an implicit Hungarian matching guided by human
segmentation. Our method enhances the ability to maintain individual identities, reducing subject
leakage and improving ID similarity. We extend our proposed techniques to two models, OmniGen
[44] and IR-Diffusion [13]], resulting in our proposed MH-OmniGen and MH-IR-Diffusion.

In summary, our contributions are:

¢ Introduction of a novel benchmark for multi-human ID image generation, featuring diverse
subjects, text, and pose conditioning.

* A comprehensive evaluation suite designed to assess multi-human generation fidelity, in-
cluding people count accuracy, ID similarity, text-alignment, and MLLM-based assessment.

* An extensive empirical evaluation and thorough analysis of 30 state-of-the-art zero-shot and
training-based generative methods on four different tasks.

* A novel training-free enhancement for existing multi-human generation methods, utilizing
regional isolation and matching for improved identity and compositional control.

2 Related Work

Native Text-to-Image models: Multiple diffusion based models have been proposed recently
[32} 136,137, 10, 5]. These models exhibit excellent text-to-image generation ability and can be used
as base models for generating multiple humans.

Multi-human Generation with native Text-to-Image models: To generate ID-consistent or subject
driven images with text-to-image models, recent works employ auxiliary models such as IP-Adapter
[46] or ControlNet [48]]. There are also tuning-based approaches which exist such as LoRA [16] or
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Figure 2: Regional Isolation for Unified Architectures. The updates to the attention mask for
regional isolation are illustrated in the differences between Fig.b and Fig.d.

Mudl for this purpose. These methods typically fall short on multi-human generation in the wild,
without any regional priors.

ID-Consistent Multi-Human Generation without reference images: Methods such as Consis-
tory [39]], DreamStory [[14]], IR-Diffusion [13]] and StoryDiffusion [49] have recently gained popularity
in ID-consistent multi-subject generation without reference images. These methods generate human
faces and use these faces to generate multiple images for tasks like storytelling.

Multi-Object Generation: Recent approaches e.g., MS-Diffusion [41]], MIP-Adapter [17], Lambda-
Eclipse [31]], have shown significant performance gain for incorporating multiple objects in the same
scene. These can include daily items and in some cases, pets such as dogs and cats. However, they
struggle to adapt to multi-human generation as zero-shot ID-preservation is a highly challenging task.

Multi-human Generation with native Multi-Modal models: Unified multimodal models, such
as OmniGen [44]], Show-O [43], OneDiffusion [26] ACE++ [29], GPT-Image-1 and JanusFlow
[28] process the text and vision via same transformer backbone and have shown promises for
subject-driven generation. These methods input both the reference images and text prompt in a
unified token space, removing the need for additional auxiliary task-specific networks such as IP-
Adapter/ControlNet. Omnigen [44]] was further tuned for ID-preservation. Our evaluations show that
among all open-source models, Omnigen produces best results.

Regional Isolation: For networks generating images using simply text inputs, recent works such
as IR-Diffusion and InstantFamily [21] have proposed methods such as image isolation and
repositional attention, which successfully localize multiple humans in the scene by isolating them
from each other and mapping them to separate regions in the image latent. These methods have
shown great promise in reducing leakage between multiple human identities.

3 Proposed Approach: Enhancing Existing Methods

Reference-based Multi-human generation in the wild (Task 1 in[5.I) is a highly challenging problem.
It requires to preserve input identity while rendering the complete scene with the correct number
of humans performing a described action. Using insights from benchmarking current approaches
in Section[5] we observe several limitations, including identity blending or missing identities. To
tackle these issues, we propose two techniques: Unified Regional Isolation and Implicit Regional
Assignment, that can be flexibly incorporated with existing methods to enhance their quality.

Unified Regional Isolation: Motivated by [21], for T2I architectures, we develop a regional
isolation masking strategy to tackle the limitations relating to identity blending and missing, tailored
for unifed models such as OmniGen [44]).

Consider the token space for a unified multimodal model represented in Figure[2](a). Let L be the
total sequence length, and let ¢, 5 € {1,..., L} be the indices for query and key/value tokens. We
define disjoint sets of indices for each token type: Diext, Dimg, Dis(for timestep), and Diyeene. Using
the setup from OmniGen and Show-o [43]], the self-attention mask A (L x L) is constructed
based on the type of the query token ¢: causal attention for text queries, and bidirectional attention for
non-text queries (image, timestep, latent). This is represented as:



1 ifi € Dy and j < i (text query: causal)
Aij =<1 ifi¢ Dex (non-text query: bidirectional)
0 otherwise

Consider the tokens in Diy, are derived from IV distinct original input images, {I,...,In}. For
each image I, (k = 1,...,N), let Dipg . € Dimg be the set of sequence indices corresponding to
its derived tokens. These sets partition Djys. This is represented in Figure [2| for (£ = 1,2). For
each reference image [, consider that we find a region of interest (ROI) set Ry, C Digtent. Now, we
construct a new attention mask A;so (L x L) such that it isolates the images I, to only the specific
region R, within the latent. Hence, our proposed attention mask is computed as:

1 ifi € Dexeand j <7 (text query: causal)

if i € Dimg and (j & Diaeent 01 j € Ry, Where i € Dimg 1)  (image query: ROI attention)
ifi € Dy U Digeny  (timestep/latent query: bidirectional )

otherwise.

Aiso,ij =

O = =

Implicit Region Assignment: To construct the attention mask A ;so, we need region of interest for
every image Ry. This can be done explicitly as in recent methods InstantFamily [21]] and Regional
Prompting [6]], or using a regional prior (pose conditioning or bounding boxes). However, this severely
hinders usability, as the users might not want to seek for a multi-human pose image resembling the
one which they wish to generate. Hence, to facilitate the generation of multi-human images in the
wild, we propose an implicit region assignment strategy that utilize intermediate attention scores and
Hungarian matching to assign each reference image to a selected region-of-interest.

Below, we discuss adaptation of our proposed techniques for different models including Omingen
[44] and IR-Diffusion [13]]. See Appendix [C|for further details and algorithms.

MH-Omnigen: To find optimal regions for architectures such as Omnigen [44] which have a
unified token space for text and reference images, we probe the backbone transformer model at
an intermediate timestep. The self-attention maps in the backbone transformer model provide
information for the regional overlap for reference images, and the segmentation masks of the
intermediate latents provide regional information for each generated person. We perform hungarian
matching to find reference inputs with the maximum self-attention region, to eventually find Ry.

MH-IR-Diffusion: In the case for IR-Diffusion [[13], the region-of-interest is defined by the models
initially generated images. Similar to the original work, we use a segmentation model, SAM?2 [34]
to generate the region proposals for generated faces. Next, we compute Arcface similarity between
generated faces and reference faces to find the best match, and utilize hungarian matching to assign
segments of the matched faces as regions Ry.

Our experiments in Sec. [5] show that Regional
Isolation and Implicit Assignment are training-
free plug-and-play methods which can effec-
tively improve different baselines. Due to the
implicit matching of identities and localization,
we get improved ID similarity with reduced sub-
ject blending artifacts.

Hispa-

nic

4 MultiHuman Testbench /Latin

Below we elaborate the process of curation of
our proposed testbench, and discuss different
metrics.

4.1 Image Selection

We curate images using three existing large- Figure 3: Data distribution among four major
scale image datasets, FFHQ [20], SFHQ [1]] and attributes: Ethnicity, Age, and Gender, Status. See
CelebaHQ [19], which initially contained ap- AppendixlElfor details.

proximately 520k samples. These datasets un-

derwent a multi-stage filtering process, where
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Figure 4: Wordcloud. The graphic shows words from our caption space.

initially we removed human IDs deemed non-

"identifiable", using MLLM [27]] VQA. We prompt the MLLM with the question “Is the person’s
face identifiable AND unobstructed?” The images with negative response are filtered out. Subse-
quently, we identify multi-face images using face detection and eliminate them. These steps reduced
the dataset size to 94k distinct human face images. For annotation, we employed Gemini Flash 2.0 [[7]
to classify each of these images based on three predefined attributes: estimated age-bracket (one of
16-35, 35-60, 60+), estimated demographic (sorted into 6 categories: Caucasian/White, Black/Native
African, South-Asian, East-Asian, Hispanic/Latin, Middle Eastern/North African), and Estimated
Gender assigned at birth (divided into 2 categories: Male, Female). Our dataset does not contain
any images of minor subjects. Following this annotation, a non-biased test set consisting of 5,550
images was generated from the curated and labeled dataset using a stratified sampling approach to
ensure representative distribution across the various age, ethnicity, and gender buckets. See Figure[3]
for the final distribution. For ethnicity and gender, we provided a target uniform distribution. For
age-bracket, we set a target percentage of 15%, using insights from PopulationPyramid [33]].

4.2 Prompt Curation and Assignment

We aim to create a diverse set of prompts and begin by using Gemini Flash 2.0 [[7] to generate an
initial set of 100 prompts, each describing five people performing the same action. This set was then
recontextualized to create variations for scenarios involving one to four people, forming the core
of our "simple prompt" set. In parallel, we curated a separate collection of 25 prompts specifically
designed to depict multiple people performing different actions within the same image, which were
also recontextualized for scenarios involving two to four people, resulting in our "complex prompt"
set. Our prompt set comprises the combination of these two collections, totaling 125 distinct prompts.
The simple prompts cover scenarios with one to five people, while the complex prompts are intended
for two to five people. To build MultiHuman Testbench, we generated testing samples by sampling
three random iterations of human IDs for each prompt, resulting in a total of 1,800 unique testing
samples. Each prompt underwent careful human revision after multiple iterations of generation
with various subject-driven generation models to ensure the final set’s quality and suitability. The
wordcloud for our final prompt action space is visible in Figure [l To populate the 1,800 testing
samples, each requiring a specific human ID from the 5,550-image test set, a distributed sampling
approach was employed to assign the 5,550 human IDs to the prompt iterations.

4.3 Pose Image Estimation

Pose images act as Regional Priors for benchmarking in Task3 (see Sec.[5.1). Hence, to obtain
suitable pose information for the MultiHuman Testbench, we generate pose from two sources: a) the
best results for each prompt using our outputs from Tasks 1 and 4, and b) a Text-to-Pose generation [3]]
model. Using resulting Images from Tasks 1 and 4, we find all images with the best Count and
Action metrics for each prompt, and filter the ones which fall below a specific threshold (i.e. below
0.97 for action similarity, and below 1 for Count Accuracy). For prompts which ar filtered out due
to poor overall scores, we obtain pose information using Text-to-pose [3l]. We generate 20 distinct
pose samples for each prompt. A crucial human selection step was then performed, where reviewers
carefully evaluated each generated option to identify the single best pose for every prompt in our
dataset. This rigorous manual filtering was necessitated by the inherent limitations of the text-to-pose
generation model (along with limitations of Task 1 and Task 4), which occasionally demonstrate
susceptibility to generating erroneous poses. The results presented in Appendix [E| provide strong
evidence for the effectiveness of our provided pose pairs, yielding significantly improved results
across most metrics.



4.4 Multi-View Image Generation

For each human ID in the curated dataset, we utilized the PuLID-Flux [12] to generate a collection
of five distinct images. We prompt the model to render the person’s identity in diverse contexts,
capturing various perspectives such as full-portrait and side views, and placing them in differing
environments. The intent behind these multiple generated images per ID is to gather comprehensive
training data to improve performance on tuning-based multi-human generation models.

4.5 Metrics

To evaluate multi-human image generation, our benchmark proposes a suite of metrics specifically
designed to capture various critical aspects of the generated output.

Hungarian ID Similarity. We propose an ID similarity metric using ArcFace embeddings [9].
To match input and generated IDs in the multi-human setting, we use cosine similarity of Arcface
embeddings, and use the hungarian algorithm [23]] to match each face while maximizing cost. The
Hungarian ID similarity for a given image is thus the average matched ID similarity.

Consider a set of NV input face images, indexedby i = 1,..., N, and a set of M output face detections
in the generated image, indexed by j = 1,..., M. Consider Arcface embeddings for input images
Fref = {fref | § = 1,..., N}, where ff € R and for generated faces F&" = £ 1i=1,...,M},
where 5" € R?. Here, d is the dimensionality of the feature space. Next, we define the similarity
s;; between reference face i and generated face j using cosine similarity:

f;ef ngen
’fJgen) = (re; ) gjen
I 201657 2
We form an N x M similarity matrix S, where S;; = s;;. Since the Hungarian algorithm finds

a minimum cost assignment, we define the cost ¢;; as the negative similarity, ¢;; = —s;;. Using
the Hungarian algorithm, we find a binary assignment matrix X (X;; = 1 if matched, 0 otherwise).

si5 = cosSim(£f

For each reference input ¢, if reference ¢ is matched to a generated face j (i.e., 21].24:1 X = 1), 1its
contribution to the ID metric is the similarity s,; /N for the matched j. If reference ¢ is not matched

to any generated face (i.e., Z£i1 X, = 0), its contribution to the ID metric is 0. Hence, the average
similarity over all N reference inputs, denoted S;4, is denoted as: S;q = % Zf\il Zﬁl XijSij.
Our proposed Hungarian ID similarity metric objectively evaluates the model’s effectiveness in

maintaining consistent and uniquely recognizable identities across different generations. Further, the
proposed metric penalizes for subject/ID mixing.

Count Accuracy. Next, we assess the accuracy of the generated people count. This verifies the
model’s ability to precisely adhere to the numerical specification in the prompt. We use a face
detection model [8]] to count detected human faces in the generated image. Hence, as IV is the number
of reference images and M is the number of generated faces, the count accuracy is Scount = SN »
where § is the kronecker delta [2] function.

Quality/Prompt Alignment. Third, text alignment for overall scene consistency is evaluated using
the HPSv2 score [42]], Spps. This metric goes beyond individual elements to measure how well the
entire generated image corresponds to the textual description of the scene, ensuring that contexts,
environments, and overall narrative specified in the prompt are accurately reflected.

MLLM Action QA. Fourth, to probe the correctness of simple and complex actions and interactions
among multiple individuals, we utilize Multimodal Large Language Model (MLLM) question-
answering. This approach allows for a deeper semantic evaluation by querying the MLLM about
specific details, activities, and relationships depicted in the generated image, thereby assessing
challenging compositional aspects. We propose to report the average separately for simple actions
(Action-S) and complex actions (Action-C), as they provide deeper meaning. To generate the
questions, we probe Gemini-Flash [[7] to extract actions from each text prompt, and re-contextualize
these into questions. For instance, assume the prompt is "Five people caroling during winter: among
them, two people are holding song books, and three people are singing". For this prompt, the
questions which are generated to rank complex actions are as follows: "Q1: Are two people in this
image holding song books? Choices: 1(No), 10(Yes), 5(Partially)? Q2: Are the people in this
image caroling? Choices: 1(No), 10(Yes), 5(Partially)?". Hence, the final (Action-C) score is the
average score.
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Figure 5: Qualitative Results on Multi-Human Generation in the wild. The image shows the best

performing methods: UniPortrait, LoORA, GPT-Image-1, OmniGen and MH-OmniGen.

Unified Evaluation Metric. While individual metrics provide granular insights, practical model
comparison benefits from a unified score. We propose a composite metric that integrates identity
fidelity and prompt-image alignment. Specifically, we compute the geometric mean of (i) Hungarian
ID similarity Siq and (ii) a weighted aggregate of alignment metrics (HPS, Action-S, Action-C,
and Count Accuracy). The geometric mean ensures that poor performance in either dimension
significantly reduces the overall score, reflecting the interdependence of identity preservation and
semantic correctness.

Let:
Shps + Sacl + Scounl
3 .
To emphasize alignment, we apply a quadratic weighting to Syjign Within the geometric mean. The
unified metric Sy is:

Salign -

1

oy 4
Su = (Sia X (Satign)?) *

This formulation ensures that if either identity preservation or alignment is weak, the overall score

remains low, promoting balanced optimization across all aspects of multi-human image generation.

5 Benchmarking

We benchmark models under four settings: 1). Reference-based Multi-Human Generation in the
wild, 2). Reference-based Multi-Human Generation with Regional Priors, 3). Story Consistent Multi-
Human generation without reference images and 4). Text-to-Image multi-human generation without
reference images. We use tuning-based methods such as LoRA [16] and MuDI [[18]] on SDXL [32].
For each prompt, we tune a single LoRA for all concepts, using the method in [18]]. Next, we bench-
mark methods trained for general multi-subject generation, MS-Diffusion [41]], MIP-Adapter [17]
and Lambda-Eclipse [31]]. For multi-human generation, we evaluate UniPortrait [15], RectifID [38]],
Fastcomposer [43]], OmniGen [44], Flux-Kontext [25] and GPT-Image-1 [30]. We also benchmark
methods which require explicit regional priors such as Regional-Prompting [6] with PuLID [12]],
and OMG with InstantID [40]]. Furthermore, we evaluate story-based(reference-free) diffusion
models, Consistory [39], DreamStory [14] and IR-Diffusion [47] on our proposed benchmark. Finally,
we evaluate native text-to-image models, SD-1.5 [36], RV-1.5 [37]], SDXL [32], SD3.5 [10], Flux
and OmniGen [44]], for generating accurate number of humans. All implementation details and
hyperparameters are provided in Appendix [D]

5.1 Results

Task 1. Reference-based Multi-Human Generation in the Wild:

Our results for task 1 are summarized in Table[I] We evaluate the performance of four different
types of models: Proprietary, Tuning-based, Multi-Object Tuning-Free and Multi-Human Tuning-



Free methods. From the scores, we find that the performance of each method is significantly
influenced by the backbone model it builds upon. On average, Multi-object Tuning-Free methods
perform worse compared to other approaches. This is because generating humans and keeping their
likeness intact is a significantly challenging problem, compared to the objects the methods have
been trained on. Next, Tuning-based methods MuDI [18]] and LoRA [[16]] perform slightly better,
but are significantly bounded by the base architecture SDXL. As observed, training with 5 views
generated from PuLID [12] performs better than a single view. Moving to Multi-Human Tuning-free
approaches, we can observe that UniPortrait [[15]], built on RV1.5, significantly outperforms other
SD1.5-based approaches such as RectifID [38] and FastComposer [43] across all metrics. However,
unified multi-modal models, OmniGen [44] and GPT-Image-1 [30], perform significantly better than
the rest. Notably, our proposed MH-OmniGen consistently outperforms its predecessor across four
of the five metrics. We observe a 5.1 point difference in Multi-ID and 4.1 point difference in action
similarity. This validates the effectiveness of our Unified Regional Isolation and Implicit Assignment
method. Finally, among all evaluated methods, GPT-40 (via GPT-Image-1) achieves the highest
overall performance in count accuracy, HPS, and action-based metrics. However, its performance in
ID similarity is notably weaker (25.7 points) than MH-OmniGen. This is due to the fact that GPT
hallucinates features on humans, and in many cases isn’t able to effectively maintain the identity
of the person. When considering the Unified metric, which balances all aspects of performance,
MH-OmniGen achieves the best score (61.6), followed by OmniGen (59.2) and GPT-Image-1 (54.3),
demonstrating that our proposed method achieves the strongest overall balanced performance across
all dimensions. Overall, we want to stress that None of the methods perform consistently well at a
high standard for this task in terms of visual quality. Within the open-source methods, None of the
models can consistently generate images with a high Action-C or Count score. There is significant
scope for improvement in this setting.

Qualitative Results: In Figure [5 we show visual Results for the best models performing Task
1. As observed in this image, GPT-1 isn’t able to effectively maintain human ID, owing to poor
scores. On the other hand, Uniportrait generates good results but often with the inaccurate number of
humans. OmniGen results have artifacts related to ID mixing, which are considerably repaired in
MH-OmniGen. However, OmniGen-based methods tend to "copy" human faces. It is important to
note that these are some of the better looking images for each method. We share more visual results
in the Appendix, highlighting a heavy scope for improvement.

Metrics
Backbone - Model Count Mult-ID HPS  Action-S Action-C  Unified
Task 1: Reference-based Multi-Human Generation in the Wild
Proprietary GPT-4o  GPT-Image-1 87.9 28.8 30.3 97.0 91.1 543
LoRA(I view) | 473 202 253 61.0 55.4 36.2
. LoRA(S views) | 52.6 20 259 730 72.9 410
Tuning-B
uning-Based -\ SDXL MuDI(1 view) | 48.1 236 248 640 515 37.7
MuDI(5 views) | 53.9 26 256 673 715 423
TP-Adapter 343 93 232 496 46.9 163
Multi-Object | SDXL )
Tuning-Free | — - — _ _ MIP-Adapter | 392 119 = 240 576 537 192
Kand2.2 Lamda-Eclipse 53.3 12.5 234 56.1 50.8 23.1
[RVI5 __ UniPortrait | 585 442 259 762 612 517
— SD1s RectfiD 37.8 86~ 248 673 68.2 3338
Tuning-Free | _ . _ _ Fastcomposer | 312 122 217 _ 489 412 202
I OmniGen 60.5 937 7 262 87.5 713 592
MH-Omnigen | 60.3 545 263 916 729 61.6

Table 1: Multi-Human Generation with Reference Images in the wild.

Task 2. Reference-based Multi-Human Generation with Regional Priors:

Next, we evaluate methods for Task 2, which focuses on reference-based multi-human generation
with regional priors. Table 2]shows results for Tuning-based, Multi-Object Tuning-Free, and Multi-
Human Tuning-Free methods, all leveraging pose or box priors. As observed, the introduction of
our provided human-rectified pose priors significantly improves quantitative metrics, particularly
Count accuracy, compared to Task 1. We also observe a general increase in Action scores. For
instance, MIP-Adapter [17] shows significantly higher Count accuracy with pose priors. Within the
Multi-Human Tuning-Free group, we observe varied performance across metrics depending on the
backbone and specific prior usage. RectifID [38]] achieves the highest Count accuracy (90.1), while



OMG-InstantID [22] (SDXL) excels in HPS (27.2) and Action scores (90.4, 78.9), and Regional-
PuLID [6] (Flux) shows the strongest Multi-ID retention (50.7). Flux-Kontext, also based on the
Flux backbone, demonstrates strong performance in Action scores (80.9, 79.8), achieving the highest
Action-C score among all methods, while maintaining competitive Count accuracy (76.8) and HPS
(26.9). OmniGen demonstrates competitive performance in Task 2, maintaining strong HPS (27.4)
and Action scores (86.2) and decent Multi-ID (48.2) when incorporating pose priors. Overall, Task
2 results highlight the significant benefit of regional guidance for key metrics like count, while
demonstrating that achieving high performance across all aspects (like ID fidelity, action, and overall
quality) remains a challenge. This is due to the fact that different methods are strong in different areas.
When considering the Unified metric, which balances all aspects of performance, UniPortrait and
OmniGen achieve the highest scores (62.5), followed by Regional-PuLID (56.4), Flux-Kontext (55.7),
and RectifID (55.4), demonstrating that multi-human tuning-free methods generally outperform
tuning-based and multi-object approaches in overall balanced performance.

Regional Metrics
Backbone  Model Conditioning | Count MuliiID HPS  ActionS Action-C  Unified
Task 2: Reference-based Multi-Human Generation with Regional Priors
. LoRA(1 view) 85.3 17.3 26.1 73.6 78.0 40.3
Tuning-based | SDXL LoRA(S views) Pose 89.6 24 260 777 73.6 44.1
it ORlect | SpxL MIP-Adapter Pose 815 141 250 692 67.2 369
uning-Free
Flux Regional-PuLID Boxes 67.4 50.7 26.1 74.1 68.0 56.4
Flux Flux-Kontext Boxes 76.8 39.2 26.9 80.9 79.8 55.7
Multi-Human | RV1.5 ~ ~ UniPortrait ~ | ~ Pose | 783 =~ 492 ~ 263 =~ 882 781 = 625
Tuning-Free SD1.5 RectifID Pose 90.1 26.4 25.7 78.7 73.5 55.4
SDXL OMG-InstantID Pose 71.2 32.6 27.2 90.4 789 54.6
Phi-3 OmniGen Pose 77.2 48.2 274 86.2 75.3 62.5

Table 2: Multi-Human Generation with Reference Images, with regional priors

Task 3. ID-Consistent Multi Human Generation without reference images:

Table |3| displays results on Task 3. We benchmarked four approaches. The performance varies
across metrics, with ConsiStory and DreamStory showing lower accuracy in Count and ID-Similarity
compared to IR-Diffusion and MH-IR-Diffusion. Notably, MH-IR-Diffusion achieved the highest
scores in both Count (62.6) and Multi-ID (33.3). Due to the process of masking and hungarian
assignment, the model is successfully able to preserve ID information while keeping the remaining
metrics stable. While IR-Diffusion led slightly in Action-S (86.3), and all models performed similarly
on HPS. We observe for the Complex Action metrics, that the performance reduces slightly as ID
similarity improves. This is due to the fact that the results are closer to original model generation, as
lesser ID’s have been matched. Overall, we see a significant scope of improvement for every method
in this list, due to poor performance on all metrics.

Metrics
Count Multi-ID HPS  Action-S  Action-C
Task 3: ID-Consistent Multi-Human Generation without Reference Images

Backbone Model Resolution

ConsiStory 446 162 28.0 84.1 719
DreamStory 45.0 19.7 282 84.8 71.8

2. 12
Playground-v2.5 10 by rusion 768> 1280 1 oy 27.6 29.4 86.3 71.8
MH-IR-Diffusion 62.6 333 29.2 85.9 71.3

Table 3: Multi-Human Generation without Reference Images

Task 4. Text-to-image Multi-Human Generation:

For Task 4, we evaluate the overall effectiveness of text-to-image methods on generating humans
with accurate count performing text-described simple and complex action. This is mainly to motivate
the selection of a suitable base architecture for follow-up methods to build their solutions on. Our
results are summarized in Table |4} Across all methods we evaluated, Flux, SD3.5 and OmniGen
perform best, given the fact that they are larger models and have been trained on richer data. Notably,
Flux produces images with consistent Count accuracy over 3, 4, 5 humans, compared to the other
methods which show a steeper drop in performance after increasing the number of humans. SD3.5 is
highly competitive in generating the correct actions (simple and complex), and OmniGen produces



the best HPS. Overall, however, there is significant scope for improvement in terms of human count,
as the best score (63.9) is still quite low.

Model Person Count Prompt Alignment
3-Person  4-Person  5-Person  Avg(1-5) | HPS  Action-S  Action-C
Task 4: Text-to-Image Multi-Human Generation

SD-1.5 25.0 12.8 7.4 26.6 24.8 84.5 73.3
RV-1.5 52.5 20.3 11.5 435 26.9 88.3 76.0
SDXL 44.0 30.7 235 433 26.9 87.9 79.1
SD3.5 61.0 45.6 28.8 56.1 27.8 95.7 85.0
OmniGen 64.0 29.0 332 53.8 28.7 932 82.5
Flux-Dev 66.9 57.0 46.4 63.9 282 92.6 83.0

Table 4: Benchmaking Foundational Text-to-Image models on generating multiple people.

5.2 Scope for Improvement

From the analysis in this Section and in Appendix [EJ[F} we uncover several limitations of current
approaches performing Multi-Human Generation. First, we notice that without regional priors, the
open-source models performing Tasks 1, 2, 4 are lacking in terms of the person count and complex
actions. Essentially, this means that multi-human generation is significantly hindered because the
base model itself (from task 4) isn’t able to generate an accurate number of human faces in a scene
within the text described action. Second, we notice that none of the methods (with OR without
regional priors) consistently pass the eye test in generating images of the correct number of people
while maintaining a high ID similarity, and sufficient action scores. This balance is essential for
our proposed task, and remains an open challenge. Third, in Appendix|E] we observe that several
methods contain implicit biases over age, racial profile and gender. After uncovering these biases, we
hope that the community strives to reduce them using insights from our benchmark.

6 Conclusion

This paper introduces MultiHuman-Testbench, the first comprehensive benchmark for subject-driven
multi-human image generation. We contribute a carefully curated dataset of 1,800 testing samples
with balanced demographic representation, a multi-faceted suite of metrics capturing count accu-
racy, identity preservation, visual quality, and action consistency. We also propose training-free
enhancements to unified human generation models through Unified Regional Isolation and Implicit
Assignment. Through extensive evaluation of approximately 30 models across four distinct tasks, we
reveal that current state-of-the-art methods exhibit significant limitations. Even the best-performing
models struggle with accurate human counts and preserving individual identities without subject
blending artifacts. Our analysis highlights substantial opportunities for future research in achieving
robust identity preservation while maintaining natural pose diversity. We believe that this benchmark
can facilitate collaborative efforts to address the challenging problem of Multi-Human generation.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: The main claims are reflected throughout the paper.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Limitations for every benchmarked approach are provided in Section [5} [E]
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

14



Justification: No theoretical result is provided in the paper

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Appendix [C] And Section. 3 provides in-depth details.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: Code and data are provided in the link. Readme/croissant files are added for
help in reproduction.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Appendix [D|provides experimental details.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:
Justification: We do not report error bars across multiple seeds.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

16


https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy

8.

10.

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Provided in appendix [D]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: We have reviewed te code of ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: Societal impacts discussed in Appendix.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

e If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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11.

12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: No models released. The data poses no risk of misuse.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We clearly credit every dataset/model.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: Data and code are documented in Readme and Croissant format.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: No crowd sourcing.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: No study on human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]
Justification: We cite each MLLM used and clearly specify them.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Appendices

A Contents

This appendix provides supplementary material to accompany the main paper. It includes a detailed
breakdown of the data distribution used, further specifics on our proposed methodology, implementa-
tion details for baselines and our approach, extended quantitative and qualitative results including
ablation studies and failure cases, and a discussion on the societal impact of our work. The following
sections detail these aspects:

Section[Al Contents

Section[Bl Data Distribution

Section[Ct Additional Details on Proposed Approach
Subsection Implicit Region Assignment

Section|Dt Baselines and Implementation Details

Section[El Additional Quantitative Results

Subsection[EJl Performance across varying number of people
Subsection[E2} Measuring Bias in Multi-Human Generation
Subsection[E3l Effect of Our Pose Priors

Section[[} Additional Qualitative Results

Subsection[E1} Improvements from MH-OmniGen
Subsection[E2} Qualitative results for Task 2: Regional Priors
Subsection[E3t Qualitative results for Task 4: Text-to-Image generation

Section[Gt Societal Impact

B Data Distribution

In this Section, we provide a detailed description of the sampled faces. This is supplementing Figure 3]
in the main text.

Attribute Category Percentage (%)
Young Adult (16-35) 43.17
Age Middle Age (36-60) 42.72
Aged (60+) 14.11
Male 49.24
Gender g male 50.76
Anonymous 81.48
Status Celebrity 18.52
Data Real 72.41
Synthetic 27.59
White 16.52
Black 15.75
.. South Asian 16.64
Ethnicity East Asian 16.72
Hispanic/Latin 16.73
Middle Eastern/Other European 17.64

Table B.1: Data Distribution by Attribute. All the labels are obtained by Gemini-Flash-2.0.
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C Additional Details on Proposed Approach

In this Section, we provide detailed explanation of our proposed Implicit Region Assignment strategy
behind the MH-Omnigen and MH-IR-Diffusion methods. This is an extension of Section 3]

C.1 Implicit Region Assignment

To construct the attention mask A ;o described in Section E], we need a region of interest (ROI) set
Ri. € Dhigent for every reference image [. To facilitate the generation of multi-human images in the
wild, we propose an implicit region assignment strategy that utilizes intermediate attention scores
and Hungarian matching to assign each reference image to a selected region-of-interest.

MH-Omnigen: For unified architectures, we propose a two-stage process to determine ROIs im-
plicitly from the model’s own understanding and the intermediate latent representation Oy, ;. This
process involves first identifying areas in the latent space which have a high self-attention overlap
with each reference image. Next, we segment the estimated image from an intermediate timestep in
and assign these segments to the reference images using hungarian matching.

Algorithm 1 Find attention-based similarity maps for Reference Images

Inputs:
e Unified Multimodal Diffusion Model U.
e Intermediate latent O;,,; ; € RP* P at timestep ¢.
e Set of K input reference images: {I1,...,Ix}.
e Image token index sets: Dimgp € {1,..., L} fork=1,... K.
e Latent token index set: Dyyene € {1,...,L}.
e Reshape map Meshape : RIPuenl — RPXD where |Diyent| = D x D.
o Set of H layers to probe: £ = {l1,...,lg}.
Outputs:
e Set of K similarity maps for every reference image: {S; | Kk = 1,..., K}, each
Sk € RP*D,

I: > Initialize similarity maps
2: fork=1,..., K do

3 Initialize Sy, as a D x D zero matrix.
4 Sk[p, q] = 0 for all (p, q).

5. end for

6.

7: > Iterate through layers
8: for [in L do

9: > Get attention map for layer [ at timestep ¢
10:  Let PO € RE*L be the self-attention map from layer [.
11: P,E;C) is attention from query token i to key/value token j, for ¢, 5 € {1,..., L}.
12: > Iterate through all reference images Iy,
13: fork=1,...,K do
14: > Slice attention maps for latent and aggregate over tokens corresponding to [,
15: Define flat vector V,; € RIPuenl,

16: For each i € Diyent, Vi 1[i] = ZjEDimg,k Pz(,?.

17: > Reshape Vi ; into spatial map SM,, ; € RP*P
18: SMk,l = Mreshape(vk,l)-

19: > Accumulate SM, ; into Sy,
20: Sk < S+ SMy, > Element-wise addition
21: end for
22: end for
23:

24: return {Sy, | k=1,..., K}
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The first stage, detailed in Algorithm computes attention-based similarity maps {Sy } &=, . For each
reference image Iy, this algorithm probes the layers £ of the unified multimodal diffusion model U.
It aggregates the attention from latent tokens ¢ € Diyeen to the image tokens j € Djyg 1, corresponding
to I;. This aggregated attention is reshaped via M eshape into a D x D spatial map SM,, ; for each
layer [. These layer-specific maps are then accumulated to form the final similarity map S, € RP*P,
Each Sy, thus highlights regions in the D x D latent space which exhibit strong attention probability
with the k-th reference image.

The second stage, outlined in Algorithm 2] uses the similarity maps S, (generated by Algorithm|T))
to derive the final binary segmentation maps Ry € {0,1}”*P which represent the ROIs. This
algorithm takes as input the predicted latent at £ = 0, Oim,o and outputs a set of K assigned binary
segmentation maps {Ry, € {0, 1}P*P}K

We first generate the estimated image from the predicted latent Oim,o by passing through the VAE
Decoder Dy 4. This is then segmented using the Segment Anything 2 [34] model, denoted SAM,
to produce initial segmentation masks {M,., ;}. These masks are subsequently refined by Non-
Maximum Suppression (NMS) to yield ) binary segmentation maps {Gq}qQ:l. These maps G, are
transformed to D x D resolution required for comparison with the similarity maps Sy, and represent
the candidate regions within the decoded image. If no regions survive NMS () = 0), the algorithm
initializes all output maps R, to one and terminates.

Algorithm 2 Assign Regions for each Reference Image

Inputs:
e Predicted latent at t = 0: C)im,o € Rmiar,
e VAE Decoder Dy 2.
e Segmentation Model SAM.
e NMS threshold Oy 5.
o Setof K similarity maps {S; € RP*P}X | (from Alg.[1).
e Number of input reference images K.
Outputs:
e Set of K assigned generated segmentation maps {Rj € {0, 1}P*P}K
1: > Step 1: Generate Segmentation Maps from Oinw
2: {Myeq.; }jQ:l1 — SAM(Dy 4£(Oinco)). > Segment VAE decoder output.
3: {G, € {0, 1}DXD}qQ:1 — NMS({Mseg}j}?:/l, Onars). > Q maps post-NMS, at D x D res.
4: > Step 2: Construct Cost Matrix C € R¥x@
5: fork=1,..., K do
6: forg=1,...,Q do
7: Clk,q] = — 25:1 Zf):l(sk [p,7] - Gglp, 7]). > Negative overlap score.
8: end for
9: end for
10:
11: > Step 3: Apply Hungarian Algorithm
12: A < Hungarian(C). > A is set of optimal (k, ¢) pairs.
13:
14: > Step 4: Formulate Final Output Ry,
15: Initialize Ry as D x D ones matrix fork =1,..., K.

16: for each assignment (k*, ¢*) € A do
17: R+ Gq*.
18: end for

20: return {R;} ;.

IfQ > 0,a K x @ cost matrix C is constructed to evaluate the compatibility between each reference
image I, (via its similarity map S;) and each generated segmentation map G,. We compute the
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cost of assigning generated region G, to reference image I, Clk, ¢, from the overlap between G
and the similarity map S;, (Algorithm [2] Line 14). The Hungarian algorithm [23] is then applied
to minimize the cost matrix C. This yields a set A of optimal assignment pairs (&, ¢), where each
reference image k is matched to at most one generated map q.

Finally, the output maps {R} are first initialized to D x D ones matrices. For each optimal
assignment (k*, ¢*) € A, the corresponding generated segmentation map G- is assigned as the
output map R~ for the reference image Ij-. If a reference image [, is not part of any assignment in
A (e.g.,if K > Q), its R remains a ones map.

Once we find the region assignments {R . }_,, we apply the Unified Isolated Attention approach
explained in Section [3]to generate the final image.

MH-IR-Diffusion: For models like IR-Diffusion that involve generating an initial image ey,
followed by a final image with specific identities, we can determine regions 7% by directly matching
facial identity cues. This method uses ArcFace embeddings to associate faces segmented from gy,
with the K input reference images Ij,. The segmentation mask of an assigned face in I, serves as
the ROI R .

We show our approach in Algorithm 3] Initially, SAM and NMS are used to obtain @ distinct face
segmentation masks {G,} from I ,,. ArcFace embeddings are then computed for these generated
face regions {egcn 4} and for the reference images {€,cf,r}. A cost matrix C is built using the
cosine dissimilarity (1 — cosine_similarity) between these embeddings. The Hungarian algorithm
then finds the optimal assignment .4 between reference images and generated faces. For each match,
the corresponding mask G- is designated as Ry-. These pixel-space masks R, are then available
for subsequent processing steps.

D Baselines and Implementation Details

In this Section, we highlight our Implementation Details for our baselines. Every experiment was
performed on an Nvidia Tesla A100 GPU.

OmniGen. We used the official implementation of OmniGerE] and prompted it for multi-human with
and without pose conditioning. We run the default settings of 50-step inference, with a text-guidance
of 2.5. For Task-1, we set image guidance scale at 2.0, and for Task-2, we found the best results with
2.8. We implemented MH-OmniGen over this repository.

UniPortrait. We used the official implementation of UniPortrai and used all the default hyper-
parameters. From the original settings, we perform a 25-step inference at a guidance scale of 7.5. For
pose conditioning, UniPortrait adopts controlnet, for which we set the guidance scale at 1.

FastComposer. We used the official implementation of FastComposeIﬂ and used all the default
hyper-parameters. From the original settings, we perform a 50-step inference at a guidance scale of 5.

OMG. We used the official implementation of OM(ﬂ and used the the InstantID version. As the
performance was poor without ControlNet, we only report the performance with regional priors, and
used all the default hyper-parameters. The inference is run in 50 steps, using a CFG scale of 3.0. The
controlnet and InstantID models both were weighted at 0.8, as per original implementation. To make
the performance suitable to MultiHuman, we modified their detection algorithm to match all detected
humans (instead of the deafult matching with "man" and "woman").

Regional-PuLID. We used the official implementation of Regional—PuLI]f] and made it compatible
with Multi-human generation with default box priors based on number of humans. We found best
results with base ratio set to 0.3. We kept the remaining hyperparameters at default settings. These
include 24 inference steps and a guidance scale of 3.5.

*https://github.com/VectorSpaceLab/0mniGen
*https://github.com/junjiehe96/UniPortrait/tree/main
*https://github.com/mit-han-lab/fastcomposer/tree/main
Shttps://github.com/kongzhecn/0MG.git
Shttps://github.com/instantX-research/Regional-Prompting-FLUX
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Algorithm 3 Assign Regions for MH-IR-Diffusion using ArcFace Embeddings

Inputs:
o Generated image I, (H x W).
e Setof K generated reference images {I }5_,.
e Segmentation Model SAM (for face segmentation).
e NMS threshold 05
e ArcFace embedding function ArcFace.
Outputs:
e Set of K assigned face segmentation masks {Rj, € {0, 1} 77XW}E
1: > Step 1: Segment faces in I,.,, and compute their ArcFace embeddings
2 {Myeg ;35 SAM (Iyen).
3 {Gq € {0, 1HMVY2 | NMS({Myeg 151, Onus).
4: forg=1,...,Q do
5: €gen.q < ArcFace(Igen, Gq). > Embedding for face in /4., at mask Gy.
6: end for
7
8: > Step 2: Compute ArcFace embeddings for [},
9: fork=1,..., K do
10: €rer ks — ArcFace(Iy).
11: end for
12:
13: > Step 3: Construct Cost Matrix C € R¥*@
14: fork=1,..., K do
15: forg=1,...,Q do
16: Clk, q) = 1 — cosine_similarity(e,ef i, €gen,q)-
17: end for
18: end for
19:
20: > Step 4: Apply Hungarian Algorithm
21: A < Hungarian(C).
22:
23: > Step 5: Formulate Final Output Ry,
24: Initialize Ry, as H x W zeros matrix fork =1,... , K.
25: for each assignment (k*, ¢*) € A do
26: Rk* — Gq* .
27: end for
28:
29: return {R;} ;.

LoRA/MuDI. We used the official implementation of MuDlﬂ and trained a single LoRA for every
sample. We used the default settings for training, with 2000 steps at a learning rate of 1e~*. We train
in two settings, with a single view per face and 5 views per face. During in inference, we kept the
default setting with an inference of 50 steps and guidance scale of 5. We run inference with both
LoRA and MuDI using the provided examples. For LoRA with pose, we use the SDXL openpose
controlnet with a scale of 1.0.

MIP-Adapter. We used the official implementation of MIP-Adaptelﬂ which builds upon a pretrained

IP-

Adapter and SDXL model, and incorporates OpenCLIP-ViT-bigG/14 as the image encoder.

We loaded the released MIP-Adapter weights into this framework to better support multi-subject
generation. For multi-human generation, we used prompts from our MultiHuman-Testbench and

"https://github. com/agwmon/MuDI
$https://github.com/hqhQAQ/MIP-Adapter
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adopted the DDIM sampler with 30 inference steps and a guidance scale of 7.5. The IP-Adapter scale
was set to 0.75. For pose-based regional conditioning, we followed the ControlNet implementatimﬂ

IP-Adapter. While the pretrained IP-Adapter provides strong performance, it is not designed to
directly support multiple reference images. To address this, we adopted the MIP-Adapter framework
to leverage its mechanism of weight merging within the adapter layers, without loading the MIP-
Adapter weights. Instead, we retained only the pretrained IP-Adapter weights in our implementation.
Sampling parameters, including 30 inference steps, guidance scale of 7.5, and IP-Adapter scale of
0.75, were set identically to those in MIP-Adapter for consistency.

RectifID. We utilize the official implementation provided by the authord'’l Following their setup, we
adopt a modified version of Stable Diffusion 1.5 released by Perflow| [ which is pretrained on the
LAION-Aesthetic-5+ dataset with a particular focus on human faces and subject-centric generation.
For the inversion process, we perform 50 sampling steps using classifier-free guidance with a guidance
scale of 3.0. In experiments involving ControlNet, all settings are kept identical except for the use of
ControlNet weights{r_zl

A-Eclipse. We employed the official implementation provided by the authorﬂ a model designed for
multi-concept personalized text-to-image generation. This model operates within the CLIP latent
space and is specifically tailored to work with the Kandinsky v2.2 [35]] diffusion image generator.
For inference, we employed the DDIM sampler with 50 steps and a guidance scale of 7.5. All
experiments were conducted using the provided scripts and configurations to ensure consistency and
reproducibility.

E Additional Quantitative Results

In this Section, we provide additional Quantitative analysis on the MultiHuman Testbench, as an
extension to Section [5]of the paper. The main results from Section [5|are summarized in the Radar

graphs in Figure [E.1]
E.1 Performance across varying number of people

In this Section, we study Multi-ID similarity scores and Person Count for methods performing Task
1, across different number of people. This is an extension to Table [3jn the main paper.

Summarized in Table[E.I] we consistently observe that the ability to maintain ID Similarity deterio-
rates across all models as the number of faces in the generated image increases from two to five. This
indicates a general bias where identity preservation becomes significantly more challenging with
growing scene complexity. However, the magnitude and nature of this drop vary between methods.
Methods such as UniPortrait, OmniGen, and MH-OmniGen start with relatively high ID Similarity
scores for one or two people, indicating strong initial performance. As the person count increases,
they experience substantial absolute drops in ID Similarity. For instance, MH-OmniGen’s score falls
from 65.3 at two people to 38.0 at five people. Fastcomposer begins with a significantly lower ID
Similarity even for just two people (15.3) and suffers the most dramatic percentage drop, falling to
5.9 at five people. GPT-Image-1 starts at a moderate ID Similarity score for two people (31.8) and
exhibits the least severe relative decrease in performance as the person count increases, resulting in
a score of 24.9 at five people. From the Person Count results, it is clear that GPT-Image-1 is more
accurate in generating images with the correct number of people, compared to other methods, which
fail often for more than three people.

E.2 Measuring Bias in Multi-Human Generation

Using the labeled attributes provided with the data, we provide a study on the biases for each method
in Task 1 and Task 2. We measure the single-person ID similarity and report it across various splits:
Ethnicity([E.2), age, gender and status([E.3). Based on the ID-Similarity scores highlighted in red in

https://huggingface.co/thibaud/controlnet-openpose-sdxl-1.0
https://github.com/feifeiobama/RectifID
"https://huggingface.co/hansyan/perflow-sd15-dreamshaper
Zhttps://huggingface.co/11lyasviel/control_viip_sd15_openpose
Phttps://github.com/eclipse-t2i/lambda-eclipse-inference
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Figure E.1: Radar Graphs. Visualizing performance on Tasks 1,2,3,4 using Radar Graphs.

Multi-ID Similarity Person Count
2 3 4 5 Avg(1-5) 2 3 4 5 Avg(1-5)
Task 1: Reference-based Multi-Human Generation in the Wild
GPT-Image-1 31.8 295 278 249 28.8 90.7 91.8 895 753 87.9

Model

Fastcomposer 153 74 72 59 12.2 629 112 32 1.1 31.2
Uniportrait 565 464 338 28.6 44.2 90.6 763 237 14.1 58.5
OmniGen 60.8 523 422 352 49.4 88.8 880 232 216 60.5

MH-OmniGen | 653 604 451 38.0 545 912 875 224 199 60.3
Table E.1: Studying the ID similarity and Person count metrics for different number of people, for
Multi-Human Generation in the Wild.

Table [E.2] and Table [E3] biases are evident in how different models and their backbones perform.
These biases are indicated by deviations from the average score for each row. A darker red shades
signifies higher bias.

In Task 1, GPT-Image-1 (GPT-40) shows a positive bias for South-Asian identities and a positive bias
for Aged individuals. UniPortrait (RV1.5) exhibits positive biases favoring White and East-Asian
faces while underperforming on Black individuals. Additionally, it heavily underperforms on Aged
individuals by demographic type, offset by a positive bias for Young Adults. Fastcomposer (SD1.5)
shows minimal racial/ethnic bias but has a light negative bias for Celeb faces. OmniGen (Phi-3) and
MH-OmniGen (Phi-3) generally display less pronounced biases in Task 1, showing mostly light biases
favoring White and South-Asian faces by race/ethnicity, suggesting more balanced performance
compared to the rest.
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ID-Similarity
Model Backbone White  Black  South-Asian  East-Asian  Hispanic =~ Middle-East
Task 1: Reference-based Multi-Human Generation in the Wild
GPT-Image-1 GPT-40 26.4 28.8 30.2 26.2 27.5 28.2
UniPortrait RV1.5 41.1 36.8 38.3 41.8 37.5 38.4
Fastcomposer SD1.5 8.7 8.8 9.3 9.5 9.2 8.9
OmniGen Phi-3 44.0 45.1 47.0 45.0 45.5 443
MH-OmniGen Phi-3 48.4 49.3 51.6 50.0 49.7 49.0
Task 2: Reference-based Multi-Human Generation with Regional Priors

UniPortrait RV1.5 48.9 43.6 453 473 433 45.3
RectifID SDI1.5 17.6 16.9 19.2 21.1 16.3 17.1
Regional-PuLID Flux 47.4 44.1 47.9 52.6 47.3 46.0
OMG-InstantID SDXL 26.8 243 27.0 30.6 25.9 25.1
OmniGen Phi-3 42.7 42.6 449 43.6 414 412

Table E.2: Multi-Human Generation with Reference Images: Multi-Human Tuning-Free Models with
ID-Similarity Metrics by Race/Ethnicity (Backbone Removed)

Turning to Task 2, where regional priors are used, the patterns of bias shift for some models.
UniPortrait (RV1.5) continues to show biases favoring White and East-Asian faces and against Black
and Hispanic faces, favoring female faces to male faces, and heavily favoring young adults. RectifID
(SD1.5) shows a bias favoring East-Asian faces by race/ethnicity. Regional-PuLID (Flux) displays
significant biases, with a strong positive bias for East-Asian individuals and a negative bias against
Black faces by ethnicity. By demographic, Regional-PuLID exhibits strong biases against Males and
Aged faces, while strongly favoring Female, Young Adult, and Celeb identities. OMG-InstantID
(SDXL) shows a bias against Black faces and favoring East-Asian faces, and favors Young Adults.
OmniGen (Phi-3) in Task 2 shows less prominent biases, with a bias favoring South-Asian faces and

light biases against Hispanic and Middle-East faces by ethnicity.

ID-Similarit
Model Backbone Male Female [ Young Adult  Middle Aggd Aged | Celeb  Anonymous
Task 1: Reference-based Multi-Human Generation in the Wild
GPT-Image-1 GPT-40 29.8 26.0 26.0 28.8 30.8 28.1 26.6
UniPortrait RV1.5 37.5 40.5 40.7 37.7 30.7 37.6 39.3
Fastcomposer SD1.5 9.0 9.1 9.2 9.1 8.5 7.1 9.5
OmniGen Phi-3 44.9 454 443 46.0 454 45.5 43.7
MH-OmniGen Phi-3 49.5 49.8 49.0 49.9 50.7 48.7 49.9
Task 2: Reference-based Multi-Human Generation with Regional Priors

UniPortrait RV1.5 43.5 47.7 48.2 44.0 429 46.9 453
RectifID SD1.5 17.4 18.6 19.1 17.4 16.1 19.5 17.7
Regional-PuLID Flux 423 52.5 51.7 454 41.5 50.5 46.9
OMG-InstantID SDXL 25.0 28.2 28.7 25.1 249 249 26.8
OmniGen Phi-3 43.6 42.1 41.8 432 44.6 42.6 429

Table E.3: Multi-Human Generation with Reference Images: Multi-Human Tuning-Free Models with
ID-Similarity Metrics by Demographic and Type (Backbone Removed)

E.3 Effect of Our Pose Priors

Table[E.4]shows the effect of adding our human-rectified regional pose priors. As observed, all metrics
significantly improve in case of most methods. There is a slight drop in Multi-ID and Action-S for
OmniGen, and a slight drop in Multi-ID in LoRA. Overall, regional pose priors can help generate
significantly better results, as they make the task easier. However, this benefit comes with a severe hit
to usability, which is why solving Task 1 is important.

F Additional Qualitative Results

In this Section, we provide additional Qualitative results to supplement the ones in Section [5 of the
main text.

28



Count Multi-ID HPS Action-S Action-C
Task 1  Task2 | Task1 Task2 | Task1 Task2 | Task1 Task2 | Task1  Task2
LoRA(S views) 52.6 89.6 22.0 21.4 25.9 26.0 73.0 71.7 72.9 73.6

Model

MIP-Adapter 39.2 81.5 11.9 14.1 24.0 25.0 57.6 69.2 53.7 67.2
UniPortrait 58.5 78.3 442 49.2 259 26.3 76.2 88.2 67.2 78.1
RectifID 37.8 90.1 18.6 264 24.8 25.7 67.3 78.7 68.2 73.5
OmniGen 60.5 77.2 494 48.2 26.2 274 87.5 86.2 713 75.3

Table E.4: Comparison of Multi-Human Generation Metrics With and Without Regional Priors for
Tuning-Free Models

F.1 Improvements from MH-OmniGen
Figure [F1] shows more qualitative results on Multi-Human generation in the wild, using OmniGen

and MH-OmniGen. As observed, MH-OmniGen is able to correct many instances of subject blending
using our proposed Unified Region Isolation and Implicit Matching algorithm.

Reference Images OmniGen  MH-OmniGen

“Three
chefs
cooking a
meal”

“Three
firefighters
putting out
a raging
fire”

“Four
treasure
hunters
finding gold
in a cave”

Figure F.1: Qualitative Results for MH-OmniGen v/s OmniGen on Task 1. As observed, MH-
OmniGen is able to significantly improve OmniGen by reducing ID leakage, which is highlighted
with red boxes.

F.2 Qualitative results for Task 2: Regional Priors

Figure[F2)shows the best performing methods: RectifID, UniPortrait, LoRA, OmniGen and Regional-
PuLID(with box priors) on Task 2: Reference-based Multi-Human Generation with Regional Priors.
As observed in the figure, OmniGen, UniPortrait and Regional-PuLLID show best results. How-
ever, it is clear that each method has severe limitations including incorrect count accuracy and
underperformance on ID similarity. This underlines a huge scope for improvement.

F.3 Qualitative results for Task 4: Text-to-Image generation

Figure [F3] shows the best performing methods on Task 4: Text-to-Image Generation for Multiple
Humans (with no reference images). The methods on display are RV 1.5, SDXL, SD3.5, OmniGen
and Flux. Flux and OmniGen show best results. However, it is clear that all methods show limitations
in terms of count accuracy. Additionally, every method is susceptible to generating faces of people
with similar attributes (age, race, gender). We believe that there is a heavy scope for improvement for
Generation Models in this regard.
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Reference Pose Prompt RectifID OMG-InstantID  UniPortrait ~LoRA(5 views) ~ OmniGen Re(gs:a;;g::t)lD

“Four
scientists in a
museum,
standing
proudly”

“Five spies

leaving a

building at
night”

“Four treasure
hunters in a
cave”

“Five people in
a lab in front
of a
microscope”

Figure F.2: Qualitative Results on Multi-Human Generation with Pose conditioning. The
image shows the best performing methods: RectifID, UniPortrait, LORA, OmniGen and Regional-
PuLID(with box priors). OmniGen, UniPortrait and Regional-PuLID show best results albeit with
severe limitations.

G Societal Impact

With MultiHuman-Testbench, we aim to make significant advancements in Al-driven multi-human
image generation, and we anticipate substantial positive societal benefits. By encouraging the
development of models which accurately depict diverse individuals across age, ethnicity, and gender
while preserving their identities in complex scenes, we hope to contribute to more equitable and
inclusive digital media. We envision that our benchmark can enhance creative tools for artists and
developers, enrich AR/VR/XR experiences, and improve assistive technologies. Furthermore, we
believe that our proposed standardized evaluation suite will accelerate research and offer clearer
insights into generation model capabilities.

However, we also recognize that this progress amplifies societal risks. The capability for highly
realistic multi-human image generation increases the potential for deepfakes which could be used in
misinformation campaigns or impersonation, thereby posing threats to individual privacy and societal
trust. Finally, we acknowledge that the increasing sophistication of these generative tools raises
concerns about job displacement in creative sectors. Hence, we request the broader community to
proactively engage in developing ethical frameworks, and responsible use guidelines.
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Prompt

“Five people
during Diwali with
sparklers and
lanterns,
fireworks in the
sky”

“Five spies side by
side escaping
danger: running,
explosions in the

background:”

“Four friends side
by side in a
Jjungle; dense

vegetation;
adventure;
sunlight.”

“Four students in
a library: books,
laptops.”

Figure F.3: Qualitative Results on Multi-Human Generation for Text-to-Image models. The
image shows the best performing methods on Task 4: RV1.5, SDXL, SD3.5, OmniGen and Flux.
Flux and OmniGen show best results albeit all methods show limitations in terms of count accuracy.
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