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A B S T R A C T

In recent years, the intersection of artificial intelligence and music informatics has
gained significant traction. However, music analysis on symbolic music has not
been explored to its full extent. This work investigates the application of Graph
Neural Networks (GNNs) to diverse music analysis tasks on digitized classical
music scores.

Music analysis, as a scholarly field and as a set of techniques, is crucial for
comprehending and appreciating music. It systematically examines elements such
as harmony, melody, rhythm, form, and instrumentation, revealing the interplay
of compositional techniques and structural elements/patterns. Analyzing music
highlights foundational elements essential for creating new compositions.

This thesis examines the effectiveness of Graph Neural Networks (GNNs) on
music analysis tasks such as Cadence Detection, Roman Numeral Analysis, Com-
poser Classification, and Voice Separation, focusing on symbolic representations
(i.e., musical scores given in some machine-readable encoding). We argue that a
graph structure is a more natural representation for modeling a musical score than
the feature- or token-based representations that have been used so far.

Our study begins by detailing the intricacies of symbolic music representations
and the limitations of existing methods. We explore graph representations for music,
enabling graph learning models. The graph emerges as a natural representation
that encompasses the mixed hierarchical and sequential nature of a musical score.
We propose a new graph model for the score where vertices represent notes and
edges capture the relations between them.

In a first step, we experimentally compare graph representations to other model-
ing approaches such as piano rolls, note arrays, or custom descriptors on a number
of different music classification tasks. Next, we design GNN-based machine learning
models specifically for music analysis, capable of addressing the unique challenges
posed by music data and the targeted application. As a result, we obtain graph-
based models that demonstrate improved performance on benchmark datasets for
diverse analysis tasks. Furthermore, we develop a new generic graph convolution
block based on perception-inspired principles that further improve performance on
music understanding tasks. We present a framework for deriving and visualizing
explanations of the decisions made by our music-related GNNs. Finally, we develop
and publish a dedicated library for symbolic music graph processing in order to
reinforce the impact of this work in the research community.

Current AI trends suggest that Large Language Models (LLMs) and transformers
have the potential to solve a wide range of tasks in various fields. However, our
findings indicate that graphs can be more efficient for music analysis tasks. Thus,
the ultimate goal of this thesis is to establish graph-based modeling as a standard
approach to computational symbolic music analysis.
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Part I

I N T R O D U C T I O N A N D B A C KG R O U N D





1 I N T R O D U C T I O N

Music is a universally comprehensible language with a remarkable ability to tran-
scend cultural and linguistic boundaries. It encompasses a vast spectrum of styles
and genres, from the simple to the intricately complex. Within this diversity lies its
power to convey a wide range of sentiments.

Babbit [1] tells us that music can be understood from three different perspectives:
the music written by the composer, the music played by the musician, and the
music perceived by the listener. Music analysis is a pivotal discipline in unraveling
the complexities of musical compositions. Analysts delve into the fundamental
components of rhythm, harmony, melody, and beyond, pinpointing their individual
significance and collective impact. The analysis process is a step towards under-
standing compositions, uncovering hidden nuances, and deciphering the intricate
interplay between various musical elements.

1.1 the importance of music analysis

There are numerous theories and methods for music analysis, ranging from holistic
approaches to those focusing on specific elements like form, melody, or harmony.
For example, structural analysis entails the identification of formal frameworks
and sectional divisions within a piece. But even when focusing on particular
elements there are many approaches, for example, harmonic analysis can be viewed
through the lens of Roman numeral analysis, figured bass or pure chord progression
identification.

Other examples include melodic analysis, which examines the structure and
development of the melody, and rhythmic analysis, which focuses on meter, tempo,
and rhythmic patterns. Textural analysis looks at the spatial distribution of mu-
sical elements in polyphonic or homophonic textures, and expressive analysis
explores dynamic nuances, articulation, phrasing, and gestures that add depth to a
performance.

Historical and contextual analysis situates music within its socio-cultural context,
considering the composer’s biography, influences, and prevailing aesthetic trends.
Holistic frameworks like Schenkerian analysis or the Generative Theory of Tonal
Music (GTTM) reduce a piece to its hierarchical elements in terms of rhythm,
melody, and harmony.

Music analysis deepens the understanding of music, allowing listeners and
musicians to discern a piece’s structure and artistic intent. It fosters critical listening
and analytical skills, enhancing appreciation and engagement with various musical
genres and styles.

For performers, analysis informs interpretation, guiding decisions on tempo,
dynamics, phrasing, and other expressive nuances, enriching performances with

3



4 introduction

depth and authenticity. Composers gain inspiration and learning from analyzing
past works, expanding their musical vocabulary, and refining their craft.

Music analysis also contributes to ethnomusicological research, providing insights
into the historical, cultural, and stylistic dimensions of music. Through compara-
tive analysis, musicologists can trace the evolution of musical forms, techniques,
and genres across different periods and cultures. In short, music analysis is a
fundamental tool for understanding music.

1.2 deep learning for music analysis

Musical analysis has been a quintessential part of MIR including tasks such as
harmonic analysis, composer classification, motif detection, textural analysis, fugal
analysis, cadence detection, voice separation, score reduction, and many others.
Furthermore, the datasets for such music analysis tasks have been continuously
growing.

Deep learning approaches have been introduced to target many of the aforemen-
tioned tasks, focusing on learning from data. However, such data are still scarce
and too complex. Therefore, many approaches introduce inductive biases that assist
models to better model and understand music.

The inductive biases can be introduced on different levels such as the model-level
or at the representation level. The former concerns ways to inform models about
certain musical expectations and the latter focuses on how the music is represented
before it is fed to a model.

1.3 the inherent issues of music representation

Music in its digital form can be represented in many ways. There are two main
categories of musical representations, the audio-based representations and the
symbolic music representations. For audio, music is typically represented as a
waveform or as a transformation of it, such as a spectrogram. Symbolic means that
music is associated with symbols corresponding mostly to its written form, i.e. a
musical score.

Western classical sheet music is most often represented with staff notation.
However, representing this symbolic music form computationally and training
algorithms on that representation is not straightforward. Research has been inspired
by modeling scores similarly to audio spectrograms or even as language, and
more recently as graphs. Each representation comes with its own advantages and
drawbacks for designing and training deep learning models.

Pianorolls were originally perforated paper rolls used to operate a player piano,
as a physical form of music notation [2]. However pianorolls, in their current digital
form, can be viewed as a spectrogram representation of symbolic music containing
only the fundamental frequencies of the written notes. This point of view can be
advantageous when re-adapting powerful audio-based models. However, pianorolls
are sparse data and could also omit important information that inherently appears
in a score but not in a pianoroll.
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Language-inspired representations often treat symbolic music as language which
means they tokenize each symbol. Having a tokenized sequence is a huge advantage
because music can then be treated with powerful transformer models that have
been dominating the AI-field in the past few years. However, representing music as
a series of tokens removes the hierarchical nature of music which is present in the
score, particularly for polyphonic music.

Finally, graph-based representation has been a new and relatively unexplored
alternative that can in principle capture sequential and hierarchical relations be-
tween notes. It is more intuitive from a musical point of view and graph neural
networks that can process graph data have been increasingly popular since 2017 [3].
However, the limited application of GNNs on data of vastly different structures
creates a still unexplored field with a lot of uncertainty about the effectiveness of
GNNs on music analysis.

1.4 motivation and vision

Despite advancements in Music Information Retrieval (MIR) within the symbolic
domain and the diversity of algorithms and representations, there remain significant
concerns regarding the handling of symbolic music in research. My academic
background in musicology, with a particular emphasis on music analysis and
contemporary composition, has provided me with extensive exposure to various
music analysis theories and representation ambiguities. These experiences have
led me to form strong opinions on the appropriate handling of symbolic music
representations within deep learning frameworks.

My research pursuits have directed my focus towards graph-based representa-
tions. I posit that graphs may offer a more suitable representation for symbolic
music, as they can effectively capture the dual organizational structure of poly-
phonic music—namely, its hierarchical and sequential elements. Viewing music as
a graph can facilitate a more intuitive understanding and manipulation of musical
structures. Therefore, my objective is to demonstrate the viability of a graph-based
approach in addressing or enhancing computational music analysis in symbolic
classical music. Ultimately, my goal is to contribute to the standardization of graph-
based symbolic music processing.

1.5 organization

This is a cumulative dissertation: the main contributions are presented in the form
of a set of published papers, reproduced here in only slightly edited form. The
thesis is organized it two parts, the first part being introductory and the second
part containing part of my published work. In Chapter 2 and Chapter 3, I provide
background information on the content of this thesis on two important topics.
Chapters 5-11 contain my scientific contributions, each representing a peer-reviewed
publication. These papers have been slightly modified for formatting consistency
and to correct any errors found in the original versions. Each chapter begins with
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the full title, along with the names of co-authors and the conference where the
publication appeared.

1.6 outline

This thesis is divided into two parts. The first part is introductory and discusses
introductory notions about symbolic music representations and graph-based deep
learning. The second part contains a subset of my published work with every
chapter containing a publication. The last chapter presents a reflection on the work
done, discusses some potential challenges of the field, and outlines some work for
the future to come.

1.6.1 First Part

My work is based on the premise that musical scores can be seen as graphs. The
graph emerges as a natural representation that encompasses the mixed hierarchical
and sequential nature of a musical score. Elements in the score such as notes, are
structured in time but also more than one note can occur at the same time. I propose
a new graph model for the score where vertices represent notes and edges capture
the relations between them.

Each node in the graph corresponds to one and only one note in the musical score.
The graph’s edges include multiple temporal relations between nodes in order to
capture the temporal evolution of the musical piece. Given such a score graph, I can
apply Graph Convolutional Networks to capture intra-dependencies between notes.
Graph Convolutional Neural Networks use a principle called message passing in
order to update the information of a node in the graph based on the information of
its neighbors [4].

Chapter 2: Before diving into the individual contributions of the thesis, I present
an overview of music representations, which are crucial for Music Information Re-
trieval (MIR) and music analysis. These representations, including symbolic formats
like piano rolls, tokenized sequences, and graphs, as well as audio representations,
significantly impact how musical information is encoded and processed. Visualizing
and analyzing the advantages and caveats of each representation is important for
the development of better more interpretable models for music analysis.

Chapter 3: Subsequently, I discuss the inner workings of Graph Neural Networks
(GNNs). These networks are used to train algorithms on data that can be repre-
sented as graphs. I describe some influential and fundamental work in the field
of graph deep learning. This work is the foundation of models developed during
the thesis and presented in the following chapters. Understanding the theoretical
underpinnings of GNNs is crucial for leveraging their potential in music analysis.

1.6.2 Second Part

The second part of the thesis aims to give a clear narrative of this PhD journey, in the
form of a series of chapters each of which corresponds to one specific publication.
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First, I have a more general look at the comparison of different symbolic repre-
sentations and corresponding popular model architectures; then I introduce GNN
models to tackle analysis tasks such as cadence detection, Roman numeral analysis,
and voice separation on symbolic classical music. Subsequently, I investigate how
I can visually represent graph-based explanations for music. Then I introduce a
perception-inspired graph convolutional block. Next, I present a dedicated graph
library for symbolic music processing. Finally, I discuss a wholistic graph-based
model for performing music analysis.

Chapter 4: The first chapter of the second part is dedicated to a collaborative
paper [7] that systematically evaluates various symbolic music representations,
including matrix (piano roll), sequence (tokenized), and graph, for piece-level
classification tasks such as composer classification, performer classification, and
difficulty assessment. The study explores the capabilities of these representations,
with neural architectures such as Convolutional Neural Networks (CNNs) for ma-
trix, Transformers for sequence, and Graph Neural Networks (GNNs) for graph
representations. The evaluation is conducted on datasets containing symbolic scores
and performances, revealing that graph representations, particularly when incor-
porating advanced features like hierarchical musical structures, show promising
performance and efficiency in training. The findings highlight the importance of
choosing appropriate representations based on the specific characteristics of the
musical data and the classification tasks, suggesting that graph-based approaches
are a valuable direction for future research in Music Information Retrieval (MIR).
My contribution for this work was focused on graph representations by providing
insights for designing and training graph-based representations and models.

Chapter 5: I present a graph-based model for cadence detection [8]. The identi-
fication of cadences is fundamental for understanding the structural integrity of
musical compositions. This problem presents a lot of challenges such as the sparsity
of annotations and the ambiguity of the definition of cadences. For evaluation, I
compare a graph-based model with an SVM classifier method introducing complex
cadence-related features [5]. The results demonstrated a promising direction for the
application of graph modeling for cadences achieving better results than previous
methods on the explored datasets.

Chapter 6: I present ChordGNN, a graph-based approach for automatic Roman
Numeral analysis in symbolic music [9]. ChordGNN can transform and learn from
note-wise information and produce onset-wise representation which can be particu-
larly useful when annotations are provided at the onset level. ChordGNN outper-
forms previous state-of-the-art models in Roman Numeral analysis, as demonstrated
through experiments on a large dataset of Western classical music. The study also
explores variants of the model, such as incorporating NADE and post-processing
techniques, and provides a configuration study on multitask learning strategies.
ChordGNN achieves higher accuracy in predicting Roman Numerals, offering more
coherent and meaningful harmonic analysis of musical pieces.

Chapter 7: As a next step, I attempt to solve voice separation through the ap-
plication of GNNs [10]. Voice separation is the process of identifying monophonic
streams in polyphonic music. This process is essential for dissecting complex musi-
cal textures into individual melodies that interact together. In this work, I enrich
the graph modeling of the score and approach voice separation as a link prediction
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task. I compare our graph-based model with an HHM-based method [6]. The
graph-based approach presents a number of advantages such as better perfor-
mance, reduced computational time and space complexity, and independence on
the number of individual monophonic streams.

Chapter 8: I discuss a more recent publication, where I extend the previous work
on monophonic voice separation towards homophonic voice separation and staff
prediction for symbolic piano music using a GNN approach [11]. This method
involves creating an input graph from the score as before, and then predicting
voice and staff assignments through an encoder-decoder architecture. The system
addresses challenges such as cross-staff voices and polyphonic music, which are
difficult tasks in music score engraving. Evaluated on two datasets of different styles,
the proposed method shows consistent improvements over previous approaches,
effectively separating notes into readable musical scores. The process includes a
post-processing phase to ensure valid musical outputs and a visualization tool for
displaying the results on musical scores.

Chapter 9: In this work, I investigate how graphs can be used as an explanation
means for GNN models [12]. Ergo, I present SMUG-Explain, a framework for
generating and visualizing explanations for GNNs applied to musical scores. SMUG-
Explain uses post-hoc gradient-based methods to generate explanations, focusing
on both the importance of individual note features and subgraphs that significantly
influence the model’s predictions. The framework features an interactive web
interface that visualizes these explanations directly on the musical score, enhancing
interpretability. Applied to cadence detection, the framework demonstrates the
ability to provide musically meaningful insights into the model’s decision process.
The evaluation includes quantitative metrics, such as fidelity and characterization
scores of the explanations, and qualitative analyses of classical music excerpts,
highlighting the practical benefits of this approach in understanding complex
musical predictions.

Chapter 10: This chapter introduces MusGConv, a novel graph convolutional
block designed specifically for processing musical score data by integrating princi-
ples of human musical perception, focusing on pitch and rhythm [13]. MusGConv
addresses tasks such as monophonic voice separation, harmonic analysis, cadence
detection, and composer identification, framed as node classification, link prediction,
and graph classification problems respectively. Experiments show that MusGConv
improves performance in three of these tasks without increasing computational cost,
demonstrating the benefits of perception-informed processing in graph network
applications for music.

Chapter 11: This chapter addresses the lack of a unified framework by offering
tools to efficiently process music graphs and train GNNs [14]. Therefore, I introduce
GraphMuse, a graph processing framework and library designed for symbolic mu-
sic tasks using GNNs. Key innovations of GraphMuse include a neighbor sampling
technique tailored to the unique properties of musical scores and the integration of
hierarchical modeling elements, such as beats and measures, to enhance graph net-
work expressivity. The framework’s efficacy is demonstrated through experiments
on pitch spelling and cadence detection tasks, showing significant performance
improvements over previous methods. The GraphMuse Python library is released
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as open-source in Github and it aims to standardize graph-based symbolic music
processing and catalyze further advancements in the field.
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2 M U S I C R E P R E S E N TAT I O N S

Music representations are the fundamental component for Music Information
Retrieval (MIR) and particularly for musical analysis tasks. Whether the scientific
work is focused on audio or symbolic music, the choice of representation is crucial.
It determines how musical information is encoded, stored, and processed, directly
influencing the efficiency and accuracy of models and machine learning approaches.

2.1 symbolic vs. audio representations

One can consider two primary types of music representations: symbolic and au-
dio. Audio representation captures the sound of music as it is heard. It involves
encoding the waveform of audio signals into digital formats such as WAV, MP3, or
FLAC. These representations include acoustic information such as timbre, dynamics,
and pitch. While audio data is rich and detailed, it is also complex and requires
significant computational resources for processing. Features calculated from audio
signals such as spectrograms, mel-frequency cepstral coefficients (MFCCs), and
chroma features are commonly used to analyze audio data.

Symbolic representation, on the other hand, encodes music in terms of discrete
note events and their associated parameters, such as pitch, duration, and onset
time, and it is used principally to capture music as it was written. Unlike audio,
symbolic representations do not contain information about the actual sound but
rather the musical structure and notation. This makes them more compact and
easier to manipulate for certain types of musical analysis. Symbolic notation formats
include MIDI, MusicXML, MEI, ABC, **kern, and others.

Symbolic representations can be broadly categorized into three main forms:
matrix (piano roll), sequence (tokenized sequences), and graph representations.
Each form has its unique way of encoding musical information and is suitable for
different types of MIR tasks.

2.2 symbolic music storage formats

The term symbolic refers to the symbols present in any form of musical score or
notation. A musical score can contain a variety of elements other than notes. Such
elements may include time signature, key signature, articulation markings, dynamic
markings, and many others. Each notation system and music format includes
different sets of musical nuances and elements. Should one consider different music
cultures and their own notation then the set of individual music elements increases
considerably. The nature and diversity of music make the definition of a uniform
generalized notation an almost infeasible task. Therefore, in this section, I will focus
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Figure 2.1: A musical score with highlighted elements of the score.

Figure 2.2: An example of MIDI messages on the left and the pianoroll on the right.

on representations stemming principally from the Western classical music notation
(example shown in Figure 2.1).

Many formats exist for storing and exchanging forms of music notation. In this
section, I present some of the most commonly used in MIR today.

2.2.1 MIDI

The Standard MIDI File (SMF), commonly known as MIDI, is one of the oldest and
most widely used formats for storing musical data [1]. It uses an 8-bit binary format
to store a sequential stream of MIDI events, such as Note-On and Note-Off, which
correspond to the pressing and releasing of a key on a keyboard. These events
also encode pitch and velocity (the intensity of the note). The MIDI format was
created as a communication protocol for digital keyboard players but since its use
has been expanded to encode information from any instrument. MIDI events are
organized into tracks, with each track representing the notes that an instrument
plays. Tracks are streams of events, each preceded by a delta-time value indicating
the time before the next event.

MIDI files contain a header that defines the time units and file structure, with
two main types: Type 0 (a single track for solo pieces) and Type 1 (multiple tracks
for ensemble performances). While MIDI files can effectively represent performance
data (e.g. performance on a MIDI capable keyboard), they are more limited in terms
of the information they can encode in respect to traditional scores. For instance,
they lack discrete note elements, ties, dots, rests, and do not distinguish between
different pitch spellings (e.g., D-sharp vs. E-flat). Additionally, all voice events are
flattened into a single track, making it less ideal for representing complex scores
with more hierarchical organization.
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**kern

*M4/4
=1
4c 4e 4g 4c
4d 4f 4a 4d
4e 4g 4b 4e
4f 4a 4c 4f
=2

*-

Figure 2.3: Example of the Kern format

2.2.2 Text-Based Formats

Text-based formats like ABC [2], MuseData [3], Humdrum **Kern** [4], LilyPond [5],
Guido [6], and MusicTeX [7] offer the advantage of being easy to read and manually
create. These formats use different methods to balance readability with the ability
to encode complex musical elements. However, as the complexity and size of a
score increase, these formats become less efficient to parse compared to binary or
XML-based formats. In Figure 2.3 we provide a short example of a kern score.

2.2.3 XML-Based Formats

Recent approaches to music notation storage have led to the development of
XML-based formats, such as MusicXML [8] and MEI [9]. These formats prioritize
a comprehensive description of the score, including graphic specifications for
visual rendering, over compactness. MusicXML is widely supported by commercial
software and provides detailed, and sometimes redundant, representations. MEI,
designed for corpus preservation and analysis, supports a wider range of notations
beyond the Western classical notation, and includes unique identifiers for each
score element, aiding in visualization and interaction.

2.3 computational representations of symbolic music

Most symbolic music notation formats attempt to accommodate Western musical
notation [10]. However, regardless of whether the format is text-based, xml-based,
or binary, it is not a form of representation that could be fed to a learning algorithm
without creating an intermediate representation first. Three forms of representations
can be identified that are used to train deep-learning models.

2.3.1 Matrix

Matrix representation, commonly known as piano roll, visualizes music as a two-
dimensional grid with time on the horizontal axis and pitch on the vertical axis
(example in Figure 2.5). Each cell in the matrix indicates whether a note is played



14 music representations

Figure 2.4: An example of a MusicXML score.

at a specific time and pitch. This representation is straightforward and intuitive,
it is historically derived from the paper rolls of a player piano. It is particularly
useful for tasks like automatic music transcription and classification of piece-level
attributes such as composer or genre. However, piano rolls often lack detailed
information about dynamics, articulation, and other musical nuances.

Figure 2.5: Example of a pianoroll segment.

2.3.2 Sequence

Sequence representation treats music as a sequence of events, similar to a string of
language tokens (example in Figure 2.6). This approach involves tokenizing mu-
sical attributes such as pitch, duration, and onset time into a sequence of discrete
symbols. Recent advancements in natural language processing have influenced the
development of sequence representations for music, using models like Transform-
ers to capture long-range dependencies and contextual information. Examples of
tokenization schemes include MIDILike [11], REMI [12], and CompoundWord [13].
Sequence representations are powerful for generative tasks, such as music com-
position and arrangement, but can struggle with capturing hierarchical structures
inherent in music.
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Figure 2.6: Example of Midi Like tokenization of a musical score. Taken from https:
//miditok.readthedocs.io/en/latest/tokenizations.html

2.3.3 Graph

Graph representation models a musical score as a network of notes (vertices) con-
nected by relationships (edges) based on the temporal relation between the notes
(example in Figure 2.7). This approach can capture complex interactions between
notes, such as harmonic, melodic, and rhythmic relationships. Graph neural net-
works (GNNs) are used to process these representations, allowing for sophisticated
analysis of musical features. Graph representations are particularly effective for
tasks that require an understanding of musical structure and context, such as ca-
dence detection and expressive performance modeling. However, constructing and
processing musical graphs can be computationally intensive and requires careful
design to avoid over-smoothing and other issues inherent to graph learning.

Figure 2.7: Example of a graph representation overlayed on a musical score. Colors indicate
the different types of relations.

2.4 libraries for handling music notation formats

From a computational perspective, various tools and techniques have been devel-
oped to encode and decode music scores. These include software packages capable
of loading, saving, and extracting information from a wide range of digitized
musical notation formats. Using such packages information from the score can be
extracted and transformed into a form of representation (e.g. numerical data) that
can be subsequently fed to a learning algorithm to solve specific tasks.

Focusing on the libraries that can parse scores and extract information we cite
below a few important libraries in the field.

2.4.1 Music21

Music21 is a powerful toolkit for computer-aided musicology, developed at the
Massachusetts Institute of Technology (MIT) by Michael Scott Cuthbert and his team

https://miditok.readthedocs.io/en/latest/tokenizations.html
https://miditok.readthedocs.io/en/latest/tokenizations.html
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in 2008 [14]. It is a Python-based library that allows people to study large collections
of music, generate music, teach music theory, and edit musical notation. Music21 is
widely used in academic research, music theory, and educational settings.

2.4.2 Partitura

The Partitura Python package is a toolkit designed for working with symbolic
music data, particularly focusing on the analysis, processing, and conversion of
musical scores and performances from a computer scientist’s perspective [15]. It has
a similar scope to other tools like Music21 but with specific features for handling
performance data, and it is designed for simplicity first.

2.4.3 PrettyMidi

PrettyMIDI is a Python library designed to handle and process MIDI files in a
simple and intuitive way [16]. It is widely used in music information retrieval
(MIR), algorithmic composition, and other areas of music technology. Developed
by Colin Raffel, PrettyMIDI provides a high-level interface for working with MIDI
data, making it easier to analyze, manipulate, and synthesize music.

2.4.4 MidiTok

MidiTok is a Python package for MIDI file tokenization [17]. It tokenizes symbolic
music files such as MIDI and ABC. It is designed to convert such formats into
sequences of tokens ready to be fed to models such as transformers for MIR tasks.

For symbolic music, the tokenizer can be trained to increase both model perfor-
mance and efficiency. MidiTok includes many known MIDI Tokenizations. Tokeniz-
ers can be further trained with techniques such BPE [18] to reduce the vocabulary
of the tokens.

2.5 focus on symbolic representation

The path from musical notation to training an algorithm for solving a musical task
such as harmonic analysis or composer classification, involves a series of steps.
Given a digitized version or format of music, first a digital library should be able to
read it and extract information, and then, the extracted information should follow
some data type paradigm appropriate to serve as input to learning algorithms.

Symbolic representation, with its many forms, offers distinct advantages for
different MIR tasks. Each data type form, i.e., matrix, sequence, and graph, provides
unique insights and capabilities, making them valuable tools for researchers and
practitioners in the field of symbolic MIR. By leveraging these representations, it is
possible to develop more efficient, interpretable, and sophisticated MIR systems
that can handle the complexities of musical data.

In summary, understanding the different types of symbolic music representation
and their applications is crucial for advancing MIR research. Although audio
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representations provide detailed acoustic information, symbolic representations
offer compact and structured data that are easier to manipulate for specific analytical
tasks. Chapter 2 of this thesis will offer a systematic experimental evaluation of
different symbolic representations over a number of different task, in order to obtain
more insight into their relative merits.
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3 G R A P H N E U R A L N E T W O R K S

3.1 introduction to graph neural networks

Graphs are the natural representation in many real-world applications such as
community detection, drug discovery, recommender systems, and many more. By
creating graph data structures it is possible to define elements from the perspective
of their relations while capturing structural information that is often lost in other
representations. For example, in a social network, a vertex can represent a person
and edges can represent their friends or connections within the network. This
structure is almost natural for such fields and it can pave the way towards a variety
of tasks such as community detection, link prediction, and node classification.

3.1.1 Challenges in Graph Representation

Graph structure is the natural representation for some domains, but learning from
graph-structured data is not straightforward. Unlike matrix or grid-structured data
such as images or sequences, graphs are not defined by a fixed structure, or even a
fixed size. The nodes within a graph do not respect a specific order and each node in
the graph can have a varying number of neighbors. This non-Euclidean structure [1]
requires non-traditional deep learning techniques. Although explicit connections in
a graph can help represent relationships, the complexity of these connections can
still make it difficult to capture long-range dependencies and hierarchical structures
in a meaningful way.

Standard deep learning approaches cannot effectively deal with the structural
complexities of graphs. For instance, the direct application of convolutional neu-
ral networks (CNNs) is non-trivial due to the irregular structure of graphs [2],
recurrent neural networks are not appropriate since graphs are usually not or-
dered structures [3], and finally, transformers sometimes struggle with the memory
requirements of big social network graphs [4].

3.1.2 Emergence of Graph Neural Networks

Graph Neural Networks (GNNs) have been introduced as a tool for learning on
graph-structured data [5]. The main difference between GNNs and other learning
techniques is the application of message-passing which allows to learn from the
graph structure of the data.

The foundational idea of GNNs is to leverage the graph’s structure by aggregating
and transforming information from a node’s neighbors. This approach enables
GNNs to create node embeddings that encapsulate both the features of individual
nodes and the structure of the graph. This has been shown to improve performance
in various tasks such as node classification, link prediction, and graph classification.

19
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For instance, in node classification, the goal is to predict the label of each node
by considering not only the features of the node itself but also the features of its
neighboring nodes. This task is common in social network analysis for detecting
fraudulent users or in biological networks for predicting protein functions [6].

Similarly, link prediction aims to predict the existence of edges between nodes,
which is crucial for applications such as recommending new friends in social net-
works or identifying potential interactions between proteins in biological networks
[7].

Graph classification, on the other hand, involves classifying entire graphs into
different categories. This is particularly useful in scenarios like classifying chemical
compounds based on their molecular structure or categorizing documents based
on their citation networks [5].

3.1.3 Formal Definition of Graphs

A graph is composed of two primary components: a set of vertices (or nodes) and a
set of edges that connect these vertices. Vertices represent the entities in a system,
while edges signify the relationships or interactions between these entities. Formally,
a graph G is defined as an ordered pair G = (V, E), where V is a set of vertices, and
E ⊆ V ×V is a set of edges, each representing a connection between two vertices. In
the case of undirected graphs, each edge is an unordered pair u, v, where u, v ∈ V. For
directed graphs, each edge is an ordered pair (u, v), indicating a directed relationship
from vertex u to vertex v. The degree of a vertex in an undirected graph is the
number of edges incident to it, while in a directed graph, each vertex has both an
in-degree and an out-degree, corresponding to the number of incoming and outgoing
edges, respectively.

Moreover, a matrix X ∈ R(|V|,k) with node features can be associated with the
graph, where every vertex is associated to a vector with k features, in which case we
call it an attributed graph. Graphs may also be weighted or unweighted. In a weighted
graph, each edge is assigned a scalar value, which might represent aspects like
distance or connection strength.

An adjacency matrix is a square matrix also used to represent a graph, where the
rows and columns correspond to the vertices. Each element in the matrix indicates
whether a pair of nodes is connected by an edge. In an unweighted graph, the
matrix contains binary values (0 or 1), with a 1 indicating the presence of an edge.
In a weighted graph, the matrix entries hold the weight of the edge connecting
the nodes. For directed graphs, the matrix is typically asymmetric, reflecting the
directionality of the edges. It is common to consider graphs with self-loops, in
which case the diagonal of the adjacency matrix is filled with non-zero values.

3.1.4 Graphs and Heterophily

Graphs can be homogeneous or heterogeneous. In a homogeneous graph, all nodes
and edges represent the same type of entities and relationships. An example is a
social network graph where all nodes are people and all edges represent the same
type of connection.
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Figure 3.1: An example of a heterogeneous graph. Two types of vertices user and page and
three types of edges (likes, follows and cites)

Figure 3.2: A score graph depicted on an exerpt from Eric’s Satie Gnosserie No. 1. The
different colors of the edges stand for different connection types.

In contrast, a heterogeneous graph contains nodes and edges of different types.
For example, a social network can be modeled by a heterogeneous graph, where
vertices can be either users or pages, and a user can friend another user or like a
page as shown in Figure 3.1.

A heterogeneous graph [8] can be formally defined by a quadruplet G = (V, E, T ,R)

where V and E are the set of nodes and the set of edges, respectively, T is the set of
node types, and R is the set of edge types (relations). Each node v ∈ V is associated
with a type t(v) ∈ T , and each edge e = (u, v) ∈ E is associated with a relation
r(e) ∈ R.

Heterogeneous graphs can be used to model a variety of scenarios in which the
features for each type or relation can vary in dimensionality. In such a setting, the
definition of an attributed graph from the previous section can be extended when
multiple types of vertices and edges are considered.

The music score graph from the previous chapter can also be viewed as a heteroge-
neous graph where there is a single node type for notes but many relation types for
the different edge conditions. A visual example is provided in Figure 3.2. In this
musical example, different edge types relate to different kinds of temporal relations
between notes: simulteneity (blue), following notes (red), silence (yellow), and notes
that occur after another note has started but before it ended. Modelling those four
relations, asserts a graph without disconnected components from start to finish of a
musical piece.
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3.2 the learning blocks of graph neural networks

A Graph Neural Network is a type of feed forward convolutional neural network
that takes as input an attributed graph. The output can vary depending on the
task, if can be: i) node-level, such as node classifications or embeddings; ii) edge-
level, like predicting relationships between nodes or iii) graph-level outputs, such
as a single prediction for the entire graph. GNN training works by iteratively
updating node embeddings, through message passing, where each node updates
its feature representation by aggregating information from its neighboring nodes
for each layer of the network. This involves combining the node’s own features
with those of its neighbors. As the network deepens, the node’s representation
captures more complex, and more distant relationships within the graph. During
training, the GNN optimizes a loss function (e.g., for classification or regression)
using gradient-based methods, like backpropagation.

Graph Neural Networks (GNNs) utilize various types of convolutions to process
and learn from graph-structured data. These convolutions can be broadly catego-
rized into spectral methods and spatial methods [9]. Each of these methods has
distinct characteristics and computational requirements.

Regardless of the convolution method, almost every learning process from graph
data is based on the principle of message passing to propagate information across
the graph. The message passing process is defined by the following steps:

1. Initialization: Each node is assigned a feature vector, which can include some
important properties. For example, in a musical score, this could include pitch,
duration, and onset time for each node/note.

2. Message Generation: Each node generates a message to send to its neighbors.
The message typically includes the node’s current feature vector and any edge
features that describe the relationship between the nodes. A message can be
for example a linear transformation of the neighbor’s node features.

3. Message Aggregation: Each node collects messages from its 1-hop neighbors.
We define a l-hop neighborhood of a node in a graph consists of all nodes that
are reachable from the given node within l edges or steps. The aggregation
function is usually a permutation invariant function such as sum, mean, or
max and it combines these messages into a single vector, ensuring that the
node captures information from its entire neighborhood.

4. Node Update: The aggregated message is used to update the node’s feature
vector. This update often involves applying a neural network layer (like a fully
connected layer) followed by a non-linear activation function (such as ReLU).

5. Iteration: Steps 2–4 are repeated for a specified number of iterations or layers,
allowing information to propagate through the graph. With each iteration,
nodes incorporate information from progressively larger neighborhoods.

By using this recursive process, a neural network can learn from graph-structured
data. The whole process can be summarized in the following equations:
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h(0)
v = xv (3.1)

m(l)
v = agreggateu∈N (v)M

(k)(h(l−1)
v , h(l−1)

u , evu) (3.2)

h(l)
v = σ

(
U(l)

(
h(l−1)

v , m(l)
v

))
(3.3)

Where xv represents the input node features of node v, euv represents the potential
edge features of (u, v), N (v) denotes the neighbors of v, σ is a non-linear activation
function, l is the current layer, and U, M are feedforward neural networks [3].

Message passing can be also viewed from a matrix percpective, where messages
are just the dot product of features from the previous layer with the adjacency
matrix. Then a simplified version of the message passing process can be expressed
as:

H(l) = σ
(

A(H(l−1)M(l))U(l)
)

(3.4)

where A is the adjacency matrix, U, M are feedforward neural networks and σ is a
non-linear activation function.

3.2.1 Spectral Methods

Spectral methods for graph deep learning are based on the spectral decomposition
of the graph Laplacian. The key idea is to use the eigenvalues and eigenvectors of
the Laplacian to perform convolution operations in the frequency domain. Spectral
methods have been the initial blocks for the kickstart of the graph deep learning
field. Therefore, not all work is based on the message passing principle defined
earlier although as the field progressed recent spectral approaches are build upon
message passing. The graph Laplacian L, is typically defined as:

L = D − A or L = D
1
2 AD

1
2 or L = I − D− 1

2 AD− 1
2 (3.5)

where D denotes the degree matrix, i.e. a diagonal matrix with the degree
(number of edges) of each node in a graph, A denotes the adjacency matrix of the
graph, and I is an identity matrix. The laplacian relates to many useful properties
for graphs and it captures key structural information about a graph, including its
connectivity and smoothness of signals over nodes.

Some key models for spectral graph neural networks include Spectral CNNs,
ChebNet and the Graph Convolutional Network.

spectral cnns The first notable spectral-based GNN was proposed by Bruna et
al. [10]. The authors proposed convolution on graphs via a spectral decomposition
of the graph Laplacian. The spectral convolution of a signal x with a graph filter g
can be defined as:

x̂ = Ugθ(Λ)UTx (3.6)

where U is the matrix of eigenvectors of the Laplacian, Λ is the diagonal matrix
of its eigenvalues, and gθ(Λ) is a diagonal matrix of spectral filter parameters.
However, the computational complexity of this method is high due to the need for
eigenvalue decomposition.
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chebnet Defferrard et al. introduced ChebNet [11], which uses Chebyshev
polynomials to approximate the convolution operation, reducing computational
complexity and improving efficiency. The Chebyshev polynomials are used to
construct the filter:

gθ(Λ) ≈
K

∑
k=0

θkTk(Λ̃) (3.7)

where θ ∈ Rk is a vector of learnable Chebyshev coefficients, Λ̃ ∈ [−1, 1] is
rescaled from Λ, the Chebyshev polynomials Tk+1(Λ) = 2ΛTk(Λ)− Tk − 1(Λ) are
recursively defined with T0(Λ) = 1 and T1(Λ) = Λ, and k controls the size of filters,
i.e., localized in k-hop neighborhood of a vertex.

graph convolutional network (gcn) Kipf and Welling [6] proposed the GCN
model, which simplifies the convolution operation using a first-order approximation
of spectral convolutions. The convolution operation in GCN is defined as:

H(l+1) = σ(D̃−1/2ÃD̃−1/2H(l)W(l)) (3.8)

where Ã = A + I is the adjacency matrix with added self-loops, D̃ is the degree
matrix of Ã , H(l) is the feature matrix at layer l , W(l) is the weight matrix, and σ

is an activation function.
Due to the simplicity, efficacy and low memory requirements of the GCN model,

it is regarded one of the foundational blocks of graph convolutional networks
and still achieves comparable performance to state-of-the-art approaches on graph
benchmarks [12].

3.2.2 Spatial Methods

Spatial methods define convolutions directly on the graph structure, using the
"spatial" relationships between nodes These methods aggregate information from a
node’s neighborhood to update its representation. Some popular spatial methods
for graph convolution include GraphSAGE and Graph Attention Networks.

graphsage GraphSAGE (Graph Sample and AggregatE) [13] is a popular spatial
method that generates node embeddings by sampling and aggregating features
from a node’s local neighborhood . The GraphSAGE framework defines several
aggregation functions, including mean, LSTM, and pooling. The general aggregation
operation for a node v is:

h(l+1)
v = σ

(
W · concat

(
h(l)v , agreggate

(
{h(l)u , ∀u ∈ N (v)}

)))
(3.9)

where h(l)v is the embedding of node v at layer l, N (v) is the set of neighbors of v ,
W is the weight matrix, and σ is an activation function.

graph attention network (gat) Graph Attention Networks (GATs) [14] in-
troduce attention mechanisms to assign different weights to different neighbors,
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allowing the model to focus on the most relevant nodes when aggregating informa-
tion. The attention mechanism is defined as:

eij = LeakyReLU
(

aT [Whi∥Whj
])

(3.10)

where eij is the attention coefficient between nodes i and j, a is the attention
vector and ∥ denotes concatenation. The attention coefficients are then normalized
using a softmax function. The entire convolutional block is then described by:

h(l+1)
i = ∑

j∈N (i)
softmax

(
ei,j
)

W(l)h(l)j (3.11)

Graph Attention Networks (GATs) are one of the most popular graph convolu-
tional blocks and they achieve high accuracy in many tasks. Many variants of GATs
have been proposed, such as GATv2 [15].

3.2.3 Convolution in Heterogeneous Graphs

Targeted achitectures for applying graph convolution on heterogeneous graphs have
been recently developed, however, any convolutional message-passing network can
be adapted for heterogeneous graphs.

To understand convolution in heterogeneous graph we first need to define relation
triplets. If TN is the set of node types in the graph and R is the set of edge types,
the set of relations triplet is composed by elements (tu, r, tv) ∈ TN ×R× TN .

generic case The process of applying a message-passing network to heteroge-
neous graphs requires two steps. First, multiply the number of convolutional blocks
(a block is one message passing iteration) per layer by the number of different
relation triplets present in the input graph, and second, define an aggregation
process before iterating the message and aggregation steps. This process is visually
depicted in Figure 3.3.

rgcn A Relational Graph Convolutional Network (RGCN) [16] is an extension
of the Graph Convolutional Network (GCN) designed to handle graphs with
multiple types of relations, making it particularly useful for heterogeneous graphs
with a single node type. In an RGCN, each node’s representation is updated by
aggregating information from its neighbors, taking into account the type of edge
(relation) connecting them. This allows the model to learn different transformations
for different types of relations.

In an RGCN, the hidden representation h(l)
v of a node v at layer l is computed as:

h(l+1)
v = σ

(
∑

r∈R
∑

u∈N r
v

1
cv,r

W(l+1)
r h(l)

u + W(l)
0 h(l)

v

)
(3.12)

where R is the set of all relation types in the graph, N r
v denotes the set of

neighboring nodes u of node v that are connected by relation type r, W(l)
r is the

learnable weight matrix associated with relation r at layer l + 1, W(l)
0 is the weight

matrix for the self-loop, which applies to the node’s own features at layer l + 1, cv,r
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Figure 3.3: Comparing the graph convolution architecture between a homogeneous and a
heterogeneous graph model.

is a normalization constant that is typically set to the degree of node v with respect
to relation r, ensuring that the contribution of each neighbor is appropriately scaled,
h(l)

u represents the hidden state of the neighboring node u from the previous layer l,
and σ is a non-linear activation function.

The use of distinct weight matrices for each relation type allows the RGCN to
capture the unique characteristics of each type of connection within the graph,
enhancing its ability to model multi-relational data effectively.

the heterogeneous graph transformer The Heterogeneous Graph Trans-
former (HGT) [17] is a graph neural network architecture designed to model
heterogeneous graphs where nodes and edges can have multiple types. HGT lever-
ages attention mechanisms to learn representations of nodes that account for the
different types of nodes and relationships in the graph. The key idea is to apply a
type-specific attention mechanism that can dynamically focus on different neighbors
depending on their types.

For a node v of type tv, the hidden representation h(l)
v at layer l is updated using

a type-specific attention mechanism. The update rule can be formalized as follows:

m(l+1),r
uv = ⊕k∈K

(
h(l)v W(l+1,r)

M

)
(3.13)

ff(l+1,r)
uv = ⊕k∈Ksoftmax

(
k(l+1,r,k)

u · q(l+1,r,k)
v ∗ µ

)
(3.14)

h(l+1)
v = W(l+1,tv)

up σ
(

aggregateu∈N tu ,r
v

m(l+1,r)
uv · ff(l+1,r)

uv

)
+ h(l)

v (3.15)

where TN is the set of node types in the graph and R is the set of edge types,
R stands for the set of relation triplets in the graph (tu, r, tv) ∈ TN × R × TN ,
N tu,r

v represents the set of neighboring nodes u of node v that have type tu and



3.3 taxonomy of graph neural network tasks 27

are connected by relation r. α
(l,r)
vu is the attention coefficient between node v and

its neighbor u that depends on keys k(l+1,r,k)
u of the source node and queries of

the destination node q(l+1,r,k)
v which are linear transformations of h(l)u and h(l)v

accordingly for head k, ⊕ concatenates information from each head k up to the
total number of heads K, finally σ is a non linear activation functions and µ a
normalization term that depends on the degree of v.

The attention mechanism in HGT is inspired by the Transformer architecture, but
it is adapted to handle the heterogeneity of the graph. The attention mechanism
focuses on the type-specific interactions between nodes and uses different query,
key, and value projections depending on the node and edge types.

After multiple layers of HGT, the final node representation h(L)
v is obtained by

stacking and applying the type-specific attention mechanism over L layers. This
allows HGT to capture both local and global information across different node and
edge types in the graph.

3.2.4 Hybrid Models for Graph Convolution

Many approaches that combine transformers or sequential models with graph
convolution have been proposed; however, the most notable work is the "General,
Powerful, Scalable Graph Transformer (GPS)" [18] which processes a graph at each
layer by simultaneously passing it through both a GNN layer and a Transformer
layer. Subsequently, it joins the resulting node embeddings with an MLP. This
design enables GPS to combine the GNN’s ability to capture structural information
from local neighborhoods and the Transformer’s ability to capture long-range
relationships between nodes. Furthermore, GPS is flexible, allowing the use of any
homogeneous GNN and Transformer layer. When the Transformer layer uses a
linear attention mechanism, the overall complexity of GPS becomes linear in relation
to the number of nodes and edges. Other derivative work has proposed variants
of GPS achieving high accuracy in benchmark tasks for graph classification [12].
However, applying hybrid models to larger graphs remains non-trivial.

3.3 taxonomy of graph neural network tasks

Graph Neural Networks (GNNs) can be applied to various supervised graph
learning tasks, including node classification, link prediction, and graph classification.
Each of these tasks has distinct objectives and applications that take advantage of
the power of GNNs to process and learn from graph-structured data.

3.3.1 Node Classification

Node classification or, more generally, node property prediction involves predicting
the labels or properties of individual nodes within a graph. This task is essential in
various applications, such as:

• Social Network Analysis: Detecting fraudulent users or predicting user
interests based on their connections and interactions.
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• Biological Networks: Predicting the function of proteins or genes by analyzing
their interactions within a biological network.

• Music Graphs: Node classification can be used for any music tasks that
require prediction at the note level, e.g. pitch spelling (predicting the note
name and accidentals of each note).

Several methods have initially been developed for node classification using GNNs,
such as GCN and GraphSAGE.

3.3.2 Link Prediction

Link prediction aims to predict the existence of edges between nodes. This task is
crucial in applications like:

• Recommender Systems: Suggesting new connections or friends in social
networks based on existing connections.

• Biological Networks: Predicting interactions between proteins or genes to
understand biological processes.

• Music Graphs: Specific kind of link prediction task could be to ask the
question whether notes u, v share the same property, e.g. do they belong to
the same voice, octave, chord?

Since the prediction of edges can be viewed as altering the existing graph or
creating a new graph, methods for link prediction usually employ graph auto-
encoders or graph generative models.

variational graph auto-encoders (vgae) VGAE is a probabilistic model for
unsupervised learning of graph-structured data, using a variational auto-encoder
framework to generate latent representations of nodes and predict the likelihood of
edges between them [19].

graph generative models Graph generative models, such as GraphRNN,
leverage generative adversarial networks to learn the underlying distribution of
graphs and generate new edges or entire graph structures. These models are
particularly useful in scenarios where the graph is incomplete or evolving [20].

3.3.3 Graph Classification

Graph classification involves classifying entire graphs into different categories. This
is particularly useful in scenarios like:

• Chemical Compound Classification: Classifying molecules based on their
structure and properties to predict their chemical activity.

• Document Classification: Categorizing documents based on their citation
networks or content relationships.
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• Music Graphs: Graph classification can be applied to any problem that
searches for a global answer on an entire piece of music, e.g. composer
classification.

Since graph classification uses the entire graph to predict a single global label or
property and graphs may vary in size, it usually employs some kind of contraction
or aggregation of all latent representations of nodes after graph convolution. Many
models apply the contractions in many steps to incrementally select the most
representative components of the graph. Models such as DiffPool and hierarchical
graph convolutional networks are such examples.

diffpool DiffPool [21] introduces a differentiable pooling mechanism to hierar-
chically cluster nodes and create a coarsened graph representation. This method
enables the GNN to learn hierarchical structures and improves its performance on
graph classification tasks.

hierarchical graph convolutional networks Hierarchical graph convo-
lutional networks [22]use multiple layers of graph convolutions and pooling op-
erations to capture information at different levels of granularity. This approach
helps in learning both local and global graph features, enhancing the classification
accuracy.

3.4 training techniques for graph neural networks

Training Graph Neural Networks (GNNs) involves unique challenges, particularly
when dealing with large graphs. This section discusses the differences in training
techniques for small and large graphs, highlighting key methods used to handle
these challenges.

3.4.1 Training on Small Graphs

Training GNNs on small graphs is relatively straightforward. The entire graph can
typically be loaded into memory, allowing for efficient batch training. Standard
gradient descent methods can be used to optimize the network parameters.

batch training Batch training involves processing many graphs in a single
forward and backward pass. This method is feasible for small graphs where mem-
ory constraints are not a major issue. The process includes forward propagation
through the network for many graphs simultaneously, computing the loss, and then
performing backpropagation to update the weights. The batch size is defined by
the number of graphs used for each pass, but the total number of nodes and edges
within each batch contributes to the memory limitations of the method.
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3.4.2 Sampling Techniques for Large Graphs

Training GNNs on large graphs presents significant challenges due to memory
and computational constraints. When a graph is too large to fit into memory, it is
impossible to train a model without partitioning the graph. To address this issue,
various sampling techniques have been developed that approximate the convolution
operations on a smaller subset of the graph.

3.4.2.1 Node-wise Sampling

Node-wise sampling is a specific type of sampling technique which generates node
embeddings by sampling and aggregating features from a node’s local neighbor-
hood that was introduced in GraphSAGE [13]. GraphSAGE is the first to consider
inductive representation learning on large graphs. The node-wise sampling ap-
proach in GraphSAGE allows for efficient training on large graphs by sampling a
fixed number of neighbors for each node, rather than using the entire neighborhood.
This reduces the computational complexity and makes the model scalable.

Another notable approach to node sampling is VR-GCN [23], which aims to
reduce the size of the sampled nodes by analyzing the variance of sampling as a
means to avoid the neighborhood expansion problem of node-wise sampling. The
neighborhood expansion problem in GNNs occurs when, with deeper layers, a
node gathers information from too many distant nodes, leading to over-smoothing
and loss of useful local details.

3.4.2.2 Layer-wise Sampling

Layer-wise sampling techniques were initially proposed to tackle the neighborhood
expansion problem. Instead of sampling nodes and their neighbors collectively
across all layers, layer-wise sampling is the process of making sampling decisions
for each individual layer of the network.

fastgcn FastGCN uses importance sampling to approximate the convolution
operation, enabling efficient minibatch training on large graphs [24]. The key
idea is to sample a subset of nodes and their neighbors, reducing the amount of
computation and memory required. The convolution operation in FastGCN is the
same as GCN [6] but the sampled adjacency and degree matrices are used instead
of the entire degree and adjacency matrix of the graph.

ladies Layer-Dependent Importance Sampling or LADIES for short [25] is a
layer-wise sampling technique that considers previously sampled nodes for calcu-
lating layer-dependent sampling probability. Based on the sampled nodes, LADIES
chooses their neighborhood nodes and computes their importance probability.
Subsequently, it samples a fixed subset of nodes for each batch.

The LADIES sampling process computes dense computation graphs and avoids
the oversmoothing problem of deep networks caused by the extreme expansion
of the receptive field. Moreover, LADIES achieves low memory cost and reduced
time complexity compared to other sampling paradigms, and tackles neighborhood
expansion problems by controlling sampling variance.
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3.4.2.3 Graph-wise Sampling

Graph-wise sampling focuses on partitioning the input graph into computationally
efficient and meaningful subgraphs.

cluster-gcn In Cluster-GCN [26], the graph is first partitioned into clusters,
and then each cluster is treated as a mini-batch. This method ensures that the nodes
within each cluster are densely connected, which helps in preserving the local
structure of the graph. The convolution operation for a node v in Cluster-GCN is:

h(l+1)
v = σ

(
∑

u∈N (v)∩C

1√
dvdu

W(l)h(l)u

)

where N (v) is the set of neighbors of node v, C is the cluster to which node v
belongs, dv and du are the degrees of nodes v and u, respectively, W(l) is the weight
matrix, and σ is the activation function.

graphsaint GraphSAINT [27] employs subgraph sampling and training, im-
proving the scalability and efficiency of GNNs for large-scale graphs. It achieves
this in two steps. First, eliminate the sampling bias by applying a loss normalization
and aggregation normalization, and second, it minimizes the sampling variance by
controlling the edge sampling probability during training.

The GraphSAINT framework focuses its sampling strategy on the edges rather
than nodes, therefore solving the neighborhood expansion problem while control-
ling sampling bias and variance.

3.4.3 Music Graphs and Sampling

Music graphs, i.e. graphs created from music scores, do not necessarily correspond
to either of the aforementioned categories. A music graph can be rather big with
thousands of nodes and edges but at the same time, it is never vastly big such
as a social network with billions of nodes and edges. So, what would be the best
paradigm for training models on music graphs?

The size of a music graph depends on many music attributes such as orchestration,
form, duration of the piece, etc. Therefore, the size of a music graph can vary
considerably between pieces. Since the size variation is large, batching many graphs
together without applying sampling is a challenge. However, music graphs are
small enough to fit individually in memory.

An applicable training paradigm would be to only use individual music graphs
without batching or sampling. Nevertheless, a more memory- and time-efficient
paradigm should be applicable to best take advantage of the available resources.
Graph Sampling techniques are memory- and time- efficient but are they appropri-
ate for music graphs?

From the presented sampling techniques, node-wise sampling stands out due to
its simplicity and effectiveness. Node-wise sampling, as used in GraphSAGE [13],
offers a balance between efficiency and performance. Furthermore, the nature of
music graphs does not present the risk of neighborhood expansion, namely that
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with each additional layer, a node aggregates information from progressively larger
neighborhoods. Nevertheless, any other graph sampling technique could be applied
if no musical constraints are considered.

Music, even when represented as a graph, has a time component with connects
its elements together. Therefore, a sampling method that samples arbitrary nodes
from music graphs or partitions a music piece based on graph-related conditions
might not be entirely appropriate for music. Based on these considerations, we offer
a more complete answer and approach to music graph sampling in Chapter 11.

3.5 challenges and future directions

Despite the success of Graph Neural Networks (GNNs) in various applications,
several challenges and open research directions remain. Addressing these challenges
will further enhance the capabilities and applicability of GNNs.

3.5.1 Deep Architectures

One of the main challenges in GNNs is developing deeper architectures. Current
models often use only a few layers, as deeper models tend to suffer from issues such
as over-smoothing and vanishing gradients. Over-smoothing occurs when repeated
aggregation operations cause node representations to become indistinguishable,
even for nodes from different classes. Additionally, deeper models are more prone
to overfitting, especially when the amount of labeled data is limited [28].

To address these issues, researchers have proposed several approaches, such as
residual connections and skip connections, which help maintain gradient flow and
prevent over-smoothing. For example, the Jumping Knowledge Network (JK-Net)
aggregates outputs from different layers to adaptively select the most informative
representations [29].

3.5.2 Dynamic Graphs

Most GNN models assume static graphs, but many real-world networks are dy-
namic, with nodes and edges changing over time. Social networks, transportation
networks, and communication networks are examples where the graph structure
evolves. Developing GNNs that can handle dynamic graphs is crucial for applica-
tions requiring real-time analysis and predictions [30].

Dynamic GNNs aim to capture temporal patterns and evolving structures within
graphs. Techniques such as Temporal Graph Networks (TGNs) and Dynamic Graph
Convolutional Networks (D-GCNs) incorporate time-dependent information to
model the changes in the graph over time [31].

3.5.3 Scalability

Scalability is a major concern for GNNs, especially when dealing with large-scale
graphs. Efficient sampling techniques and parallelization strategies are crucial for
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improving the scalability of GNN models. Although methods like GraphSAGE [13]
and FastGCN [24] have made significant progress, there is still a need for more
scalable approaches that can handle extremely large graphs with billions of nodes
and edges.

Recent advancements such as GraphSAINT [27] and Cluster-GCN [26] have
introduced efficient sampling and clustering methods to reduce computational
complexity and memory requirements. However, further research is needed to
develop models that can scale seamlessly with the growing size of real-world
graphs.

3.5.4 Heterogeneous Graphs

Heterogeneous graphs contain multiple types of nodes and edges, representing
different entities and relationships within a single graph. These graphs are common
in applications such as knowledge graphs, recommender systems, and biological
networks. Traditional GNNs, designed for homogeneous graphs, may not effectively
capture rich semantic information in heterogeneous graphs [16].

Heterogeneous Graph Neural Networks (HGNNs) extend GNNs to handle het-
erogeneous graphs by incorporating type-specific transformations and aggregation
functions. For example, Relational graph convolutional networks (R-GCNs) use
different weight matrices for different types of edges, allowing the model to learn
from the various interactions in the graph [16]. Further research is needed to de-
velop more sophisticated HGNNs that can leverage the complex structures and
semantics in heterogeneous graphs.

3.5.5 Explainability and Interpretability

A major limitation of deep models and therefore also GNNs is that they are not
inherently interpretable. Understanding the decision-making process of GNNs is
essential for making transparent, fair and controllable models.

Some methods have been developed to make GNNs more interpretable, such
as graph attention networks (GATs) that assign attention weights to different
neighbors, highlighting their relative importance [14]. Many post hoc methods for
GNN explanations attempt to identify small subgraphs that are most important
for making individual predictions. These methods can be categorized in four
levels: gradient-based methods, perturbation-based methods, decomposition-based
methods, and surrogate methods [32].

Gradient-based methods such as [33, 34] compute target prediction gradients
with respect to input characteristics by backpropagation to approximate input im-
portance. Perturbation-based methods such as [35, 36] study the output variations
with respect to different input perturbations. Surrogate methods such as [37, 38]
employ an interpretable surrogate model to approximate the predictions of the
complex deep model for the neighboring nodes of the input example. Decompo-
sition methods such as [39] measure the importance of input features and edges
by decomposing the original model predictions. In Chapter 9, we will introduce a
framework for applying and visualizing such explanations on music score graphs.



34 graph neural networks

Despite the development of GNNs in terms of explainability, there are still many
paths left unexplored.

3.5.6 More Powerful Aggregation Functions

Most of the existing spatial graph convolutional network models are based on
neighborhood aggregations. These models have been proved theoretically to be
at most as powerful as one-dimensional Weisfeiler-Lehman graph isomorphism
tests, which suggests that they can effectively capture the structural properties of
graphs. To achieve higher expressive power, research is also focused on investigating
the expressiveness of aggregation functions and architectures that go beyond the
limitations of current models [40–42].

3.6 conclusion

In summary, while GNNs have achieved remarkable success in various applications,
several challenges remain. There are even more challenges when applying GNNs
on music but this observation also leaves room for innovation.

In our work, we will address some of these challenges related to music graphs
specifically or to general graph deep learning such as scalability, heterophily, ex-
plainability. For heterophily, we have developed across our work models, sampling
techniques and representations that deep with heterogeous music graphs. For scal-
ability, we have developped in Chapter 11 a library that handles efficiently and
intuitively large collections of music score graphs, withing this library we adress
specifically issues such as sampling techniques and memory management for music
graphs. In, chapter 9, we investigate GNN explainability for music graphs and we
develop interpretable visual feedback.

Furthermore, we touch upon issues that are more prominent in music graph
learning. In Chapter 4, we outline the advantages of graphs over other architectures
and representations for graph-level musical tasks. In Chapter 5, we tackle extreme
label imbalances in node classification for cadence detection. In Chapter 6 and in
Chapter 11, we experiment with hybrid architectures that combine GNNs with
sequential models. In Chapters 7 and 8, we apply algorithmic post hoc methods to
improve edge-level tasks for voice separation. Finally, in Chapter 10, we develop
dedicated graph convolution techniques that utilize inductive bias to improve
performance on graph, edge, and node-level tasks for music.
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Abstract: Music Information Retrieval (MIR) has seen a recent surge in deep
learning-based approaches, which often involve encoding symbolic music (i.e.,
music represented in terms of discrete note events) in an image-like or language-like
fashion. However, symbolic music is neither an image nor a sentence, and research
in the symbolic domain lacks a comprehensive overview of the different available
representations. In this paper, we investigate matrix (piano roll), sequence, and
graph representations and their corresponding neural architectures, in combination
with symbolic scores and performances on three piece-level classification tasks. We
also introduce a novel graph representation for symbolic performances and explore
the capability of graph representations in global classification tasks. Our systematic
evaluation shows advantages and limitations of each input representation. Our
results suggest that the graph representation, as the newest and least explored
among the three approaches, exhibits promising performance, while being more
light-weight in training.

4.1 introduction

The deep learning boom has profoundly impacted MIR, including research involv-
ing symbolic music representations (MIDI, scores, etc.). A large body of recent
literature focuses on adapting existing architectures from computer vision and
natural language processing to the field of symbolic MIR. These approaches often
treat music data as an image (piano roll), as a sequence of language tokens, or, more
recently, as a graph. However, a piece of music is neither an image nor a sentence
or graph, therefore, a critical question still remains open concerning the choice of
input representations for symbolic music.

41
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A source of complexity in symbolic music arises from the different modalities
of data such as scores and performances. A score contains information about
music notation and often includes rich hierarchically structured information such
as metrical structure and voicing. Symbolic music performances, on the other
hand, such as those recorded on a MIDI-capable instrument, consist of a stream
of controller events. Extracting a hierarchical structure from such a stream is not
a trivial task [1–3]. Furthermore, such performance data omit some of the rich
information that a score provides, such as pitch spelling and articulation markings,
but instead, it can include information about expression, timing, local tempo, and
performance dynamics.

Recent research has produced relatively large datasets containing scores and
performances at the symbolic level, including efforts to align these [4–6]. Motivated
by these developments, we present an attempt to shed light on questions revolving
around the input representation of symbolic music for deep-learning-based MIR.
We formulate an empirical framework where we test multiple input representations,
models, and piece-level classification tasks.

In terms of input representations, we investigate piano rolls, tokenized sequences,
and graphs. We evaluate multiple models based on these representations on three
different tasks: composer classification, performer classification, and (playing) diffi-
culty assessment. Furthermore, having datasets containing both performances and
their corresponding scores such as ATEPP and ASAP [4, 5], allows us to apply each
combination of representation and task to either score or performance. Our goal is
to contribute an experimental overview of different symbolic music representations.
The contributions of this work are threefold:

1. We investigate the performance and complexity of matrix, sequence and
graph input representations, and their corresponding neural architectures (re-
spectively Convolutional Neural Networks, Transformers, and Graph Neural
Networks).

2. We compare the impact that the different information contained in symbolic
scores and performances has on different piece-level classification tasks.

3. We introduce a new graph representation for symbolic performances, and
explore the capability of graph representations in classification tasks.

4.2 related work

The complexity of representing music data has been discussed in the literature
[7–9]. Wiggins et al. [10] analyzed the trade-offs of music representation systems
with respect to expressive completeness and structural generality. In the age of deep
learning, such considerations are still relevant regarding the variety of machine-
readable representations such as piano rolls, MIDI-like sequences, NoteTuples, and
Musical Spaces [11, 12]. In this section, we focus on three symbolic representa-
tions (matrix, sequence, and graphs) and discuss their respective strengths and
limitations.
music as a matrix: Similar to audio spectrograms, a pitch-time representation
that is typically used as input to a CNN, the piano roll representation of music
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Figure 4.1: Excerpt of Schubert’s Impromptu Op. 90 No.4 and its input visualizations (from
left to right): generic matrix, sequence (REMI-like) and graph.

naturally emerges as the symbolic equivalent. Piano rolls have been widely applied
in tasks such as automatic music transcription [13, 14], classification of piece-level
attributes such as difficulty and composer [15–18], as well as generation of music
accompaniment or performed dynamics [19, 20].

A piano roll is a bare-bones representation of symbolic music data, and, therefore,
information such as key signatures, articulation annotations, metrical structure,
different instrument parts, and voicing structure are not encoded in the representa-
tion[11, 21].
music as a sequence: Modeling symbolic music as sequences has a longstand-
ing tradition in MIR. The multiple viewpoint system is a sequence representation
that has been widely used for music analysis, generation, and classification [22–25],
as well as the basis for cognitively plausible models of expectation [26, 27]. In this
system, musical elements are represented by viewpoints [28], which are abstract
functions mapping musical events to abstract derived features like pitch, interval,
and melodic contour.

With the advances of deep learning-based language models, sequential represen-
tation of music as language tokens has recently received a lot of attention in sequence-
to-sequence generative tasks from automatic orchestration [29] to description-based
medley generation [30]. Similar to a stream of MIDI messages, various tokenization
schemes encode music features such as pitch, onset time, duration, and velocity
sequentially. Besides generation, large-scale pre-training using music sequences has
been applied to downstream music understanding tasks [31, 32].

However, tokenized music sequence representations create difficulty for models to
learn the dependency of long contexts. Length reduction methods such as Byte Pair
Encoding (BPE) [29, 33] aim to address the length overflow problem by replacing
the occurrence of frequent subsequences with new tokens.
music as a graph: A musical score can also be seen as a graph where notes
form the vertices and relations between notes define the edges. Jeong and al. [34]
introduced a graph modeling of a musical score for generating expressive perfor-
mances. Recently, Karystinaios and Widmer [35] presented a new modeling of the
score graph based on three different note relations and a Graph Convolutional
Network for cadence detection in classical music. A score graph can be homoge-
neous or heterogeneous, i.e. having one or several types of edges and/or vertices,
respectively [36]. We will investigate both heterogeneous and homogeneous score
graphs based on the representation used in [35].

Graph Neural Networks have gained popularity in recent years, however, graph
learning inherently presents some limitations, such as over-smoothing in deep graph
networks [37] and restrictions of Message Passing, where information in graph neu-
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ral networks flows only between edge relations predetermined by the representation
(in contrast to a Transformer architecture where everything is interconnected [38]).

4.3 methodology

In this section, we describe the methodology followed, the corpora used, and the ex-
periments conducted to investigate in-depth the different symbolic representations.

4.3.1 Representation Design

We briefly introduce a formal definition of each representation type, i.e. matrix,
sequence, and graph. An example of the three representations is shown in Figure 4.1.

4.3.1.1 Matrix

We define as a matrix representation of music a 2-dimensional array M ∈ NH×W

that depicts musical notes on the time axis, commonly referred to as a piano roll.
The vertical axis consists of 128 possible values attributed to the MIDI pitch of note
events, where we add three more optional fields for the una corda, sostenuto, and
sustain pedals only applied on the MIDI performances.

In this work, we experimented with multiple channels as used in Onsets and
Frames [39]. The onset channel is a binarized roll with activations at onset times-
tamps, while the frame channel encodes the duration of the note and the velocity
of the MIDI event. For scores, the velocity values are substituted by the voice index,
i.e. the integer number assigned to a note to indicate the index among the number
of independent voices.1

4.3.1.2 Sequence

A symbolic music sequence S ∈ N1×N is defined by a series of discrete tokens
that represent attributes of notes. Vocabularies such as Vpitch, VTimeShift, VVel assign
semantic meanings to tokens, and different tokenization schemes translate into
different grammars of sequence construction. In this work, we test three popular
tokenization schemes: MIDILike [40, 41], REMI [42], and CompoundWord [43] and
use the implementation of the MidiTok library [44].

As there is no existing tokenizer for processing scores, we implemented custom
MusicXML tokenizers following MidiTok’s framework, in the style of REMI as well
as CompoundWord. The major difference is the timing of bars and event positions, as
well as the addition of score-specific tokens such as VKeySig, VVoice.2

Byte Pair Encoding (BPE) is a tokenizer add-on technique that has recently
been applied to music sequence learning [33]. It consists of a data compression
technique that replaces the most common token subsequences in a corpus with
newly created tokens. BPE increases the vocabulary size and shortens the sequence
length. We follow the best results from [33] and adopt a BPE with 4 times the

1 This voice information is commonly available in formats such as MusicXML, **Kern, and MEI.
2 Full documentation is provided with our open-source tokenizer in the project repository.
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original vocabulary size. On average, this reduced our sequence length between
55 − 65% in both datasets.

4.3.1.3 Graph

A homogeneous score graph G is defined by a tuple (V, E) of vertices and edges. V
is the set of notes in a musical score and E ⊆ V ×V. Given a score with N notes, we
extract a matrix of k-dimensional note-wise features X ∈ RN×k based on features
contained in the score or performance. A heterogenous score graph G = (V, E,R)

also includes a set of relation types R such that for every edge e ∈ E, e is of type
r ∈ R if a condition defined by r holds. In our work, we consider the following
relations between two notes u, v which define the edges e ∈ E:

• u and v have the same onset, i.e. on(v) = on(u), then r = onset;

• The offset of u is the onset of v, i.e. off (u) = on(v), then r = consecutive;

• The onset of u lies between the onset of v and the offset of v, i.e. on(v) <

on(u) ∧ on(u) < off (v), then r = overlap.

The above relations only hold in the case of score graphs. To adapt this to
performance graphs, we use a window tolerance ttol, such that if two notes (u, v) ∈ E
and:

• |on(v)− on(u)| < ttol, then r = onset;

• |off (u)− on(v)| < ttol, then r = consecutive;

• on(v) < on(u) ∧ on(u) < off (v), then r = overlap.

In our configurations, for all graphs created from performance MIDI, we set ttol =

30 ms, a perceptual threshold of expressive timing [45]. In addition to the above
relations, we consider the possibility of adding an inversely directed edge for
the overlap and the consecutive edge types, and we name the inclusion of such
edges inverse edges. For a homogeneous graph Ghom and heterogeneous graph Ghet,
e ∈ Ghom =⇒ e ∈ Ghet.

The node features X are divided into two categories, the basic and the advanced
features. The basic features are implicitly contained in any score or performance note
such as one-hot encoding of pitch class and octave of the note’s pitch, and duration
information. The advanced features contains articulation, dynamics, and notation
information from the Partitura python package [46]. The detailed computation of
these features can be found in original partitura paper [46] and the basis mixer [47].

4.3.1.4 Information Levels

Given the differences in information captured by symbolic scores and performances
(Sec. 4.1), we run experiments with separate levels of used information. For the base
comparison experiments, we input the basic level of information that is present
in both modalities: pitch, duration and onset. The advanced level of information
for performance includes dynamics (MIDI velocity) and pedals, while for score
includes the voice index (Sec. 4.3.1) as well as score markings such as articulation
and dynamics. The results and comparison of each level of information, also with
respect to different tasks, will be discussed in Section 4.4.3.



46 symbolic music representations for classification tasks

Figure 4.2: Left: front end for three representations, matrix, graph, and sequence, from top
to bottom. Right: fixed back end with attention modules.

4.3.2 Modelling Pipelines

In this work, we evaluate the input representations under the same training pipeline
of different piece-level classification tasks, as discussed in Section 4.3.3. We split
our training architecture into two parts, a front end that projects a window of
musical context into a 64-dimensional embedding, and a back end that aggregates
the embedding for final prediction. The front end is representation-specific while
the back end rests fixed. For a fair comparison, we ensure that the same amount of
musical context is given for different front ends to learn. For MIDI performances
we fix a window of 60 s, and for symbolic scores, we choose a window of 120 beats
given that 120 bpm is a common tempo for music.

For the front end, we employ a commonly used architecture for each respective
representation domain:

Matrix: Convolutional neural network based on ResNet [48] blocks with channel
numbers adapted to our input.

Sequence: Transformer-encoder [49] front end with positional encoding. Each
layer includes multi-head attention with 16 heads followed by an Add & Norm
layer. For the combined tokens CPWord we add separate embedding layers for each
token category in the front end.

Graph: Our graph convolution network (GCN) is built by stacking GraphSAGE
blocks [50] followed by a global mean pooling layer. We experiment with both
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heterogeneous and homogeneous GraphSAGE. Note that a heterogeneous network
has r times more parameters, where r is the number of distinct edge relation types.

For the fixed back end, we used a multi-head attention block with linear projection
heads to the desired number of classes, as shown in Figure 4.2. To minimize the
impact of model capacity on our comparative discussion, we carried out an ablation
study to understand the size of the architecture proportional to each kind of
representation (Sec. 4.4.2).

4.3.3 Tasks and Datasets

In this work, we focus on three tasks: composer classification, performer classifica-
tion, and difficulty assessment. Each one of these tasks is a piece-level task since
a label is attributed per piece. The composer classification consists of predicting
the composer of the piece. The performer classification involves the prediction of
the performer among a list of predefined performers included in the data source.
Finally, difficulty assessment involves the prediction of a number between 1-9, with
1 being easy and 9 being hard. The difficulty labels were assembled from Henle
Music.3

To evaluate the aforementioned tasks, we use two large-scale collections of West-
ern classical piano music that contain corresponding symbolic scores (MusicXML
files) and performances (MIDI files), ASAP (1067 performances, 245 scores) and
ATEPP (11742 performances, 415 scores). Both datasets contain individual files per
movement.

For the composer classification task, we exclude the least populated composer
classes for balance in experiments, resulting in 10 classes for the ASAP dataset
and 9 classes for the ATEPP dataset. The performer classification task uses MIDI
performances of ATEPP with 20 classes. For difficulty, given that both ASAP and
ATEPP datasets focus on concert repertoire, the actual classes used range from
difficulty 4-9.4 For all experiments, we use an eight-fold cross-validation evaluation
where 85% of our data is used for training and 15% for testing in each fold.

4.3.4 Training

We performed hyperparameter optimization sweeps to determine the optimal
learning rate and model hyperparameters. Our convergence criteria include early
stopping at the 60 epoch breakpoint with the patience parameter set at 0.005 on the
validation accuracy. All our experiments are trained on a single A5000 GPU, and
the best models, training logs, and the code is available in the repository.5

4.4 experiments and results

To evaluate the different representations we performed three experiments. Our first
experiment focuses on a detailed comparison of the predictive accuracy of the three

3 Henle Music difficulty labels, https://www.henle.de/en/about-us/levels-of-difficulty-piano/
4 The full distribution of the classes for each task is shown in the supplementary material.
5 https://github.com/anusfoil/SymRep

https://www.henle.de/en/about-us/levels-of-difficulty-piano/
https://github.com/anusfoil/SymRep
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representations/architectures applied to the composer classification task, since it
is the most well-understood task among the three. The second experiment studies
the impact of model capacity (number of trainable parameters) per representation.
Our last experiment investigates the effect of different levels of input features (see
Section 4.3.1.4) on the three tasks.

4.4.1 Representations for Composer Classification

Our first experiment is a comparative analysis of the three representations on our
two datasets, in the domains of both MIDI performance and MusicXML score with
basic level features. For each representation group we test different configurations,
i.e. for matrix we experiment with the channel (Chnl) and timestep resolution (Resl),
for sequence we change the tokenization scheme (Tokn) and apply BPE, and for
graph we investigate the effect of homogeneous or heterogeneous graphs (Multi-rel)
and the addition of inverse edges (Bi-dir) (see Sec. 4.3.1). In Table 4.1, we present
for each data subset the accuracy score and the macro F1 score and their respective
standard deviations under 8-fold cross-validation (see Sec. 4.3.3).

In terms of observations per representation, the matrix representation results
indicate no significant differences under different experimental configurations.
For sequence representations, the MIDILike and REMI tokenization schemes yield
comparable performance. However, our experiments suggest that CPWord is a
more challenging representation to learn in the same setting. Concerning the BPE
technique, no significant difference is observed between results with 4 times the
original vocabulary and the non-BPE version.

Our graph-based models exhibit similar performance regardless of the config-
uration of the graph edges. In particular, the effect of reverse edges is not sig-
nificant, and homogeneous graph convolution already achieves similar results to
heterogeneous graph convolutional models, which indicates that implicit structural
information contained in the heterogeneous approach is not strictly necessary for
piece-level classification tasks.

Overall, we observe that three representations show small performance differ-
ences in given experiments, with the matrix-CNN approach having the overall best
metric across the experiment groups and sequence have the worst.

Finally, we would like to discuss the album effect, which concerns the tendency of
classification models to learn non-intended features, such as acoustic features in
pieces of the same album [51]. In our case, this effect concerns different performances
of the same piece that may give away cues for classification. Training with the entire
corpus of performance MIDI, which involves different interpretations of the same
piece, yields an average accuracy of 90% (see supplementary material), which is
30% higher for the ASAP-perf group. To address this issue, we fix the splits to
only contain unseen pieces in the test set, which reduced the accuracy score gap
between performance and score. This issue has often been overlooked in literature
[52, 53] and a commonly-used dataset split is not piece-specific [16]. Given the
recent development of large score-performance datasets, we wish to establish a
scientifically correct evaluation split taking into consideration the piece effect.
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Figure 4.3: Model capacity vs. macro F1 score for each representation approaches on the
ASAP-composer task.

4.4.2 Complexity

In our second experiment we investigate the impact of model capacity for each
representation on the composer classification task using the ASAP dataset. We
experiment with different hidden dimensions h and the number of layers N on
each architecture corresponding to each of the three representations (Sec 4.3.2), and
show our results in Figure 4.3. Overall, we observe that the GCN achieves its best
performance using 1.3M parameters, while architectures for matrix and sequence
achieve a similar accuracy at around three times the number of parameters.

Another observation concerns the use of large models for piece-level classification
tasks on symbolic data. Large convolution models such as ResNet-18/34/50 [16]
are substantially over-parametrized, as our results suggest we can achieve similar
results using a reduced version of ResNet-8, using less than half the parameters
of the smallest used ResNet architecture. Similar observations can be made for
transformers, where scaling the model beyond 4.3M parameters does not further
improve the performance. Our most efficient transformer encoder consists of 4

layers of attention modules with a hidden dimension of 256, significantly less than
transformers used in previous related work [33].

Finally, we note one aspect of our results after scaling our graph network. While
oversmoothing [37] (features of graph vertices converging to the same value) is a
well-known challenge to train deep GCN, our best performing model is a relatively
deep and narrow network consisting of 5 layers with a hidden dimension of 64. One
possible interpretation is that convergence of node features does not complicate
training in the graph-level classification context.
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Composer Performer

perf score perf (ATEPP) perf score Difficulty

Matrix basic feats 0.625 0.364 0.403 0.420

advanced feats 0.618 0.342 0.411 0.415

Sequence basic feats 0.530 0.287 0.438 0.368

advanced feats 0.513 0.292 0.426 0.349

Graph basic feats 0.607 0.305 0.373 0.361

advanced feats 0.598 0.323 0.356 0.405

Table 4.2: Accuracy of three identification tasks on the ASAP dataset, with basic or higher-
level features.

4.4.3 Comparison of Feature Levels and Tasks

As discussed in Section 4.3.1.4, we are also interested in understanding the impact of
different levels of features on the three classification tasks. With this motivation, we
performed our third set of experiments, where we adopted the best configuration of
models explored in experiment 1 (see Section 4.4.1). We report the accuracy results
in Table 4.2.

Our results indicate that MIDI performances and MusicXML scores have simi-
lar capabilities for distinguishing composers and difficulty. Furthermore, matrix
and sequence approaches exhibit better results when learning with performances
compared to scores. For the difficulty classification task, in particular, all three
representations achieved approximately 40% accuracy on the 6 difficulty levels.
Performer classification is more challenging since the difference lies in the timing
nuances and dynamic changes instead of the pitch information, which are more
prominent in our input representations. In the 20-way classification, our approaches
generally achieved around 30% accuracy.

Our observations suggest that the addition of advanced features has a variable
impact on the representations. Interestingly, the addition of advanced features
does not improve the training from sequence representations in most experiments,
which can possibly be explained by the increase in vocabulary size and relative
sparsity of such information. Graph structures benefit from the addition of voice
edges, especially in the representation of scores, where the performance boosts
for both composer and difficulty classification. Notably, the graph-score with
advanced features configuration achieved the best result in score-based composer
classification, when jointly compared with Table 4.1.

4.4.4 Transformer vs. GNN: Are We Learning the Same Set of Musical Edges?

A transformer can be seen as a special case of Graph Neural Networks [38]. Assum-
ing a fully connected graph where vertices are tokens in a sequence, we can draw
parallels between a GCN and learned attention in a transformer block.

Therefore, we examine attention weights between NoteOn tokens in an effort to
understand how our graph representation of the score relates to the sequence-based
representation. For all pairs of NoteOn tokens from music sequences, we output
their attention values and compute the correlation with the aggregated adjacency
matrix (with all musical edges constructed in Sec. 4.3.1). Across the test set of
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Figure 4.4: Visualization of graph edges (all edge types aggregated) and the attention
among NoteOn tokens for the first measures of Mozart Piano Sonata No.12, 1st
mvt.

ASAP composer classification on scores, there is a weak positive correlation, with
Pearson’s value of 0.212.

In Figure 4.4, we visualize two measures of music with its constructed graph
edges, and the attention across NoteOn tokens. We can observe some structural
similarities, especially the overlap pattern in both measures, but overall the learned
attention spans are much more global while graph edges connect nodes within a
local range.

4.5 discussion and future work

In this paper, we presented a series of systematic experiments to investigate the
impact of symbolic representations for three piece-level tasks. In terms of simple
classification performance, we found that for a given task, different representations
showed small performance differences, but no clear pattern of superiority emerged.
The matrix results were marginally better on average, and usually more robust to
hyper-parameter changes. More advanced features were beneficial only for certain
tasks and representations.

The graph representation, as the newest and least explored among the three ap-
proaches, exhibits promising performance, while being more light-weight (in terms
of required model complexity – cf. Fig. 4.3). We observe that homogeneous graphs
produce comparable results to heterogeneous graphs for our piece-level classifi-
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cation tasks, and deep GCNs perform better despite over-smoothing. As graphs
are arguably a more natural representation for structured artifacts such as musical
scores, we believe that they should merit more detailed studies in the future.

Our model complexity experiments demonstrated that commonly used architec-
tures in the literature are larger than necessary for our tasks, as the same results can
be achieved with smaller architectures (Section 4.4.2). Furthermore, we discussed
the album effect in score-performance datasets, where multiple interpretations of
the same composition may cause information leakage. Our results indicate the
profound impact of the album effect, and we introduce new evaluation splits to
guard against this effect.
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Abstract: Cadences are complex structures that have been driving music from the
beginning of contrapuntal polyphony until today. Detecting such structures is vital
for numerous MIR tasks such as musicological analysis, key detection, or music
segmentation. However, automatic cadence detection remains challenging mainly
because it involves a combination of high-level musical elements like harmony, voice
leading, and rhythm. In this work, we present a graph representation of symbolic
scores as an intermediate means to solve the cadence detection task. We approach
cadence detection as an imbalanced node classification problem using a Graph
Convolutional Network. We obtain results that are roughly on par with the state of
the art, and we present a model capable of making predictions at multiple levels of
granularity, from individual notes to beats, thanks to the fine-grained, note-by-note
representation. Moreover, our experiments suggest that graph convolution can learn
non-local features that assist in cadence detection, freeing us from the need of
having to devise specialized features that encode non-local context. We argue that
this general approach to modeling musical scores and classification tasks has a
number of potential advantages, beyond the specific recognition task presented
here.

5.1 introduction

Graph Neural Networks (GNNs) have recently seen staggering successes in various
fields. The MIR community has also experienced the influence of GNNs, principally
in the field of recommender systems [1]. However, other sub-branches of MIR could
potentially enjoy the graph representation and the benefits of graph deep learning.

Modeling musical scores in all their complexity has been challenging, with many
approaches resorting to piano rolls [2], note arrays [3], or custom descriptors [4]. In
this paper, we present a new representation of the score as a homogeneous graph
with note-wise features to model aspects of the score. We use this representation to
address the cadence detection task using graph neural networks, treating the task
as a node classification problem. More specifically, our contribution is two-fold: a
simple graph representation of scores extended with local features, and a Graph

59
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Convolutional Network (GCN) model to tackle heavily imbalanced classification
tasks such as Cadence Detection. Score modeling itself has two aspects: (1) the con-
struction of the graph, i.e., what are the nodes, and which connections do we
define between them; and (2) the choice of score features, and how these relate
to their respective graph nodes. The classification model is an adapted version of
GraphSMOTE [5], a Graph Convolutional Network designed to deal with imbal-
anced classification problems, which we modified to deal with larger graphs and
apply stochastic training. Henceforth, we call this model Stochastic GraphSMOTE.
We employ this model on top of our score modeling with the intention of solving
the Cadence Detection task.

The cadence detection setting is binary, i.e., there is a cadence (maybe of a specific
type) or not. The current state of the art [4] uses an Support Vector Machine
(SVM) classifier on a set of custom-designed cadence-specific features, based on
three defined "cadence anchor points", and performs score/feature modeling and
cadence classification at the level of beats. The model was tested on two annotated
datasets: 24 Bach fugues and 42 Haydn string quartet expositions. Our new model
proposed here will be shown to achieve comparable overall results; however, we
will argue that it makes fewer task-related and musical assumptions, resulting
in more general applicability. In particular, our empirical results suggest that by
providing local features and applying a Graph Neural Network with neighbor
convolution, we can learn nonlocal aspects that help improve prediction. This gives
a more general approach for a variety of tasks where features are provided at the
level of notes, but prediction may be note-wise, onset-wise, or beat-wise.

The rest of the paper is structured as follows. Section 5.2 discusses related work
on cadence detection and music score modeling. Section 5.3 describes the score
model and the graph construction from the score, section 5.4 introduces the corpora,
and section 5.5 presents the proposed learning algorithm. Section 5.6 presents a
series of three experiments and also takes a qualitative look at some examples.
Finally, section 5.7 summarizes and concludes.

5.2 related work

Graphs have emerged as a natural representation of music since the development
of Tonnetz by Euler. Since then, there have been various proposals to use graph
representations for addressing music analysis and MIR tasks. For instance (to name
just two), [6] introduced relational Klumpenhouwer networks for music analysis,
and [7] used Tonnetz trajectories for composer classification. One can distinguish
between heterogeneous and homogeneous graphs [8]. Heterogeneous graphs may
have multiple types of edges and nodes, while homogeneous graphs are simpler,
containing only a single edge and node type. Recently, the creators of VirtuosoNet,
a computational model for generating piano performances, used a heterogeneous
graph representation of the score and trained their system using a Graph Neural
Network [9]. However, in later publications, they reverted to a model without using
graphs which achieved better performance [10]. In the present paper, we wish to
show that a simple, homogeneous graph representation can form a natural and
general basis for modeling a non-trivial music analysis task.
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Automatic cadence detection is a challenging task. Although cadences are well es-
tablished concepts, their definition or annotation in music can cause disagreements
among musicologists. Previous work on automatic cadence detection has been done
by [11] on Bach fugues and by [12] for a generalized classical music analysis system.
A feature-based approach using standard Machine Learning classifiers is presented
in [4] which represents the current state of the art. Recently, Sears and Widmer [13]
highlighted the difficulty of detecting textbook voice leading schemata that occur
near cadences in written music. However, to our knowledge, there exists no method
employing deep learning models to solve the task.

notea noteb restk noted notee

notec note f

Figure 5.1: Example graph creation from a score following the process described in the
text. Eon is denoted in blue, Econs in green, and Edur in red. Global attributes
such as time and key signatures are added as node features.

5.3 modeling scores as a graph

We model a score as a graph with individual notes and rests as nodes and simple
temporal relations as edges. In addition, each graph node is associated with a vector
of feature values that represent some basic properties of a note and its immediate
context. Formally, let G = (V, E) be a graph, where V is the set of nodes and
E ⊆ V × V the set of edges and let A be the adjacency matrix of G. Each note and
each rest in a score are represented as a node in the graph. We create three types of
undirected connections between notes/rests: edges Eon between notes that occur on
the same onset; edges Econs between consecutive notes, and edges Edur between a
note of longer duration and notes whose onsets occur during this time:

Eon = {(i, j) | on(ni) = on(nj)}
Econs = {(i, j) | on(ni) + dur(ni) = on(nj)}
Edur = {[(i, j) | on(ni) + dur(ni) > on(nj)]∧

[on(ni) < on(nj)]}
E = Eon ∪ Econs ∪ Edur

where ni is the ith note. on denotes the onset of a note, dur the duration. All edges
in E are undirected.
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5.3.1 Feature Overview

We use three types of features to further describe a note:1 general-purpose note-level
features to describe a note and its immediate rhythmic/melodic context; general
graph topology features to capture aspects of local connectivity; and cadence-
specific note features inspired by [4]. The third feature category is the only one that
is designed with the specific classification target in mind; however, in contrast to
[4], we restrict these to only consider the immediate local context of a note instead
of using positional features relating to predefined past “cadence anchor points". In
this way, we wish to demonstrate the generality of our representation and learning
approach, which will hopefully learn more long-distance aspects automatically, as
needed.

The first category, general note-wise features, is the largest one. For each note in
the score, we extract onset time expressed in score-relative beats, duration in beats,
and MIDI pitch, using the partitura package [14]. Furthermore, we translate global
attributes such as time signature and assign them to each note. Also using partitura,
we extract a set of generic note-wise features as defined in [15]. Finally, we extract
features summarizing intervallic information at the time of onset of each note. These
include interval vectors[16] and binary features activated when intervallic content
is identical to the interval set corresponding to particular chord types, i.e., major,
minor, diminished, etc.

Second, we add graph-aware features using the first 20 eigenvectors from the
Laplacian of the adjacency matrix [17].

The final category contains note-wise cadence-related features similar to those in [4],
such as voice leading information and voicing. However, our features are calculated
at the note level only, considering the time of onset for each note and its immediate
neighbors, such as adjacent past onsets or simultaneous onsets. In particular, we
do not use any information about events that occur on previous beats. While these
features are more restricted compared to [4] they are also more general, since
we make no assumptions on and reference to “cadence anchor points" (e.g., the
occurrence of the preceding subdominant and dominant harmony), which in [4]
are identified with specialized heuristics. In total, we store 135 features per node.

5.4 problem setting & corpora

In this work, we are interested in cadences of the Baroque and Classical periods.
The main focus will be on detecting Perfect Authentic Cadences (PAC); where our
annotated datasets permit, we will also consider root position Imperfect Authentic
Cadences (rIAC) and Half Cadences (HC). The manual annotations in these datasets
mark a cadence as occurring on the beat where the final I (i) arrives. Our precise
task thus is to predict, for every note of the score, whether this note is contained in
a cadence’s arrival beat.

To benchmark our method, we used two datasets also used by Bigo et al. [4], and
a third one annotated by Allegraud and al. [18]. The first set contains the 24 fugues

1 Code and a complete specification of all features is available on https://github.com/manoskary/
cadet.

https://github.com/manoskary/cadet
https://github.com/manoskary/cadet
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Dataset Pieces Nodes Edges PAC rIAC HC
Bach Fugues 24 24,567 229,107 237 78 15

Haydn String Quartets 45 38,661 441,491 434 24 340

Mozart String Quartets 31 68,190 762,796 1,089 - 1,930

Table 5.1: Cadence nodes constitute less than 2% of all nodes.

from Bach’s Well-tempered Clavier, Book I. The cadence annotations were presented
in [11]. The second dataset contains 45 movement expositions from Haydn string
quartets; the cadence annotations were produced by Sears and colleagues [19].
The last dataset contains 31 movements of Mozart string quartets with cadence
annotations included. All the scores were retrieved from http://kern.ccarh.org

and were parsed in python using the partitura package [14].2

Cadences occur with low frequency in music. In particular, for the corpora we
cover in this paper, cadences of all types combined account for less than 2% of the
total notes in the score. Our produced score graphs range from approximately 25k
nodes for the Bach fugues all the way to 70k nodes for the Mozart string quartets
with more than 750k edges. Table 5.1 gives detailed dataset statistics.

5.5 model

5.5.1 Graph Convolutional Network

The authors of [4] underline the importance of non-fixed positions for the cadence
anchor points. We address this by employing a graph convolutional network. Graph
Convolution Networks (GCNs) are based on the same principle as CNNs, but in the
context of graphs we encounter the message passing concept, meaning convolution
occurs only among nodes connected by edges. This theoretically allows local
features to connect with distant features of their k-hop neighbors. Therefore, graph
representation can learn, using local node information, higher lever information by
sampling information from neighbors. Figure 5.2 illustrates the neighbor sampling
concept.

For our model, we propose Stochastic GraphSMOTE, a Graph Convolutional
Network with a built-in graph Auto-Encoder and Synthetic Minority Over-sampling
for imbalanced node classification. The model consists of 4 parts, the encoder, a
SMOTE layer in the encoder’s latent space, the decoder, and the classifier. The
structure of the model follows GraphSMOTE [5] but with some major differences,
mainly to adapt for stochastic training, which is needed because of the large size of
our score graphs.

2 For reproducibility, we provide the generated graphs that were used for training on https://github.
com/manoskary/tonnetzcad

http://kern.ccarh.org
https://github.com/manoskary/tonnetzcad
https://github.com/manoskary/tonnetzcad
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Figure 5.2: Multi-hop Neighborhood sampling. vj is 3-hop neighbor of vi. Color cues mark
the k-hop neighborhoods occurring within the ellipses. The arrows demonstrate
a random walk starting from vi and ending at vj.

The encoder applied to a node i is defined as a standard GraphSAGE [20] stack
given by:

h(l+1)
N (i) = mean

(
{W(l+1)

pool · hl
j, ∀j ∈ N (i)}

)
h(l+1)

i = σ
(

W(l+1)
enc · concat(hl

i , hl+1
N (i))

)
h(l+1)

i = norm(hl
i)

where h(l)i is the hidden representation of node i on layer l, σ is an activation
function, norm is a normalization function, W are learnable weights, and N (i) =
{j | (i, j) ∈ E} are the neighbors of node i. Let B ⊆ V a subset of nodes denoting a
batch sample. Then, given L the total number of hidden layers, H(enc)

B = {h(L+1)
u |

u ∈ B}.

5.5.2 Dealing with Extreme Class Imbalance: Stochastic GraphSMOTE

Since cadences are very sparse, we need to introduce a balancing technique in order
to avoid gradient convergence that will result in predicting only the majority class,
i.e., absence of cadence. To counter this effect, we introduce a SMOTE layer that is
applied in the latent space of the encoder. SMOTE generates synthetic samples with
the same label as the minority class (see [21] for details). The main novelty of our
model is that the SMOTE is performed for each batch separately.

In each batch, we count the occurrence, µi, for each of the classes i ∈ I. In the
binary setting, let µM be the number of samples with the same label as the majority
class and µm be the number of samples with the same labels as the minority class.
By generating (µM − µm) samples with the same label as the minority class, we
force a 1 : 1 binary class distribution. To generate these samples, in each batch, we
randomly select a sample instance of the minority class as an anchor point and
gather the k nearest neighbor samples of the same class within the batch. Finally,
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µ samples are generated as random linear interpolations between a randomly
selected neighbor out of the k, and the selected anchor point in the euclidean
space. Performing SMOTE in the latent space assumes that a more appropriate
representation for the generation of the synthetic minority samples is learned.

If H(enc)
B is the hidden representation of the batch sampled nodes after the encoder

layer, then H(smote)
B is the SMOTE upsampling algorithm applied on H(enc)

B . Our
Decoder layer is responsible for generating edges within the original nodes of the
graph and the synthetic ones, created by SMOTE. The decoder output is described
by the following equation:

A(dec)
B = σ

(
H(smote)

B · W(dec) · transpose(H(smote)
B )

)
A(thr)

B = hardshrink
(

A(dec)
B , τ

)
where W(dec) are the decoder’s learnable weights, σ is a sigmoid activation

function, and hardshrink is the hard shrinkage function with threshold τ. A(dec)
B is

the generated adjacency from the decoder and A(thr)
B is a thresholded adjacency by

a factor τ.
We define a regularization loss that aims at constraining the generated adjacency

close to the original, defined by:

L(dec)
B = BCE

(
A(dec)

B , AB

)
where BCE is the binary cross entropy loss, A(dec)

B is the generated adjacency of
the decoder for batch sample B and AB is the adjacency matrix for batch sample
B. Since we learn an edge generator which is good at reconstructing the adjacency
matrix using the encoder’s latent representations, it should also give adequate edge
predictions for synthetic nodes.

The GNN classifier is composed of a GraphSAGE layer [20] with a linear layer
on top. By adding a graph convolution layer such as GraphSAGE in the classifier,
we can benefit from learning information from the generated adjacency and the
neighbors of nodes. The GraphSAGE layer of the classifier is slightly different from
the encoder because it performs directly on the generated thresholded adjacency of
each batch sample:

h(cl f )
N (i) = mean

(
W(pool) · A(thr)

B [i, :] · H(enc)
B

)
h(cl f )

i = norm
(

σ
(

W(cl f ) · concat
(

h(enc)
i , h(cl f )

N (i)

)))
h(cl f )

i = softmax(W(proj) · h(cl f )
i )

where h(cl f )
i are the predicted class probabilities of node i, W are learnable weights,

A(thr)
B is the generated thresholded adjacency from the decoder, H(enc)

B are the batch
encodings of the encoder and h(enc)

i is the encoder’s output for node i. During



66 cadence detection

training, we use H(smote)
B and h(smote)

i respectively instead of H(enc)
B and h(enc)

i . We
define the total loss of our model for batch samples B:

L(tot)
B = L(CE)

B + γ ∗ L(dec)
B

where LCE signifies the cross entropy loss and γ is a hyper parameter.
Our model is trained stochastically, meaning that to create each batch a subset B

of nodes are sampled. From these sampled nodes, given a pre-defined depth k, we
retrieve the immediate neighbors of every v ∈ B up to their k-hop neighbors in the
graph G. We use neighbor sampling to reduce the cost of retrieving all up to k-hop
neighbors of v by defining a maximum number ϕl of neighbors per depth layer l.

5.6 experiments

We conduct three main experiments. The first compares our model to the state of the
art results in [4], using the same data and train/test setup. The second experiment
focuses on multi-class learning of the particular type of cadence using different sets
of features, in order to investigate how the model generalizes to a more complex
setting and inspect the relevance of different feature sets. The third experiment
investigates how neighbor convolution contributes to the model’s performance.3

We fix our model with a hidden dimension of 256, with L = 2 hidden layers with
ϕ1 = 10 and ϕ2 = 25 sampled neighbors for hidden layers 1 and 2 of the encoder,
respectively, and one hidden layer of the same dimension for the classifier. The
learning rate is set at 0.007, the weight-decay at 0.007, with a batch size of 1024,
k = 3 for SMOTE, the decoder regularization loss multiplier γ = 0.5, and adjacency
threshold value τ = 0.5.

5.6.1 Quantitative Results

Table 5.2 summarizes the results of the first experiment, comparing our model’s
performance to the state of the art.4 The reference model [4] can only classify at
the beat level; our representation and classification model are more flexible in this
regard, as they have access to, and describe, individual notes. In particular, our
model can provide predictions at three different levels, note-wise, onset-wise and
beat-wise predictions (the latter two simply by aggregation). In Table 5.2 we present
the results of these predictions at all levels, in terms of F1 score. Only beat-wise
scores are given for the reference model (taken from [4]). The last two columns of
table 5.2 give the recall and precision for the beat-wise prediction. All metrics are
presented for the positive, i.e. minority/cadence, class.

Our model matches or slightly surpasses the state of the art in rIAC detection in
Bach fugues and on HCs in Haydn string quartets but does not reach the reference
model’s F1 results in PAC detection. We additionally present a pre-trained version
of Stochastic GraphSMOTE, where the network was first trained on additional data

3 All results, experiments, and the trained models are available on https://wandb.ai/melkisedeath/
CadenceDetection

4 In accordance with [4], we ignore the HC in Bach and rIAC in Haydn, because of their low numbers.

https://wandb.ai/melkisedeath/Cadence Detection
https://wandb.ai/melkisedeath/Cadence Detection
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Depth F1 Note F1 Onset F1 Beat

None 0.833 0.671 0.667

1-hop 0.854 0.707 0.701

2-hop 0.869 0.737 0.732
3-hop 0.836 0.706 0.659

Table 5.3: Effect of neighbor convolution depth on PAC prediction in Bach fugues. The
F1 Note/Onset/Beat scores presented are binary, i.e., for the PAC class. Depth
refers to neighbor convolution depth. None means no graph convolution.

Dataset Features F1 Note F1 Beat

Bach Fugues general 0.602 0.667

(PAC & rIAC) all 0.653 0.702

Haydn String Quart. general 0.542 0.610

(PAC & HC) all 0.648 0.663

Mozart String Quart. general 0.584 0.569

(PAC & HC) all 0.588 0.606

Table 5.4: Three-class cadence classification with two different feature sets. Results were
obtained by 5 fold cross validation (70% of pieces for training, 10% validation,
20% testing); no pre-training. Feature set all contains all features from Section
5.3.1; general excludes Category 3 cadence-specific engineered features.

and fine-tuned for the task. Specifically, the network for PAC prediction in Bach was
pre-trained on the string quartets and vice versa. Pre-training, and thus the need for
additional data, is the price we pay for the generality of the graph representation
and the consequent size (number of parameters) of the deep network. Pre-training
helps to (markedly) improve the results on HC, catch up with the reference on PAC
in Bach, and narrow the gap on PAC in Haydn.

Generally, our results agree with [4] in implying that half cadences (HC) seem
significantly harder to identify than authentic cadences, both perfect and imperfect.
Another, more specific, observation concerns different ways in which the compared
models achieve their overall F1 scores. In the PAC detection tasks, in particular, we
observe comparable or higher recall of our model compared to the reference, but
lower precision. This observation motivated us to check some of our model’s false
positive predictions; Section 5.6.2 below will show several instructive examples of
‘almost correct’ identifications.

The second experiment we conducted (Table 5.4) focuses on comparing the relevance
of feature groups. For compactness we present here a multi-class classification
scenario where we account not only for the existence of a cadence but also for the
type of cadence present; that is, we have tree-class problems: no cadence, PAC,
or rIAC (Bach) / HC (Haydn, Mozart). We compare two configurations: using
all available features (as in the first experiment, feature set all in the table), or
only feature sets 1 and 2, excluding the cadence-specific features (category 3 in
Section 5.3.1; marked general in the table). Given this 3-class setting, we chose to
report the macro averaged F1 score over all three classes. (Macro averaging was
chosen to counter the overwhelming effect of the majority class no cadence). The
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Figure 5.4: Predictions of Stochastic GraphSMOTE for fugue No.19, J.S.Bach, Well-tempered
Clavier.

results (see Table 5.4) support the relevance of carefully devised cadence-related
features à la [4]. However, also the general-purpose category 1 and 2 features alone
support non-trivial cadence recognition and discrimination performance, which
implies that the relational graph representation in combination with a convolutional
approach manages to enrich highly local features with relevant non-local score
context.

To investigate this latter aspect in more detail, we run a third experiment, to look at
the effect of neighbor convolution depth on the obtainable classification score, again
at three prediction granularity levels (note, onset, beat). Convolution depth refers to
the number l of hidden layers of the encoder and the subsequent neighbor sampling
up to l-hop neighbors. Our results (see Table 5.3) suggest that neighbor convolution
clearly contributes to learning non-local features. Best results are achieved when
using a convolution depth of 2. Increasing the receptive field beyond that level,
we observed some instabilities emerging in the learning model, which could be
attributed to the common vanishing gradient problem in deep GCNs [22].

5.6.2 A Qualitative Look

Motivated by the fact that our model, while higher on recall, seems to be lower
on precision than the model in [4], we take a closer look at some of the false
positives in individual examples. Our findings suggest that many false positive
predictions resemble cadences, in terms of tonal structure or implications, and
could be considered and annotated as such, but lack some main components.

Figure 5.4 shows an example. The cadence prediction by our model on the
downbeat of bar 23 is a false positive, according to the ground truth annotation.
However, one could argue that the passage clearly has a cadence-like role, marking
the end of the 2nd fugal episode and the return to the original tonality of A major
[23].
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Another example is the passage discussed in Fig.4 of [4], where a pattern occurs
that has all the technical ingredients of a PAC, but was not annotated as such
for (debatable) higher-level musicological considerations. Again, our model’s PAC
prediction there counts as a false positive.

As a final example, consider mm. 33-45 of Haydn’s Op.54 No.1, 2nd mvt (Figure
5.3). We observe two false positive beat-wise predictions (8 if we count note-wise)
in bars 39 and 44, respectively, following a true PAC on the beginning of bar 34.
A harmonic analysis of these bars indicates a proper PAC preparation with text-
book voice leading on the cadence arrival point in every occasion. These two false
positive PACs form part of a modulating melodic and harmonic sequence; whether
to classify them as cadences is a matter of higher-level musicological considerations.

We cite these few qualitative examples in an attempt to show that our prediction
model can identify many more cadential patterns than the raw experimental figures
suggest, but by design cannot consider high-level musical considerations such as,
e.g., whether PAC-like patterns that occur in sequence should count as PACs or not.

5.7 conclusion

We have presented a graph approach to effectively target the cadence detection
task on symbolic classical scores. We demonstrated that our Graph Convolutional
Network, Stochastic GraphSMOTE, can learn using only local note features, without
the need for any musical assumptions about cadence anchor points. Furthermore,
our network can produce fine-grained predictions at the level of individual notes.

Future work will address the performance of the model on different tasks, using
the same graph representation. We hope to be able to show that this simple but
general and natural representation of scores in terms of graphs can support a broad
variety of symbolic music analysis and classification tasks.
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Abstract: Roman Numeral analysis is the important task of identifying chords and
their functional context in pieces of tonal music. This paper presents a new approach
to automatic Roman Numeral analysis in symbolic music. While existing techniques
rely on an intermediate lossy representation of the score, we propose a new method
based on Graph Neural Networks (GNNs) that enable the direct description and
processing of each individual note in the score. The proposed architecture can
leverage notewise features and interdependencies between notes but yield onset-
wise representation by virtue of our novel edge contraction algorithm. Our results
demonstrate that ChordGNN outperforms existing state-of-the-art models, achieving
higher accuracy in Roman Numeral analysis on the reference datasets. In addition,
we investigate variants of our model using proposed techniques such as NADE,
and post-processing of the chord predictions. The full source code for this work is
available at https://github.com/manoskary/chordgnn

6.1 introduction

Automatic Chord Recognition is one of the core problems in Music Information
Retrieval. The task consists of identifying the harmonies or chords present in a
musical piece. Various methods have been proposed to address this task using either
an audio or symbolic representation of the music [1]. In the symbolic domain, most
approaches focus on the related and arguably more complex problem of Automatic
Roman Numeral Analysis, which is a functional harmony analysis problem that
has its roots in musicological research of Western classical music.

Roman Numeral Analysis is a notational system used in music theory to analyze
chord progressions and identify the relationship between chords in a given key. In
this system, each chord in a piece of music is assigned a Roman numeral based on
its position within the key’s scale. For example, in the key of C major, the I chord
is C major, the IV chord is F major, and the V chord is G major. Roman Numerals
are an important tool for understanding and analyzing the harmonic structure of
music, and they are a valuable resource for musicians, composers, and arrangers
alike.
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In Music Information Retrieval, a lot of work has been done to automate Roman
Numeral analysis. However, current approaches still face significant challenges.
Some of these are related to the large chord symbol vocabulary. A common way to
address this problem is to divide a Roman Numeral into several components (e.g.,
key, degree, inversion) and transform the analysis into a multitask learning scenario.
However, multitask approaches themselves face challenges with interdependencies
among tasks. Lastly, Roman Numeral analysis faces a score representation problem
related to existing models such as CNNs whose inputs must be in fixed-sized
chunks. Recent state-of-the-art approaches follow an audio-inspired strategy, di-
viding a musical score into fixed-length time frames ("windows") which are then
processed by a Convolutional Recurrent Neural Network (CRNN). However, such
a representation is unnatural for scores and has the added practical disadvantage
of being time-limited (for example regarding notes extending beyond the current
window) and, due to the fixed-length (in terms of score time) constraint, capturing
varying amounts of musically relevant context.

In this paper, we propose a new method for automatic Roman Numeral anal-
ysis based on Graph Neural Networks that can leverage note-wise information
to address the score representation issue. Our model, ChordGNN, builds on top
of existing multitask approaches but introduces several novel aspects, including
a graph convolutional architecture with an edge contraction pooling layer that
combines convolution at the note level but yields the learned representation at the
onset level.

Our proposed method, ChordGNN, is evaluated on a large dataset of Western
classical music, and the experimental results demonstrate that it outperforms
existing state-of-the-art methods, in terms of the commonly used Chord Symbol
Recall measure. To address the interdependencies among tasks we investigate the
effect of post-processing and other proposed techniques such as NADE and gradient
normalization. Finally, we look at a qualitative musical example and compare our
model’s predictions with other state-of-the-art models.

6.2 related work

There is a big body of literature covering the topic of Automatic Chord Recognition
applied in the audio domain; however, in our work, we focus on the problem
of automatic Roman Numeral Analysis in the symbolic domain. It consists of
labeling the chords and harmonic progressions in a piece of music using Roman
Numerals, where each numeral represents a chord built on a particular scale degree.
Numerous approaches have tried to automate Roman Numeral analysis or infer
harmonic relations between chords. Notable work includes statistical models such
as Melisma [2], HMM-based models [3], and grammar-based approaches [4].

In recent years, research has shifted towards a deep learning and data-driven
approach. Due to the large vocabulary of possible Roman Numerals, the problem
has been divided into several component subtasks, thus resulting in a multitask
learning setting [5]. As a multitask problem, a Roman Numeral is characterized
by the following components: the primary and secondary degree (as illustrated in
Figure 6.1), the local key at the time point of prediction, the root of the chord, the
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Figure 6.1: A Roman Numeral analysis for two bars for four-part harmony in C major.
Capital letters stand for major quality and lowercase for minor quality. The
third chord has a dominant seven as its primary degree and the dominant of C
major as its secondary degree. The V6

5 indicates a major with a seven quality in
second inversion. The bass (lowest chord note) of that chord is F sharp, the root
is D, and the local key is C major.

inversion of the chord, and the quality (such as major, minor, 7, etc.). Although
the root can be derived from the other components, it was pointed out by [6] that
redundancy is assisting Roman Numeral analysis systems to learn. An example of
Roman Numerals and their components can be viewed in Figure 6.1. Recent state-
of-the-art approaches decompose the numeral prediction task to the simultaneous
prediction of those 6 components [5–9].

Most deep learning approaches to Roman Numeral analysis are inspired by work
in audio classification, cutting a score into fixed-size chunks (in terms of some
constant score time unit; e.g., a 32nd note) and using these as input to deep models.
Using this quantized time frame representation, [6] introduced a CRNN architecture
to predict Roman Numerals. Other work has continued to build on the latter by
introducing more tasks to improve performance such as the AugmentedNet model [7],
or introducing intra-dependent layers to inform in an orderly fashion the prediction
of one task with the previously predicted task, such as the model introduced by [8].
Other architectures, such as the CSM-T model, have demonstrated good results by
introducing modular networks which treat a score as a sequence of notes ordered
first by onset and then by pitch[9].

Should a musicologist perform music analysis on a piece of music, they would
consider the individual notes existing in the score. Thus, a time frame represen-
tation would come across as unnatural for symbolic music and in particular for
such an analysis task. In this paper, we present a method that no longer treats the
score as a series of quantized frames but rather as a partially ordered set of notes
connected by the relations between them, i.e., a graph. A visual comparison of the
two representations is shown in Figure 6.2. Recently, modeling scores as graphs
has also been demonstrated to be beneficial for problems such as expressive perfor-
mance generation [10], cadence detection [11], voice separation [12], or boundary
detection [13].

Automatic Roman Numeral analysis, as a multitask problem, is mostly tackled
with hard parameter-sharing models. These models share part of the model across
all tasks as an encoder, and then the common embeddings are branched to a
classification model per task [6–8]. However, some approaches separate tasks from
this paradigm to a more modular or soft parameter sharing approach [9].

In the field of multitask learning, a lot of research has been done on the problem
of conflicting gradients during backpropagation in hard parameter-sharing models.
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Figure 6.2: Different representations of the score excerpt shown in the middle. Top: quan-
tized time frame representation, bottom: graph representation.

Issues with multi-objective optimization have been early addressed by Zhang et
al. [14] and recent solutions have been proposed for the multitask setting in the
form of dynamic task prioritization [15], gradient normalization [16], rotation ma-
trices [17], or even game-theoretic approaches [18]. In our work, we experimentally
evaluate some of these techniques in the multitask setting to investigate whether
Roman Numeral analysis subtasks conflict with each other (see Section 6.5.2).

6.3 methodology

Figure 6.3: The proposed Architecture Chord-GNN

6.3.1 Roman Numeral Analysis

We already discussed, in Section 6.2, how Roman Numeral analysis can be viewed
as a multi-task problem. In this section, we describe in detail the additional tasks
introduced by [7] that we also use for training and prediction. First, let us assume
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that the prediction can be broken down into specific time points, and each time
point is attributed to a unique onset in the score.

The Roman Numeral prediction can be viewed as a simultaneous prediction of
the local key, degree (primary and secondary), quality, inversion, and root. Each
one of these tasks is a categorical, multiclass classification problem. However, [7]
indicated that only three tasks would be sufficient for 98% of the Roman Numeral
annotations in our dataset (detailed in Section 6.4.1). These three tasks comprise
the prediction of a restricted vocabulary of common Roman Numeral symbols in
combination with the local key and the inversion. We refer to Roman Numeral
prediction involving the 5 tasks as conventional RN, and the combined prediction of
key, inversion, and restricted RN vocabulary alternative RN, as RNalt, in accordance
with [7].

Several other tasks have been introduced that have been shown to improve the
performance of related models [7]. These include the Harmonic Rhythm, which
is used to infer the duration of a Roman Numeral at a given time point; the
Tonicization task, a multiclass classification task that refers to a tonicized key
implied by the Roman Numeral label and is complementary to the local key; the
Pitch Class Sets task, which includes a vocabulary of different pitch class sets, and
the Bass task, which aims to predict the lowest note in the Roman Numeral label.

6.3.2 Graph Representation of Scores

Our approach to automatic Roman Numeral analysis no longer treats the score
as a sequence of quantized time frames but rather as a graph, which permits us
to specify note-wise information such as pitch spelling, duration, and metrical
position. We use graph convolution to model interdependencies between notes.
We model our score generally following Karystinaios and Widmer [11], but we
opt for a heterogeneous graph convolution approach, i.e., including different edge
relations/types. Furthermore, we develop an edge contraction pooling layer that
learns onset-wise representations from the note-wise embeddings and therefore
yields a sequence.

After the edge contraction, we follow [6–8] by adding to the graph convolution
a sequence model for the hard-sharing part of our model, and simple shallow
multi-layer perceptron heads for each task. In essence, we replace the CNN en-
coder that works on quantized frames of the score in previous approaches, with a
graph convolutional encoder followed by an edge contraction layer. Our proposed
architecture is shown in Figure 6.3.

The input to the GNN encoder is an attributed graph G = (V, E, X) where V
and E denote its node and edge sets and X represents the node feature matrix,
which contains the features of the notes in the score. For our model, we used pitch
spelling, note duration, and metrical position features.

Given a musical piece, the graph-building process creates a set of edges E, with
different relation types R. A labeled edge (u, r, v) of type r between two notes u, v
belongs to E if the following conditions are met:

• notes starting at the same time:
on(u) = on(v) −→ r = onset
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• note starting while the other is sounding: on(u) > on(v) ∧ on(u) ≤ on(v) +
dur(v) −→ r = during

• note starting when the other ends:
on(u) + dur(u) = on(v) −→ r = follow

• note starting after a time frame when no note is sounding: on(u) + dur(u) <
on(v) ∧ ∄v′ ∈ V, on(v′) < on(v) ∧ on(v′) > on(u) + dur(u) −→ r = silence

6.3.3 Model

In this section, we introduce and describe ChordGNN, a Graph Convolutional and
Recurrent Neural Network. The structure of the network is visually outlined in
Figure 6.3. ChordGNN uses heterogeneous graphSAGE [19] convolutional blocks
defined as:

h(l+1)
Nr(v)

= mean
(
{hl

u, ∀u ∈ Nr(v)}
)

h(l+1)
vr = σ

(
W · concat(hl

v, hl+1
Nr(v)

)
)

h(l+1)
v =

1
|R| ∑

r∈R
h(l+1)

vr

(6.1)

where h(0)
v = xv and xu is the input features for node u, N (u) are the neighbors

of node u, and σ is a ReLU activation function. We name the output representations
of all nodes after graphSAGE convolution H = {h(L)

u | u ∈ V} where L is the total
number of convolutional layers.

Given the hidden representation H of all nodes, and onset edges EOn = {(u, v) |
on(u) = on(v)}, the onset edge contraction pooling is described by the following
equations: first, we update the hidden representation with a learned weight, H′ =

HW(cpool). Subsequently we need to unify the representations for every node u,
such that ∀v ∈ NOn(v), h(cp)

u = h(cp)
v :

h(cp)
u = hu + ∑

v∈NOn(v)
hv (6.2)

where, hu and hv belong to H′. Subsequently, we filter the vertices:

V ′ = {v ∈ V| ∀u ∈ V, (v, u) ∈ EOn =⇒ u /∈ V ′} (6.3)

Therefore, H(cp) = {h(cp)
u | ∀u ∈ V ′} are the representations obtained. Sorting the

representations by the onset on which they are attributed we obtain a sequence
S = [h(cp)

u1 , h(cp)
u2 , . . . h(cp)

uk ] such that on(u1) < on(u2) < · · · < on(uk).
The sequence S is then passed through an MLP layer and 2 GRU layers. This

concludes the hard-sharing part of our model. Thereafter, an MLP head is attached
per task, as shown in Figure 6.3.

For training, we use the dynamically weighted loss introduced by [20]. The total
loss Ltot of our network is calculated as a weighted sum of the individual losses for
every task, where the weights are learned during training:
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Ltot = ∑
t∈T

Lt ∗
1

2γ2
t
+ log(1 + γ2

t ) (6.4)

where T is the set of tasks; Lt is the cross-entropy loss relating to task t; the γt

are learned scalars that give the weight for each task t; and the log expression is a
regularization term [20].

Figure 6.4: Post-processing of Roman Numeral predictions.

6.3.3.1 Post-processing

We enhance our model with a post-processing phase after the model has been
trained. The post-processing phase combines the logits of all tasks’ predictions by
concatenating them and, then, feeds them to a single-layer bidirectional LTSM block.
Then, again the embeddings of the sequential block are distributed to 11 one-layer
MLPs, one for each task. The post-processing block is sketched in Figure 6.4.

6.4 experiments and corpora

In the experiments, we compare our model, ChordGNN, with other recent models
for automatic Roman Numeral analysis. We run experiments with our model
in the exact same way as described in the paper [7], including the specific data
splits, so that our results are directly comparable to the figures reported there.
A detailed comparison of the results will be given in Table 6.1. Furthermore, we
develop variants of our model using proposed techniques such as NADE [8], and
post-processing of the chord predictions. We report a configuration study of our
model on the use of gradient normalization techniques and NADE that should
improve results on Multi-Task learning scenarios and avoid common Multi-Task
Learning problems such as conflicting gradients. Lastly, we compare our model
with the updated version v1.9.1 of the state-of-the-art model Augmented-Net [21]
and datasets.
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6.4.1 Datasets

For training and evaluation, we combined six data sources into a single "Full"
Dataset of Roman Numeral annotations in accordance with [7]: the Annotated
Beethoven Corpus (ABC) [22]; the annotated Beethoven Piano Sonatas (BPS) dataset [5];
the Haydn String Quartets dataset (HaydnSun) [23]; the TAVERN dataset [24]; a
part of the When-in-Rome (WiR) dataset [25, 26]; and the Well-Tempered-Clavier
(WTC) dataset [25] which is also part of the WiR dataset.

Training and test splits for the full dataset were also provided by [7]. It is
worth noting that the BPS subset splits were already predefined in [5]. In total,
approximately 300 pieces were used for training, and 56 pieces were used for testing,
proportionally taken from all the different data sources. We draw a distinction for
the BPS test set, which includes 32 Sonata first movements and for which we ran an
additional experiment. The full test set also includes the 7 Beethoven piano sonatas.

In addition to the above datasets, we include data augmentations identical to
the ones described in [7]: texturization and transposition. The texturization is
based on a dataset augmentation technique introduced by [27]. The transposition
augmentation boils down to transposing a score to all the keys that lie within a
range of key signatures that have up to 7 flats or sharps. It should be noted that the
augmentations are only applied in the training split.

For our last experiment (to be reported on in Section 6.5.3 below), we add
additional data that were recently introduced by [21]. The additional data include
the annotated Mozart Piano Sonatas (MPS) dataset [28] for which we also applied
the aforementioned augmentations.

6.4.2 Configuration

For all our experiments, we train our network with the AdamW optimizer. We
fix our architecture with a hidden size of 256, a learning rate of 0.0015, a weight
decay of 0.005, and a dropout of 0.5 which is applied to each learning block of our
architecture.

6.5 results

As an evaluation metric, we use Chord Symbol Recall (CSR) [29] where for each
piece, the proportion of time is collected during which the estimated label matches
the ground truth label. We apply the CSR at the 32nd note granularity level, in
accordance with [6, 7, 9].

6.5.1 Quantitative Results

In the first experiment, which compares our ChordGNN to existing state-of-the-art
approaches, we evaluate the full dataset, but also the annotated Beethoven Piano
Sonatas (BPS) [5] subset, which many previous approaches had also used. The
results are shown in Table 6.1. We present the CSR scores (where they are applicable)
for Local Key, Degree, Quality, Inversion, Root, conventional Roman Numeral, and
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Variant RN RNalt

ChordGNN (Baseline) 46.1 ± 0.003 47.8 ± 0.007
ChordGNN + WLoss 48.9 ± 0.001 50.4 ± 0.010
ChordGNN + Rotograd 45.5 ± 0.003 47.1 ± 0.005
ChordGNN + R-GradN 45.2 ± 0.006 46.7 ± 0.005
ChordGNN + NADE 48.2 ± 0.005 49.9 ± 0.005

Table 6.2: Configuration Study: Chord Symbol Recall on Roman Numeral analysis on
the full test set. RN stands for Roman Numeral, RNalt refers to the alternative
Roman Numeral computations discussed in section 6.3.1. WLoss stands for the
dynamically weighted loss described in Section 6.3, and R-GradN stands for
Rotograd with Gradient Normalization. Every experiment is repeated 5 times
with the same ChordGNN model as Table 1 without post-processing.

Alternative Roman Numeral (see Section 6.3). Furthermore, we include the onset-
wise accuracy score for our models’ conventional Roman Numeral predictions.

On the BPS subset, we compare our model ChordGNN with the Micchi (2020)
model [6], the CSM-T (2021) model [9] and the AugmentedNet 2021 model [7]. Our
results on Roman Numeral prediction surpass all previous approaches. Note that
the AugmentedNet model exhibits higher prediction scores on the individual Key,
Degree, Quality, and Root tasks, which are used jointly for the prediction of the
Roman numeral. These results indicate that our model obtains more meaningfully
interrelated predictions, with respect to the Roman numeral prediction, resulting in
a higher accuracy score.

Moreover, we compare ChordGNN to AugmentedNet on the full test dataset. Our
model surpasses AugmentedNet with and without post-processing in all fields apart
from local key prediction and quality. Our model obtains up to 11.6% improvement
in conventional Roman Numeral prediction.

In both experiments, post-processing has been shown to improve both RN and
RNalt. However, ChordGNN without post-processing already surpasses the other
models.

6.5.2 Configuration Study

For a systematic study of multitask training, we investigated the effects of exten-
sion modules, gradient normalization techniques, and learnable weight loss. In
detail, we test 5 configurations using as baseline the ChordGNN model (without
post-processing) with standard CE loss and no weighing. Furthermore, we test
our proposed architecture using the dynamically weighted loss described in Sec-
tion 6.3.3 (same as the model in Table 6.1), Rotograd [17] and GradNorm [16] for
Gradient Normalization, and NADE [8]. The models are run on the Full data set
described above and averaged over five runs with random initialization. The results,
summarized in Table 6.2, suggest that using the dynamically weighted loss yields
better results compared to other methods such as the Baseline or Gradient Normal-
ization techniques. Furthermore, the dynamically weighted loss is comparable to
NADE but also more robust on Conventional Roman Numeral prediction on our
datasets.
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6.5.3 Latest developments

Our last experiment focuses on specific developments that have very recently been
published in Nápoles López’s Ph.D. thesis [21]. In the thesis, three additional
tasks, related to predicting the components of a canonical representation of the
current chord, as implied by the Roman Numeral, were proposed and the dataset
was extended with the Annotated Mozart Piano Sonatas (MPS) corpus [28], as
mentioned in Section 6.4.1 above.

To test the relevance of these updates, we trained an adapted version of our
model, now with 11+3=14 individual tasks and including the Mozart data. It turns
out that the updated model improves significantly in performance, achieving a
53.5 CSR score on conventional Roman Numeral (compare this to row "ChordGNN
(Ours)" in Table 6.1). Furthermore, post-processing can improve the results by up to
two additional percentage points.1

6.5.4 A Musical Example

In Figure 6.5, we look at a comparison between the human annotations, Augmented-
Net and Chord-GNN predictions (The musical excerpt is taken from Nápoles López’s
thesis [21], and the predictions relate to the new models trained as described in
the previous section.). Marked in red are false predictions, and marked in yellow
are correct predictions of the model with wrong ground-truth annotations. Both
models’ predictions are very similar to the human analysis. However, our model
correctly predicts the initial pickup measure annotation. In measure 2, the ground
truth annotation marks a tonic in first inversion; however, the viola at that point
is lower than the cello and therefore the chord is actually in root position. Both
models obtain a correct prediction at that point. Subsequently, our model predicts a
harmonic rhythm of eighth notes, which disagrees with the annotator’s half-note
marking. Analyzing the underlying harmony in that passage, we can justify our
model’s choices.

The human annotation suggests that the entire second half of the 2nd measure
represents a viio chord. However, it should not be in the first inversion, as the cello
plays an F# as the lowest note (which is the root of viio). The AugNet analysis faces
the same issue, in contrast with the predictions of ChordGNN. However, there
are two conflicting interpretations of the segment. First, the viio on the third beat
is seen as a passing chord between the surrounding tonic chords, leading to a
dominant chord in the next measure. Alternatively, the viio could already be part of
a prolonged dominant harmony (with passing chords on the offbeats) leading to
the V7. The ChordGNN solution accommodates both interpretations as it doesn’t
attempt to group chords at a higher level, treating each eighth note as an individual
chord rather than a passing event. The other two solutions prefer the second option.

1 Unfortunately, we cannot directly compare these numbers to [21], as their results are not reported in
comparable terms.
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6.6 conclusion

In this paper, we presented ChordGNN, a model for automatic Roman Numeral
analysis in symbolic music, based on a note-level, graph-based score representation.
We showed that ChordGNN improves on other state-of-the-art models, and that
post-processing can further improve the accuracy of the predictions. A configuration
study suggests that gradient normalization techniques or techniques for carrying
prediction information across tasks are not particularly beneficial or necessary for
such a model.

Follow-up work will focus on strengthening the robustness of our models by
pre-training with self-supervised methods on large corpora. We believe that such
pre-training can be beneficial for learning helpful intrinsic musical information.
Such a step is crucial since more data improves predictions but Roman Numeral
annotations are hard to find or produce. Moreover, we aim to enrich the number
of tasks for joint prediction by including higher-level analytical targets such as
cadence detection and phrase boundary detection. Finally, we aim to extend our
method to the audio domain.
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Abstract: This paper targets the perceptual task of separating the different inter-
acting voices, i.e., monophonic melodic streams, in a polyphonic musical piece. We
target symbolic music, where notes are explicitly encoded, and model this task as a
Multi-Trajectory Tracking (MTT) problem from discrete observations, i.e., notes in a
pitch-time space. Our approach builds a graph from a musical piece, by creating
one node for every note, and separates the melodic trajectories by predicting a
link between two notes if they are consecutive in the same voice/stream. This kind
of local, greedy prediction is made possible by node embeddings created by a
heterogeneous graph neural network that can capture inter- and intra-trajectory
information. Furthermore, we propose a new regularization loss that encourages
the output to respect the MTT premise of at most one incoming and one outgoing
link for every node, favouring monophonic (voice) trajectories; this loss function
might also be useful in other general MTT scenarios. Our approach does not use
domain-specific heuristics, is scalable to longer sequences and a higher number
of voices, and can handle complex cases such as voice inversions and overlaps.
We reach new state-of-the-art results for the voice separation task in classical
music of different styles. All code, data, and pretrained models are available on
https://github.com/manoskary/vocsep_ijcai2023

7.1 introduction

The Multi-Trajectory Tracking (MTT) problem considers an unknown number of
moving objects and deals with the task of connecting a sequence of observations,
usually points or short tracks in a spatiotemporal space, into accurate long-term
trajectories. MTT is a subject of study both in cognitive science and engineering areas
and has applications in numerous fields, including guidance systems, surveillance,
and threat assessment [1].

Existing approaches are based on dynamic programming algorithms that try
to minimize the global cost (or maximize the global probability) of assigning
observations to a certain trajectory [1–4]. Approaches based on deep learning have
been developed in the related field of Multi-Object Tracking (MOT), which also

91

https://github.com/manoskary/vocsep_ijcai2023


92 monophonic voice separation

Figure 7.1: Example of multi trajectory following for musical voice separation in a pitch-
time space. Different trajectories are highlighted with different colors. Box (A)
contains an example of consecutive notes with the same pitch belonging to
different voices. Box (B) contains an example of “distant” notes belonging to the
same voice. The musical excerpt is taken from Bach’s Fugue in C-sharp major,
BWV 872, measures 2-3-4.

concerns itself with an object identification step, usually from images or similar
data where the object positions are not explicitly encoded. Together with the object
detection modules, an MOT system also contains a tracking module, that needs
to deal with the MTT problems. However, while MTT systems can rely only on
the trajectory shapes [5], MOT systems can also rely on the similarity between
the features extracted from the instantaneous state of the objects to compute the
trajectory. For example, an MOT system that tracks a red car from video data will
extract some features about the car being red that will greatly help distinguish this
car from cars of other colours across frames.1

In this paper, we will use an MTT approach to model a musical perception task,
namely, voice separation. Many kinds of music can be seen as a sum or configura-
tion of different voices [6], i.e., trajectories of (mostly) nonoverlapping notes (see
Figure 7.1) as if they were produced by different voices singing together. Such
voices are often not explicitly separated in a score (or a performance on a poly-
phonic instrument such as the piano), and the task of separating them is a useful
step for a number of applications in music information retrieval, such as melody
identification [7] and MIDI to score transcription [8].

Symbolic music denotes a set of musical formats (of different degrees of specificity
and detail, e.g., MusicXML, **kern, MIDI), which contain explicit information
about note pitches, onsets (i.e., starting time), and offsets (i.e., ending times) [9],
as opposed to audio files where all this information is mixed in a single acoustic
signal.2 Single notes can therefore be treated as trajectory observations in the pitch-
time space, and voice separation can be framed as a trajectory following the problem.

1 A plethora of different terms, including “Multi Target Tracklet Stitching”, “Multi Target Tracking”,
are used in the literature to identify different flavours of related problems, and their usage is not
always consistent across different communities. In this paper, we will use only the two terms MTT
and MOT with the meaning indicated above.

2 In particular the input to our model is a set of notes with only pitch, onset, and offset (or duration)
information. We assume them to be quantized, i.e., notes whose onset and offset are aligned to a regular
grid. It is irrelevant to our approach whether these notes are obtained from a score, a transcribed
performance, a generation algorithm, or other sources.
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However, unlike the trajectories of objects that move in space, disentangling voice
trajectories presents a set of unique challenges. Voices are not bound to stay in the
immediate proximity of their last position and typically contain musical rests, that
create “holes” in the trajectory. Note that following the MTT and MOT differences
we highlighted above, voice separation cannot be considered an MOT task. The
static representative of a voice, i.e., a single note, does not contain any information
about the voice to which it belongs. For example, two consecutive notes with the
same pitch may belong to different voices (see Figure 7.1). The correct trajectory
assignment can be made only by considering the rest of the trajectories.

Existing voice separationalgorithms [10–15] use perceptual principles and do-
main heuristics (with a few learned parameters in some cases) to compute the
probability/cost of assigning a note to a certain voice, and then globally optimize
the probabilities/costs for the entire piece. These approaches have a set of intrinsic
weaknesses that limit their performance. The first is a problem with generalization
since the principles and heuristics employed may not remain valid for different
kinds of music. The second is that music is a complex domain full of corner cases,
and modelling it with few rules would naturally make them fail in a number of
situations. Moreover, the search space of dynamic programming approaches that
do global optimization, with an unknown number of voices, scales exponentially
with sequence length and the number of voices, making it necessary to work with
short sequences or to add extra conditions to limit the search space (very common
is to disallow voice crossings, though these can well occur in real music).

In this paper, we overcome these limitations with a technique based on Graph
Neural Networks (GNNs) that does not rely on any heuristic or domain principle. We
frame the voice following as a link prediction problem; we model every note as a
vertex in a graph and greedily predict a link between any pair of notes that should
be consecutive in the same voice. This process results in a graph in which each fully
connected group of nodes corresponds to a different voice. To take advantage of
inter- and intra-voice dependencies during the link prediction phase, we build a rich
set of edges on top of the node vertices, based on the temporal relations between
the corresponding notes in the music piece. We use edge relations to propagate
local note information using heterogeneous message passing. Since each link is
independently predicted, our output could contain invalid configurations where a
note has multiple incoming or outgoing links. Therefore, we also propose a new loss
to enforce this number to be a maximum of one. Our model consistently exceeds
the state-of-the-art for Voice Separation on a large reference dataset with classical
music of different styles. We can further increase the performance by running a
polynomial-time global optimization algorithm that ensures that every note has a
maximum of one incoming and one outgoing predicted link.

The contributions of this work are as follows.

• a heterogeneous graph neural network approach to producing meaningful
contextual features for the MTT task cast as a greedy link prediction problem;

• a new loss function to enforce the MTT constraint of a maximum of one
incoming and one outgoing link for every trajectory observation.
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• the application of MTT on symbolic music, resulting in a generalizable and
scalable approach to the voice separation problem that handles overlaps and
voice-switching;

• new state-of-the-art results on a reference dataset with classical music of
different styles.

7.2 related work

There are a number of approaches that address the problem of separating symbolic
music into monophonic voices that are relevant to our work. Duane and Pardo [13]
propose the evaluation measure that was used in most of the subsequent research,
including ours, and frame the voice separation problem as a set of link prediction
problems between each pair of notes. The main conceptual difference between
their approach and ours is that we enrich the note features with embeddings
computed with a graph neural network, which drastically increases the quality
of the predictions. Instead, they run a global optimization algorithm that scales
exponentially with the note sequence length. This forces them to restrict the search
space by not considering voice-crossings and to target only a few measures each
time, stitching together the results afterwards.

The current state-of-the-art results, which we compare to in this paper, were
produced by Mcleod and Steedman [15] with an HMM-based method where
the probabilities of having a note assigned to a voice are based on Huron’s [16]
perceptual principles of minimizing the time distance between consecutive notes
and the pitch distance in a voice. To restrict the exponential search space for the
global solution, they employ a modified Viterbi algorithm where at each step only
the two best options are kept.

Notable for an approach which does not require the global optimization process,
is the work of Gray and Brunescu [17]. They run a left-to-right algorithm where a
neural network greedily predicts, at each step, which existing voice a note should
be assigned to (or whether to create a new voice). However, the network is not
informed about inter-voice interactions or future voice trajectories, and the manually
engineered features they use to help the prediction process are not enough to achieve
higher experimental results than McLeod and Steedman. Also worthy of mention
is the work of Hsiao and Su [18], which model the score as a graph, and use
unsupervised node graph clustering to separate different voices. The limits of this
model lie in the fact that the clustering algorithm expects a given number of voices
as input, and the heuristic the authors devise to estimate this number assumes the
number of voices to be constant during the piece, which is a hypothesis that we are
not introducing. Moreover, despite some slightly misleading claims, this approach
does not reach new state-of-the-art results. in the case of quantized music, which
we assume to be the input of our system.

Another field of research [19–21] targets music that can contain chords (i.e.,
multiple simultaneous notes) in the same voice. This is a different task (see [22] for
a discussion of different types of voice separation problems) and is not the focus of
our work. We are also not targeting the problem of voice separation from human
performance data that is explored by McLeod and Steedman [15].
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Similarly to the above-mentioned work in voice separation, multi-trajectory
tracking (MTT) research is based on dynamic programming algorithms that perform
global optimization on possible trajectories [1–4]. The field of Multi-Object Tracking
(MOT) has received more attention in recent years, with a number of articles using
GNNs. Our approach shares some similarities with the work of Brasó and Leal-
Taixé [23], Weng et al.[24], and Wang et al.[25], in particular, the formulation of
trajectory tracking as a greedy link prediction problem and the use of GNNs to
generate relevant features for this prediction. However, our data present a different
set of challenges: the absence of useful static features and large temporal and spatial
(pitch, in our case) gaps between consecutive observations in the same trajectory.
Therefore, while the aforementioned MOT papers use only homogenous graphs
(with some minor improvements by Brasó and Leal-Taixé [23] that treat past and
future links differently), we use heterogeneous graph neural networks with seven
different link types, to create more informative node embeddings.

Finally, some works [24, 25] use the cross-entropy loss applied column-wise and
row-wise in the adjacency matrix, to force each node to have a maximum of one
incoming and one outgoing link. With the same goal, we propose an alternative
loss that gives us better experimental results.

7.3 approach

We model the input of our system, i.e., a set of quantized notes, with pitch, onset,
and offset information, with a graph structure, where every note corresponds to
a node in the graph. If we consider a set of links that connect only consecutive
notes in the same voice (see Figure 7.2, right part), then the voices correspond to
connected components in the graph. Such a set of links is the desired output of our
system, and the ground truth used for training.

Formally, consider a musical piece as a set V of notes, where the temporal position
of the onsets defines a non-strict total order (i.e., multiple notes may have the same
onset). Let Θ be a partition of V in disjointed voices θ. Since voices are monophonic,
each voice defines a trajectory of length l, Tθ = [vθ

1 . . . vθ
l | v ∈ V]: a strictly-ordered

set that contains notes consecutive in the same voice. We can also view it as a set of
pairs of consecutive notes in the same voice:

Etarget = {(vθ
i , vθ

i+1) | ∀θ ∈ Θ, vθ
i ∈ Tθ} (7.1)

Etarget, as a specification of the voices in a piece, defines our ground truth. Our
goal is to predict such a set, and we do this by applying a binary classifier to every
potential note pair (u, v) ∈ V × V. We name the predicted set Epred. This process
can be seen as predicting whether there is a link between u and v, hence it is usually
called link prediction.

We model a piece as a heterogeneous graph [26] with different types of relations
(or edge types) between notes and learn note embeddings using a GNN. Let
G = (V, Ein,R) be a graph such that V is the set of notes, Ein is the set of edge
relations (or typed edges) , and R is a set of relation types. Every edge relation is
defined by a triplet, i.e. (u, r, v) such as u, v ∈ V and r ∈ R. In addition, we associate
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every note with a vector of k features that describe some intrinsic note properties.
We assume all these feature vectors to be collected in a matrix X ∈ R|V|×k.

Therefore, our approach to voice separation can be summarized as follows: given
a musical piece in symbolic form, we build a heterogeneous graph G = (V, Ein,R)

and a set of node features X, and we use it to predict a set of links Epred that encode
the voice trajectory according to Equation 7.1.

7.3.1 Graph Building

Given a musical piece, the graph-building process creates a set of edges Ein, with
different relation types R. We follow the work of Karystinaios and Widmer [27] and
Jeong et al. [28] but adapt it to our voice separation problem by not using explicit
musical rests (which are not present in our input) and considering a dedicated set
of relation types that does not include any voice information. Let us consider three
functions on(v), dur(v), and pitch(v) defined on a note v ∈ V that extract the onset,
duration, and pitch, respectively.

A labeled edge (u, r, v) of type r between two notes u, v belongs to Ein if the
following conditions are met:

• notes starting at the same time on(u) = on(v) −→ r = onset

• note starting while the other is sounding on(u) > on(v) ∧ on(u) ≤ on(v) +
dur(v) −→ r = during

• note starting when the other ends on(u) + dur(u) = on(v) −→ r = follow

• note starting after a time frame when no note is sounding on(u) + dur(u) <
on(v) ∧ ∄v′ ∈ V, on(v′) < on(v) ∧ on(v′) > on(u) + dur(u) −→ r = silence

It is worth noting that, by construction, “onset” is the only undirected relation
type, i.e., if (u, onset, v), then (v, onset, u). To keep our graph informed about the
temporal evolution of the piece, we want the edges that connect notes at different
times to be directed and only point to the future. But we also want the prediction to
depend on future context. Therefore, we add in R three more types corresponding
to the inverse of “during”, “follow”, and “silence”, and we add to Ein the inverse
edges with such types.

7.3.2 Node Features

We build a feature vector for every note v ∈ V. This contains the note’s pitch-class
and octave, as one-hot vectors of size 12 and 8 respectively, and the duration. The
duration is encoded as a single float value d ∈ [0, 1] computed as

dn = 1 − tanh
dur(v)
dur(m)

, (7.2)

where dur(m) is the duration of the bar to which the note belongs. This information
is also available in the symbolic music that we have as input. Normalization with
bar duration has the objective of making d independent of the time signature of the
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Figure 7.2: The GMTT model architecture for link prediction.

piece, and the tanh function gives more resolution for lower note values while still
being able to encode high durations. Additionally, we use a positional encoding
based on the 20 first eigenvectors from the Laplacian of the adjacency matrix similar
to the work of Dwivedi et al. [29].

7.3.3 Model

Our model consists of two parts: a node encoder and a link predictor.
The goal of the node encoder is to project node features X to an embedding

space that is enriched with context information. It consists of a series of Residual
Gated Convolutions [30] with Jumping Knowledge [31]. To account for the different
edge relation types r ∈ R, we compute independent representations for each type
of relation and average them at the end of each convolutional block [32]. More
specifically, for every v ∈ V:

h(l+1)
vr = W(l)

1 h(l)
v + ∑

u∈Nr(v)
η
(l)
v,u ⊙ W(l)

2 h(l)
u (7.3)

η
(l)
v,u = σ(W(l)

3 h(l)
v + W(l)

4 h(l)
u ) (7.4)

h(l+1)
v =

1
|R| ∑

r∈R
h(l+1)

vr (7.5)

where h(l)v is the embedding of node v for layer l, σ denotes the sigmoid function,
and r denotes the relation type. On top of our convolutional blocks, we add
Jumping Knowledge, i.e., a bi-directional LSTM that connects the output of every
convolutional layer l ∈ L of the encoder:

h(jk)
v =

L

∑
l=1

α
(l)
v h(l)

v (7.6)
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where α denotes the attentional weights obtained by the LSTM and hv is the node
embedding for node v.

The link predictor part of our model is a multilayer perceptron (MLP) that
performs the binary classification task of deciding whether two notes should be
linked (i.e., be part of Epred). Due to our problem definition, the predictor only
considers the links between (u, v) if on(u) + dur(u) ≤ on(v). We name the set of
potential links Λ. For every potential link (u, v) ∈ Λ we concatenate the embeddings
of u and v produced by the encoder and give them as input to the link predictor:

ŷu,v = MLP(concatenate(h(jk)
u , h(jk)

v )) (7.7)

where ŷu,v ∈ [0, 1] denotes the predicted probability of a link from u to v. For links
(u, v) /∈ Λ we set ŷu,v = 0. We choose to concatenate the encoder’s embeddings
instead of taking their product because our links are directed, i.e. (u, v) ∈ Epred ̸
=⇒ (v, u) ∈ Epred.

After this process, we are left with a probability for each pair (u, v) to be part of
Epred. We round the probabilities according to a threshold value τ to obtain hard
predictions.

7.3.4 Loss

In the training phase, we use positive and negative link prediction samples by
subsampling the negative samples in Λ (i.e. {a ∈ Λ | a /∈ Etarget}) to match the
number of positives. We train our model by minimizing the Binary Cross-entropy:

Lclf = − ∑
u,v∈D

(yu,v log(ŷu,v) + (1 − yu,v) log(1 − ŷu,v))) (7.8)

where yu,v = 1 if (u, v) ∈ Etarget, 0 otherwise.
Let Â ∈ [0, 1]|V|×|V| be the weighted graph adjacency matrix over V that contains

ŷu,v at the corresponding indices. Since all our voices are disjointed, a note u can be
connected to at most one note t that occurs before u and at most one note v that
occurs after u. This means that, in a perfect prediction scenario, we would have
in Â only one non-zero element for each row and each column (or all zeros if the
corresponding note ends or starts a voice, respectively). One can therefore regard
the ideal output of our system as the result of a linear assignment problem [33]
over the predicted adjacency matrix Â.

In order to drive Â to be in this format we propose a regularization loss, loosely
inspired by [34], in addition to the classification loss. It is defined as follows:

L(1)
reg = ∥ζ − ∑

i∈N
Â[i, :]∥2 + ∥ξ− ∑

j∈N
Â[:, j]∥2 (7.9)

L(2)
reg = ∥ζ −

√
∑
i∈N

Â2[i, :]∥2 + ∥ξ−
√

∑
j∈N

Â2[:, j]∥2 (7.10)

L(tot)
reg =

L(1)
reg + L(2)

reg

N
(7.11)
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where N is the number of nodes in the graph, ζ is a binary-valued vector of length
N with ones only for the nodes that are source nodes of ground truth links in Etarget,
and ξ is also a binary-valued vector, with ones only on the destination node indices
of the ground truth links.

Equation 7.9 encodes the linear assignment optimization objective, modified to
allow rows and columns with only zeros. Furthermore, we add Equation 7.10,
which uses the L2 norm of rows and columns, by squaring the positive valued Â.
L2 and L1 are known to have different strengths in minimization problems [35], and
we found their sum to yield the best experimental results. Together, 7.9 and 7.10

constitute the regularization loss which is normalized by the order of the graph, i.e.
the number of nodes |V|, since different musical pieces have a different number of
notes. The total loss of the system is then defined as:

Ltotal = Lclf + αL(tot)
reg (7.12)

where α is the regularization loss weight. The regularization loss weight α is
initialized to 0 and then it is gradually increased every epoch. Conceptually, during
the first epochs of training, the focus is on the classification loss, but as training
progresses the focus shifts towards a matrix that also satisfies linear assignment
conditions.

7.3.5 Postprocessing

Based on the premise introduced in the previous section, we can view the predicted
adjacency matrix Â as a weighted matrix on which we can apply the Hungarian
algorithm [36] to solve the linear assignment problem.

Due to our restriction on the potential links Λ, the lower triangular and the
diagonal of the adjacency Â only contain zeros and should not be the focus of the
prediction nor the assignment. Therefore, the linear assignment of our matrix only
takes part in the upper triangular part of the predicted adjacency. This formulation
simplifies the time complexity of the linear assignment.

Given the number of nodes N, our linear assignment optimization objective is
defined as:

maximize
N−1

∑
i=0

N

∑
j=i+1

Â[i, j] ∗ B[i, j]

subject to ∑
j∈[i+1..N]

B[i, j] = 1 for i ∈ [0..N − 1],

and ∑
i∈[0..j]

B[i, j] = 1 for j ∈ [1..N]

where B[i, j] ∈ BN×N is a learned binary mask over Â. The updated matrix is given
for any two indices i, j by Â′[i, j] = Â[i, j] ∗ B[i, j]. This matrix contains new link
probabilities and, equivalently to the approach without post-processing, we round
them according to a threshold value τ to obtain hard predictions.
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7.4 experiments

Below, we describe the datasets and the experimental settings.

7.4.1 Datasets and Preprocessing

For training and testing our system, we need sets of quantized notes, with pitch,
onset, and offset information, with a ground-truth separation into voices, provided
by musical experts. We obtain these from a curated collection of musical scores3

from different composers and styles. In particular, we use all the 474 pieces from
the Symbolic Multitrack Contrapuntal Music Archive (MCMA) (see [37] for a
detailed list of the pieces contained), and 662 pieces from the KernScore project
http://kern.humdrum.org/, in particular from the Bach Chorales, the Haydn string
quartets, and the Mozart string quartets, which (mostly) satisfy our assumption of
monophonic voices. With a total of 1136 pieces, our dataset constitutes the largest
data set publicly available for the voice separation task in symbolic music.

To evaluate our system on different degrees of piece complexity and a variety of
musical styles, we run five separate experiments. For each experiment, we fix as
a test set a subset of our total data and consider 90% of the remaining pieces for
training and 10% for validation. In particular, our five test sets consist of 15 Bach
inventions, 15 Bach sinfonias, 12 Bach fugues from WTC I, 12 Bach Fugues from
WTC II, and 210 Haydn string quartet movements. This corresponds with the data
used by McLeod and Steedman [15].

The pieces are available in different file formats and we use the Python library
Partitura [38] to extract the list of notes for each voice. We then preprocess them by
removing possible extra notes that would violate the monophonic voice assumption
(mostly final chords at the very end of the pieces). In particular, if more than one
simultaneous note exists in a single voice, we remove all except the highest. This
preprocessing operation removes 0.72% of the total notes in our dataset and was
done similarly by Mcleod and Steedman [15].

For practical reasons, during the preprocessing phase, we also produce the set
of potential links Λ that our model should predict on. For each note u ∈ V, we
restrict the potential links to notes v that are at most 2 measures after. We may thus
have Λ ⊂ Etarget, in which case some links in the ground truth will be assigned
a probability 0, independently from any other model choice. This means that if a
sufficiently long rest exists between two notes of a voice, this voice will be inevitably
split into two voices. It is worth noting that this happens very rarely in our datasets.
However, this restriction can be relaxed to a longer duration, or removed completely,
at the cost of a higher training and inference time.

The graphs produced by our preprocessing phase contain a total of 867,226 nodes
and 5M input edges. The number of potential links is 30M, with 863,277 true links.
From the latter, 2,264 links are not considered due to the modelling restrictions
aforementioned.

3 Note that a score also contains many other musical and graphical elements, such as rests, slurs, and
stem directions, that could help in the voice separation task; we discard these in our application.
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7.4.2 Main Experiment

For our main experiment on the five test sets mentioned above, we use the AdamW
optimizer, with learning rate 0.003 and weight decay 0.005. We fix the other param-
eters of our model to 3 convolutional layers, a convolutional embedding size of 128,
i.e. h(l)u ∈ R128 for a node u and layer l, and prediction threshold τ = 0.5. The link
predictor (MLP) part of our model has the same hidden size and number of layers.

We evaluate our model GMTT with and without post-processing (i.e., applying
the Hungarian algorithm to filter the model’s predictions) and compare it with the
current state-of-the-art voice separation method of McLeod & Steedman [15]. The
results are given in terms of recall, precision, and F1-score, calculated between the
predicted links Epred and ground truth Etarget.

The results in Table 7.1 show that GMTT without post-processing is roughly on
par with the SOTA, except for the Haydn String Quartet test set, for which we
achieve significantly better results. This is an important result since in contrast
to all the other approaches in the literature, our system is able to produce high-
quality results for the problem of voice separation by only performing local/greedy
predictions on single links. These performances are the result of embeddings
that were generated by a graph neural network, which provided rich contextual
information to the link predictor.

Linear assignment post-processing slightly reduces the recall, but considerably
increases the precision, finally producing a higher F1-score. This means that, while
our system comes very close to respecting the constraints of having only one
incoming edge and one outgoing link for every note, especially thanks to our
proposed regularization loss (see Section 7.4.3 for a discussion on this), it still
predicts some invalid configurations.

Overall, our improvement over the previous state-of-the-art approach is par-
ticularly significant for the Haydn String Quartets collection, which is also the
most complex collection to separate. In Section 7.5 below, we conduct a qualitative
analysis of an individual example and discuss the musical elements that make this
collection so challenging.

7.4.3 Ablation Studies

We perform several ablation studies to understand how our design choices impact
the model performance. For each experiment, we change one element of our
architecture; if the element is useful, we expect a reduction in F1-score. We fix
the hyperparameters of our model to the ones in Section 7.4.2. A summary of the
ablation studies can be seen in Table 7.2 and the single experiments are discussed
below.

effect of heterophily We tested our model using heterogeneous and homo-
geneous graph convolutional blocks. Leveraging the heterogeneous relations of the
score graph has consistently improved results on voice separation, as can be seen
by comparing row 1 (Homogeneous) in Table 7.2 to row 5 (GMTT).
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Models Haydn WTC II

Homogeneous 0.809 ± 0.012 0.943 ± 0.007
SageConv Block 0.828 ± 0.005 0.944 ± 0.002
No regularization 0.720 ± 0.021 0.856 ± 0.049
Fixed regularization 0.652 ± 0.18 0.942 ± 0.015
GMMT 0.850 ± 0.001 0.962 ± 0.001

Table 7.2: Ablation experiments, all the scores presented are binary F1-scores without
postprocessing (i.e., LA). Homogeneous denotes homogeneous graph message
passing, SageConv denotes the GraphSage convolutional block, No regularization
means a regularization weight α = 0, Fixed Regularization has α = 1, and GMMT
is the model from Table 1, for comparison.

effect of convolutional block We experimented with two types of Convo-
lutional Blocks, standard Graph Sage and Residual Gated Convolution. Residual
Gated Convolution consistently outperforms Graph Sage convolution in our datasets
(row 2 vs. row 5).

effect of regularization loss The regularization loss with gradual weight-
ing tends to stabilize training, resulting in more consistent results. Instead, using
α = 1 we may obtain results close to the final GMMT model using epoch weighting,
but the results vary across repetitions of the run (row 4 in Table 7.2). Using no
regularization results in a high number of false positive predictions, which even-
tually drops the overall F1-score (row 3). This clearly testifies to the ability of the
regularisation loss to enforce row-column voice link sparsity. Our preferred model
(row 5) has the lowest standard deviation and the best average performance across
runs.

7.5 discussion

In this section, we investigate what makes voice separation on string quartets so
challenging and the reasons for our model’s better performance. Compared to
our other musical corpora, string quartets have a much different orchestration,
which may include a bigger instrument range, more frequent and longer rests,
accompaniment split to multiple voices (for example between the cello and the
viola), octave doubling, and big jumps in pitch within one voice/instrument line.
Some of these differences can be attributed to the fact that the individual voices
in a string quartet are played by different instruments, which makes it easier for
listeners to keep track of voices and gives the composer more freedom in composing
a texture that is still comprehensible.

In Figure 7.3, we provide an example – bars 25-26 of Haydn’s String Quartet Op17

No2, 1st movement – that demonstrates some of these properties together with
our model’s prediction and the ground truth. In this two-bar excerpt, we notice
several challenging properties, such as octave jumps within the same voice, rests in
between notes of the same voice, and voice crossings – i.e., the 1st violin (top voice
or yellow colour in the pianoroll) starts lower than the viola and the 2nd violin
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Figure 7.3: Ground truth and prediction for Haydn String Quartet Op17 No2, 1st mvt.,
bars 25-26. False negative errors are highlighted with dashed arrows and false
positive with solid arrows.

but ends more than one octave higher than any other voice by measure 26. This
passage is a real challenge for the voice separation algorithm, and it is solved in a
very reasonable way by our context-aware network.

A closer look at our model’s errors reveals three faulty sections. The first occurs
between the viola and the 2nd violin on the third quarter beat of bar 25, where
we observe a rhythmically identical voice crossing (red and green streams). This is
indeed hard to discern without additional knowledge; human listeners would likely
parse this correctly based on the specific sound (timbre) of the instruments, per-
forming something more akin to Multi-Object Tracking (MOT), in our terminology.
Another voice crossing mistake occurs between the same two voices on beat 3 of bar
26, where we incorrectly predict the start of a new voice (which is then continued in
black). Finally, we notice a rest discontinuity mistake on the cello (bottom; blue and
orange lines) on the 3rd beat of bar 26. These examples test the limits of our network
and also raise a perceptual question, whether a human analyst would be able to
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correctly assess these voice assignments from this bare representation, without
additional perceptual clues. We leave this as an open question and a starting point
for discussions on possibly more “natural" definitions of the voice separation task.

7.6 conclusion and future work

In this paper, we present a novel method for the perceptual problem of voice
separation from symbolic music that achieves new state-of-the-art performance.
We propose a formulation as a multi-trajectory tracking problem, and an end-to-
end approach, based on heterogeneous neural networks, that does not rely on
any heuristic or musical assumption that may be correct only for limited kinds
of music. That allows us to handle traditionally complex corner cases such as
voice inversions and overlaps. Furthermore, our approach can find a global voice
separation solution on the entire piece, without pruning any potentially relevant
option, with a complexity that is independent of the number of voices and scales
polynomially with the number of notes in a piece. We also study the problem
of reducing the dependence on any postprocessing algorithm and consider only
the local, greedy predictions made by the neural network. We propose a new
regularization loss that drastically improves our results in this setting, and may be
useful for other general MTT scenarios.

Our work can be extended in a number of directions. We plan to address voice sep-
aration for unquantized MIDI, i.e., musical pieces obtained by a human recording;
this would let us explore how much the expressive timing and intensity deviations
introduced by the performer correlate with voice information. Also, we want to re-
lax the monophonic voice assumption to target pieces where multiple simultaneous
notes (i.e., chords) can be present in the same voice. Finally, we aim at developing
a voice separation method from raw audio, which could also contain relevant
information for the voice separation task that is not available in the symbolic format.
In the case of multiple instruments performing multiple voices, this would blend
into the field of instrument/source separation.
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Abstract: This paper approaches the problem of separating the notes from a
quantized symbolic music piece (e.g., a MIDI file) into multiple voices and staves.
This is a fundamental part of the larger task of music score engraving (or score
typesetting), which aims to produce readable musical scores for human performers.
We focus on piano music and support homophonic voices, i.e., voices that can
contain chords, and cross-staff voices, which are notably difficult tasks that have
often been overlooked in previous research. We propose an end-to-end system
based on graph neural networks that clusters notes that belong to the same chord
and connects them with edges if they are part of a voice. Our results show clear
and consistent improvements over a previous approach on two datasets of different
styles. To aid the qualitative analysis of our results, we support the export in
symbolic music formats and provide a direct visualization of our outputs graph
over the musical score. All code and pre-trained models are available at https:
//github.com/CPJKU/piano_svsep

8.1 introduction

The musical score is an important tool for musicians due to its ability to convey
musical information in a compact graphical form. Compared to other music rep-
resentations that may be easier to define and process for machines, for example,
MIDI files, the musical score is characterized by how efficiently trained musicians
can read it.

An important factor that affects the readability of a musical score for instruments
that can produce more than one note simultaneously, is the separation of notes into
different voices (see Figure 8.1). This division may follow what a listener perceives
as independent auditory streams [1], which can also be reflected in a clearer visual
rendition of a musical score [2]. A similar point can be made for the division into
multiple staves (generally 2) for instruments with a large pitch range, such as piano,
organ, harp, or marimba. We will consider in this paper piano music.
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Figure 8.1: Comparing different voice/staff assignments for two bars from C. Debussy’s
Estampes - Pagodes. (top) original; voices can be inferred from the beam
grouping and (horizontal lines connecting notes), rests, and stem sharing, and
are colored for clarity. (bottom) hard-to-read rendition with voice and staff
assigned according to heuristics we propose as a baseline.

The term voice is frequently used to describe a sequence of musical notes that
do not overlap, which we call a monophonic voice. However, this definition may be
insufficient when considering polyphonic instruments. The voices could contain
chords, which are groups of synchronous notes (i.e., notes with the same onset and
offset) and are perceived as a single entity [3]. We name a voice that can contain
chords a homophonic voice. Note that notes partially overlapping notes cannot be
part of a homophonic voice.

Music encoded in MIDI (or similar) formats, even when containing quantized
notes, time signature, or bar information, often does not contain voice and staff
information. The same can be said for the output of music generation [4], tran-
scription [5], or arranging [6] systems. Therefore, such music cannot be effectively
converted into a musical score, to be efficiently read and played by human mu-
sicians.2 The tasks of producing voice and staff information from unstructured
symbolic music input are called voice separation (or voice segregation in some
papers [3]) and staff separation, respectively.

Most of the existing approaches to voice separation have focused only on music
with monophonic voices [7–12], which is not sufficient for our goal of engraving3

piano music. The task of homophonic voice separation is much harder to solve: the
presence of chords within voices makes the space of solutions grow much bigger;

2 Voice and staff separation are only two of the multiple elements, such as pitch spelling, rhythmic
grouping, and tuplet creations, which need to be targeted by a score engraving system, but we will
only focus on the former two in this paper.

3 “score engraving” and “score typesetting” are used interchangingly.
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and the choice of the “true voice separation” can be ambiguous, with multiple valid
alternatives among which experts may disagree.

The existing approaches to homophonic voice separation can be divided into two
groups: the first [1, 3, 5, 13] use dynamic programming algorithms based on a set of
heuristics, which makes for systems that are controllable and interpretable, but also
hard to develop and tune. Such systems are often prone to fail on exceptions and
corner cases that are present in musical pieces. The second group of approaches [14–
17] applies deep learning models to predict a voice label for each note. Such an
approach creates two fundamental issues: i) the necessity of setting a maximum
number of voice labels, and ii) a (highly) unbalanced ratio of occurrence of some
voice labels. Moreover, all these approaches assume that a voice cannot move
between the two staves, which is not true for complex piano pieces.

In this work, we propose a novel system for homophonic voice separation that
can efficiently and effectively assign notes to voices and staves for polyphonic
music engraving. Efficiency is ensured by a graph neural network (GNN) encoder,
which can create input embeddings with a relatively small number of parameters.
Effectiveness is targeted by approaching voice prediction not as a note labeling, but
as an edge prediction problem [12], which solves the maximum voice number and
the label imbalance problems presented above. Our system predicts staff and voice
separately and does not make any assumption on the number of voices; therefore it
can deal with cross-staff voices and complex corner cases. We avoid the problem of
ground truth ambiguity since we focus specifically on voice separation for musical
score engraving, therefore we can extract the (unique) ground truth directly from
digitized musical scores.

We evaluate our system on two piano datasets of different difficulty levels, one
containing popular, the other classical music. A comparison with a baseline and
the approach of Shibata et al. [5] shows a consistent improvement in performance
on both datasets. Finally, we develop a visualization tool to display the input and
output of our system directly on the musical score, and discuss some predictions
and comments on homophonic voice separation.

8.2 related work

The most influential work for this paper is the monophonic voice separation system
by Karystinaios et al. [12]. Similarly, we consider voice separation a edge predic-
tion task and use a similar score-to-graph routine and the same GNN encoder.
Differently from that work, we consider homophonic voices and staves and, there-
fore, we extend the model formulation, the deep learning architecture, and the
postprocessing routine to deal with this information.

Shibata et al. [5] developed a voice and staff separation technique applied after
music transcription to quantized MIDI files. It works in two stages: first, an HMM
separates the notes of the two hands (which will then be used as staff), and then a
dynamic programming algorithm that maximizes the adherence to a set of heuristics
is applied to separate voices in the two hands independently. We compare against
this method since it is the most recent approach focusing specifically on homophonic
voice separation.
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There are some approaches based on neural networks [14–17], but they never
perform this task in isolation, but rather in combination with other tasks such as
symbolic music transcription, full scorification, and automatic arrangement. This
means that they can only train on a much smaller dataset and a comparison would
not be fair.

All the approaches mentioned before, except [12], perform voice separation as a
label prediction task, which is problematic, as discussed in the introduction, due to
the label imbalance and choice of the maximum number of voices. The former is
particularly problematic for the neural network approaches.

8.3 methodology

Our system inputs data in the form of a set of quantized notes (e.g., coming from a
quantized MIDI or a digitized musical score), each characterized by pitch, onset,
and offset. This information is modeled as a graph, which we call input graph,
and then passed through a GNN model to predict an output graph containing
information about voices, staves, and chord groupings. We remind the reader that
in our ‘homophonic voice’ scenario, chords are groups of synchronous notes that
belong to the same voice.

8.3.1 Input Graph

From the set of quantized notes representing a musical piece we create a directed
heterogeneous graph [18] Gin = (V, Ein,Rin) where each node v ∈ V corresponds
to one and only one note, and the edges e ∈ Ein of type r ∈ Rin model temporal
relations between notes [12]. Rin includes 4 types of relations: onset, during, follow,
and silence, corresponding, respectively, to two notes starting at the same time, a
note starting while the other is sounding, a note starting when the other ends, and
a note starting after a time when no note is sounding. We also create the inverse
edges for during, follows, and silence relations. Each node corresponds to a vector
of features: one of the 12 note pitch classes4 (C, C#, D, etc.), the octave in [1, . . . , 7],
the note duration, encoded as a float value d ∈ [0, 1] computed as the ratio of the
note and bar durations, passed through a tanh function to limit its value and boost
resolution for shorter notes, as proposed in [12]. We don’t consider grace notes in
our system, and we remove them from the input notes.

8.3.2 Output Graph

The output graph Gout = (V, Eout,Rout) has the same set V of nodes as the input
graph, but a staff number in {0, 1} is assigned to every node. There are two edge
types in Eout: chord and voice, i.e. Rout = {"chord", "voice"}.

Voice edges [8, 12] are an alternative in the literature to the more straightforward
approach of predicting a voice number for every note; the usage of voice edges

4 We don’t consider tonal pitch classes [19] since they are not specified in MIDI files which we assume
to be our input.
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has the advantage of enabling a system to work with a non-specified number of
voices, and avoiding the label imbalance problem for high voice numbers. Voice
edges are directed edges that connect consecutive notes (without considering rests)
in the same voice. Formally, let u1, u2 ∈ V be two notes in the same voice then
(u1, "voice", u2) ∈ Eout if and only if offset(u1) ≤ onset(u2) and ∄ u3 ∈ V within the
same voice such that offset(u1) ≤ onset(u3) < onset(u2).

The previous definition also holds in our setting with homophonic voices. Let us
extend the definition of chord (a set of synchronous notes) to include the limit case
of a single note. Two chords are consecutive if any two notes, respectively, from the
first and second chords are consecutive. In the case of two consecutive chords with
m and n notes in the same voice, there will be m ∗ n voice edges.

Chord edges are undirected and connect all notes that belong to the same chord
without self-loops, so for a n-note chord, there are n(n − 1) edges. They serve to
unambiguously identify which notes together form a single chord.

The same output graph can be created from an already properly engraved score.
To obtain the graph we only need to draw the true voice edges between consecutive
notes in the same voice within a bar and for chord edges we draw the chord ground
truth between synchronous notes with the same voice number assignment. This
graph can subsequently serve as the ground truth during training.

8.3.3 Problem Simplification

In this section, we apply some obvious musical constraints to reduce computation
and memory usage in our pipeline, without impacting the results. Let us first
focus on chord edge prediction. Given the simple constraint that all notes of a
chord must start and end simultaneously, we can restrict the chord edge prediction
process to only consider pairs of sychronous notes (same onset and offset values)
as candidates. We do this by creating a set of chord edge candidates Λc which are
calculated automatically and associated with our input graph. Only notes connected
by such candidate edges will be considered in the chord prediction part of the
model (see next section).

The same reasoning can be applied to the voice edges, by creating a set of
voice edge candidates Λv such that ∀u1, u2 ∈ V, (u1, "voice", u2) ∈ Λv only when
offset(u1) > onset(u2). Another step can be taken towards reducing the number of
candidates in the set Λv by incorporating some musical engraving considerations.

The separation of notes in multiple voices does not have to be consistent in the
whole score, but only within each bar, to produce the intended visual representation.
There are no graphical elements that show if two notes in different bars are or
are not in the same voice5. Music engraving software does not force users to use
consistent voices across bars. This can be often observed in digitized musical scores
where music motives that belong to the same voice, are assigned different voices
in different bars. Such observations have motivated projects such as the Symbolic
Multitrack Contrapuntal Music Archive [20] that explicitly encode a “global” voice
number.

5 This may change for cross-bar beamings, but they are very rarely used in standard music notation
(there are no occurrences in our datasets) and therefore we do not consider them in this work.
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Figure 8.2: Our Architecture. For simplification, we display the output graph as having
“hard” voice predictions, while these are probabilities over voice candidates.

Since cross-bar consistency is not necessary for our goal of engraving (and is often
wrongly annotated in our data) we limit the voice edge candidates Λv to contain only
pairs of notes that occur within the same bar. This design choice is also reflected
in our evaluation, i.e. we do not evaluate how the voices propagate across bars,
but only within each bar. Note that this process is different from processing each
bar independently since our network (detailed in the next section) considers music
content across bars.

8.3.4 Model

We design an end-to-end model (see Figure 8.2) that receives an input graph as
described in Section 8.3.1 and produces an output graph as in Section 8.3.2. The
model is organized as an encoder–decoder architecture.

The encoder receives an input graph created from a quantized MIDI score and
passes it through three stacked Graph Convolutional Network (GCN) blocks to
produce a node embedding for each note. We use the heterogeneous version of the
Sage convolutional block [18] with a hidden size of 256; the update function for
each node u is described by:

h(l+1)
N (u) = ∑

(
{hl

v, ∀v ∈ N (u)}
)

h(l+1)
u = σ

(
W · concat(hl

u, hl+1
N (u))

) (8.1)

where N (u) are the neighbors of node u, σ is a non-linear activation function, W is
a learnable weight matrix.

The decoder consists of three parts that all use the same node embedding as
input: i) a staff predictor; ii) a voice edge predictor; and iii) a chord clustering (i.e.,
a chord edge predictor). The staff predictor is a 2-layer Multi-Layer Perceptron (MLP)
classifier that produces probabilities for each graph node (i.e., each note) to belong
to the first or second staff. The voice edge predictor receives the embeddings of pairs
of notes connected by edge candidates and produces a probability for each pair
to be in the same voice. It works by concatenating the pairs of note embeddings
and applying a 2-layer MLP. The final decoder part, chord clustering, receives the
embeddings of pairs of notes connected by chord edge candidates (i.e., pairs of
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synchronous notes) and produces the probability for a pair to be merged into a
chord. This is achieved by computing the cosine similarity between the elements
of the pair. This process forces the node embeddings created by the decoder to be
similar to each other for notes of the same chord, which helps the voice predictor
produce consistent voice edge probabilities for notes of the same chord. We apply a
threshold to pass from probabilities to decisions on which notes to cluster.

The complete model contains ∼ 3M parameters and we train it end-to-end with
the (unweighted) sum of three Binary Cross Entropy loss functions, one for each task.

8.3.5 Postprocessing

A straightforward approach to deciding whether to connect two notes with a voice
edge would be to threshold the predicted voice edge probabilities. However, even
when using edge and chord candidates, we could still produce three kinds of
invalid output: (1) multiple voices merging into one voice, (2) one voice splitting
into multiple voices, and (3) notes in the same chord that are not in the same voice.
To eliminate these issues, we add a postprocessing phase that accompanies our
model and guarantees a valid output according to music engraving rules.

The first step, which we call chord pooling, merges all nodes that belong to the
same chord to a single new "virtual node". This is done by looking for the connected
components considering only chord edges in the output graph, then pooling in a
single node all original nodes in each connected component, creating a new node
which has as incoming and outgoing voice edges all edges entering and exiting the
original nodes, respectively. If multiple edges collapse in one edge (e.g. in the case
of two consecutive chords in the same voice), the new edge has a probability that is
the average of the corresponding edge probabilities.

After the first step, we are left with monophonic streams, which could still
exhibit problems (1) and (2). We can solve this with the technique proposed in [12]
for monophonic voices, i.e. by framing the voice assignment problem as a linear
assignment problem [21] over the adjacency matrix obtained by the updated edge
candidates Λ′

v. We follow the linear assignment step by unpooling or unmerging
the nodes that were previously pooled, in this way, obtaining the original nodes
again. During unpooling, the incoming edges and outgoing edges of the "virtual
nodes" are reassigned to each original node, thus resolving problem (3).

The complete postprocessing method is depicted in Figure 8.3. It is worth noting
that the staff labels are not considered during the postprocessing phase, and we
copy them unchanged to the postprocessed output graph.

8.3.6 Evaluation

We evaluate the predicted voice assignments with the metric proposed by Hiramatsu
et al. [15], which formalizes the metric of McLeod and Steedman [22]. This is a
version of the F1-score for voice separation [8] which is adapted to work on
homophonic voices, by reducing the importance of notes if they are part of a chord.
This is important since chords create many voice edges (e.g., two 4-note chords in
the same voice are connected by 16 edges), which could potentially overshadow the
importance of edges in monophonic voices (or voices with fewer/smaller chords).
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Figure 8.3: Output graph postprocessing. We do not display the predicted staff labels.

Formally, the homophonic voice F1-score F1 is calculated as:

P =
∑i<j aij âij/ŵi

∑i<j âij/ŵi
, R =

∑i<j aij âij/wi

∑i<j aij/wi

F1 =
2PR

P + R

(8.2)

where i < j, in the sum, considers all pair of notes i, j such that offset(i) <

onset(j); aij, âij are equal to 1 or 0 if a voice edge exists or not in the ground
truth and predictions, respectively; and wi and ŵi are the number of notes that are
chorded together with the note i in the ground truth and predictions, respectively.
Unlike [15], we consider only notes j in the same bar of i, for the reasons presented
in Section 8.3.3. We evaluate the staff prediction part of our model with binary
accuracy, and we assess chord prediction with the F1 score computed on the chord
edges.

8.3.7 From Network Prediction to Readable Output

The computation of voice and staff numbers is sufficient for the system evaluation,
but not for producing a usable tool, which we are interested in in this paper. The
missing step, to be described in this section, is the integration of the network
predictions into a readable musical score. To achieve this integration we need to
undertake two essential steps: beam together notes within the same voice, and infill
rests to "fill holes" within each voice.

For the first step, we proceed according to the rules of engraving [2]. We beam
two consecutive notes (or chords) in the same voices if their duration is less than a
quarter note (excluding ties) unless they belong to different beats. Following the
music notation convention we consider the compound time signatures, i.e., 6

x , 9
x , 12

x to
have, respectively, 2,3, and 4 beats. When confronted with tied notes, the algorithm
prioritizes producing notations with the fewest number of notes, an heuristic with
promotes easier-to-read notation [23].

The second step consists of introducing rests so that each voice fills the entire
bar and can be correctly displayed. Some rests could be set as invisible to improve
the graphical output when their presence and duration are easy to assume from
other score elements, but we display all of them for simplicity. As for the notes, we
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choose the rest types (with eventual dots) to minimize the number of rests in the
score.

The two steps described above cover common cases and produce a complete score
in MEI format [24]. However, the score export is still a prototype, since developing
one that is robust against all corner cases is an extremely complex task, and is
outside the scope of this paper. Since score output problems may obscure the output
of our system, we also develop a graph visualization tool. Both the input and output
graphs (including the candidate edges) can be displayed on top of the musical score
in an interactive web-based interface based on Verovio [25]. Some examples of the
output graph visualization are in Figure 8.4.

8.4 experiments

We train our model with the ADAM optimizer with a learning rate of 0.001 and a
weight decay of 5 ∗ 10−4 for 100 epochs. For a quantitative evaluation, we compare
our results with those of a baseline algorithm and the method proposed by Shibata
et al. [5], on two rather diverse datasets.

Our baseline algorithm assigns all notes under C4 (middle C) to the second staff
and the rest to the first. Then it groups all synchronous notes (per staff) as chords.
Finally, it uses the time and pitch distances between the candidate pairs of notes as
weights to be minimized during the linear assignment process (the same as we use
in our postprocessing) which creates the voice edges.

8.4.1 Datasets

We use two piano datasets of different styles and difficulties to evaluate our system
under diverse conditions. The ability to handle complex corner cases should not
reduce the performance on easier (and more common) pieces.

The J-Pop dataset contains pop piano scores introduced by [5]. Most of the scores
consist of accompaniment chords on the lower staff and some simple melodic lines
on the upper staff. The dataset contains 811 scores; we randomly sampled 159

(roughly 20%) of these for testing and used the rest for training and validation.
The DCML Romantic Corpus is more challenging. It was created by [26] and

contains piano pieces from the 17th to 20th centuries with some virtuosic quality.
It includes characteristics such as cross-staff beaming, a high number of voices,
challenging voicing, etc. Similarly to the pop dataset we randomly sample 77 out of
the 393 scores (approx. 20%) and use the rest for training and validation.

The J-Pop dataset is available in MusicXML format, while the DCML Romantic
Corpus is in Musescore file format. We use Musescore to convert DCML files to
MusicXML and load them with the Python library Partitura [27] to extract the note
list.
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8.4.2 Results

Our model aims to be generic across a variety of music, therefore we train a single
model on the joined training set of pop and classical scores, not two individual ones.
The rules that govern the handling of voices may be fundamentally different in
the two datasets, but we assign to the model the task of handling these differences.
This approach ensures better future scalability on bigger and more diverse datasets.
We compute the metrics separately on the test part of our two datasets.

Table 8.1 reports results for three versions of our graph-based model: the complete
model from Section 8.3, a variant without postprocessing, and a variant without
chord prediction and postprocessing (our postprocessing technique cannot be run
without the chord prediction task, since it pools nodes that belong to the same
predicted chord). The method of Shibata requires the specification of the number
of voices per staff. For compactness, we report only the results with one voice per
staff (2 voices total); the results degrade by increasing the number of voices.

Our results show that even our system without pooling and without postprocess-
ing obtains consistently better results than both Shibata et al. [5] and our baseline.
Interestingly, the chord prediction task improves the Voice F1 results even when
the post-processing is not used; this confirms the benefits of multi-task training,
and of enforcing notes of the same chord to have similar representations in the
hidden space, with cosine similarity, to predict coherent voice edges. However, we
observe a reduction in staff accuracy, probably for the same reason, since the same
hidden representation is also used to predict chords, making it harder (though
not impossible) to split notes of the same chord in different staves. When the full
system is used, there are further improvements in Voice F1.

We are also evaluate our system on the bar-level and study performances for
music excerpts of varying difficulties. We compute the voice F1 score for each bar
and average them based on the number of voices in the ground truth. We compare
with Shibata et al. [5] with 1 & 2 voices per staff (vps). Table 8.2 shows the results
for the DCML Romantic Corpus. Both our model and [5] perform best with 2 voices,
the most common number in our dataset. Interestingly, Shibata et al. approach
with 2 vps never outperforms vps 1, not even when the target number of voices
is 3 or 4, a situation that vps 1 cannot handle. This can be explained by the fact
that Shibata et al. parameters were tuned on a simpler dataset, and accepting more
voices creates more errors than benefits. Setting vps > 2 consistently degraded the
performances, probably also for similar reasons.

8.4.3 Qualitative Analysis

Let us take a closer look into the predictions of our deep-learning approach (GNN)
on the excerpt of Figure 8.4 produced by our visualization tool. Our approach
captures correctly the cross-staff voice in the first two bars, while such a situation
causes performance degradation for all other voice separation approaches that don’t
support it. We observe some disagreements with the original score in Measure 3:
our model predicts a single chord (instead of splitting across the staff) containing
all the synchronous syncopated quarter notes, and also mispredicts the staff for the
first D#4 note. A more in-depth study of why this happens is not trivial, as neural



120 polyphonic voice separation

#Voices #Bars GNN [5] 1vps [5] 2vps

1 322 96.6 88.3 87.9
2 4576 94.1 89.3 88.1
3 2464 89.0 84.2 81.5
4 719 81.6 80.5 75.1
5 99 81.6 76.7 73.7
6 17 78.4 68.9 61.6

Table 8.2: Voice F1 score aggregated by bars with the same number of voices in the ground
truth, on the DCML Romantic Corpus. Shibata et al. [5] is used with 1 and 2

voices per staff (vps).

Figure 8.4: Comparison of voice and staff assignment between the original score and our
method on the first bars of C. Debussy’s Estampes-Pagodes. Voice edges (red)
and chord edges (blue) are drawn for the original score (Ground Truth) and
our proposed approach (GNN).
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networks are not interpretable. This is a drawback compared to heuristic-based
separation techniques.

Synchronous notes with the same pitch are problematic. Our system can predict
different voices for these notes, while Shibata et al. always predict them as a chord
in the same voice, and this reduces the performances for pieces that contain a lot
of them, like Schumann Kinderszenen Op.15. For fairness, we should note that we
should expect the output of a music transcription system to only contain one of
these notes, instead of multiple like in our current input. An enhancement of our
system would then be able to receive a single note as input, assign multiple voices
to it (with multiple incoming and outgoing edges) and then split it into multiple
notes. Another current limitation of our system is the missing support for grace
notes, which in the actual version are ignored and removed from the input.

8.5 conclusion and future work

This paper presented a novel graph-based method for homophonic voice separation
and staff prediction in symbolic piano music. Our experiments highlight our
system’s effectiveness compared to previous approaches. Notably, we obtained
consistent improvements over two datasets of different styles with a single model.

Future work will focus on integrating grace notes and the possibility of multiple
voices converging on a single note. We aim to create a framework that produces
complete engravings from quantized MIDI, including the prediction of clef changes,
beams, pitch spelling, and key signatures.
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Abstract: In this work, we present Score MUsic Graph (SMUG)-Explain, a frame-
work for generating and visualizing explanations of graph neural networks applied
to arbitrary prediction tasks on musical scores. Our system allows the user to
visualize the contribution of input notes (and note features) to the network output,
directly in the context of the musical score. We provide an interactive interface
based on the music notation engraving library Verovio. We showcase the usage
of SMUG-Explain on the task of cadence detection in classical music. All code is
available on https://github.com/manoskary/SMUG-Explain.

9.1 introduction

In recent years, Graph Neural Networks (GNNs) have emerged as a method for
processing musical scores in Music Information Research (MIR) applications, such
as cadence detection[1], expressive performance rendering[2], optical music recogni-
tion [3], music generation [4], voice separation[5], and Roman numeral analysis [6].
Like the majority of deep learning-based approaches, GNNs are not intrinsically
interpretable, thus making it impossible to inspect the system to reveal potential
issues of the system itself and the data it uses or to gain knowledge about the
specific task [7]. One could modify the system to make it more interpretable, but
this often leads to a reduction in performance. A popular alternative is the so-called
post-hoc method which aims to explain already trained deep models.

In the field of MIR, multiple explanation techniques have been proposed in recent
years [8–12], but they all target systems which use matrix-like inputs, such as
spectrograms or pianorolls. In this paper, instead, we focus on the explainability of
MIR systems that use graphs as input and process musical scores. We argue that
graph explanations for scores are more musically interpretable since they point to
individual note elements and their neighborhood in the score. We experiment with
various post-hoc gradient-based explanation methods for GNNs from the litera-
ture [13–19]. The generated explanations are quantitatively evaluated by verifying
that our explanations satisfy the sufficiency and necessity conditions from a GNN
point of view [18]. We name our framework Score MUsic Graph (SMUG)-Explain.
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Once the explanations are produced, there remains the question of how to present
them to the user in an effective way. We display them directly on the musical score,
to promote a clear and intuitive relation between the system input, the output and
the explanations. Moreover, our use case is more complex than the (more common)
explanation of global classifiers (i.e., systems that predict one label for each input
excerpt). We want to be able to target systems that predict labels for multiple
elements in the input, e.g., for every note or for every time step. This calls for an
interactive interface that enables users to focus on specific subsets of predictions.
We start with a web-based graphical rendition of a digitized musical score, based
on the engraving library Verovio [20]. The user can interact with individual notes
to trigger the visualization of explanations of the target GNN model. Specifically,
each note is associated with the subgraph that most contributes to the underlying
model’s prediction. Furthermore, for each selected note, the user can visualize
its feature importance, i.e. the relative importance of input features of the notes
involved in the explanation.

We showcase SMUG-Explain on the cadence detection model of Karystinaios
et al. [1], by comparing different explanation techniques, and by a qualitative
analysis of three music excerpts. GNNs excel at capturing intricate relationships
and patterns within graph-structured data. In music, that could be related to voice-
leading, harmonic relations, melodic patterns, and other elements that are implicitly
modeled by the score graph. From a musicological point of view, some parallelism
can be found between our explainer and an analyst who highlights the voice leading
and most important notes that contribute to the analysis assessment. In particular,
some analysis methodologies, such as Schenkerian analysis or GTTM [21], also
create graph structures between notes. In the second part of the paper, we attempt
to shed some insight into more musical interpretations of graph explanations. To
achieve this, we apply our framework to several music excerpts and comment
on the generated explanations. We believe that explanations of deep analytical
models might contain some musical pointers that can correlate with expert musical
analyses.

9.2 preliminary concepts

In this section, we present a common task-independent approach (as emerging
from recent papers on the topic) to modelling musical scores with GNNs, then we
give some information on explainability techniques for GNNs and their evaluation.

9.2.1 GNN-based Approaches on Musical Scores

The fundamental idea of GNN-based approaches to musical scores is to model a
musical score as a graph where notes are the vertices and edges model the temporal
relation between the notes.1 The most common approach [1, 2, 5, 6] to create a graph
from a musical score considers four types of edges (see Figure 9.1 for visualization
on the score):

1 More elements could be used as vertices, such as rests, bar lines, and dynamics symbols, but these
are not commonly used and we do not consider them in this paper.
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Figure 9.1: An example of a score graph depicting the different graph edge types in
different colours.

• onset edges: connect notes that share the same onset;

• consecutive edges (or next edges): connect a note x to a note y if the offset of x
corresponds to the onset of y;

• during edges: connect a note x to a note y if the onset of y falls within the onset
and offset of x;

• rest edges (or silence edges): connect the last notes before a rest to the first ones
after it.

The GNN can treat these four edge types with a single representation [1], thus
considering a homogeneous input graph, or can treat them as different representations
per edge type, i.e. as a heterogeneous graph.

Adopting the latter approach, a score graph is represented as an attributed
heterogeneous graph G = (V, E,R, X), where V is the set of nodes representing
the notes in a score. E is the set of typed edges with elements of the form (v, τ, u)
where, v, u ∈ V and r ∈ R is a relation type. Finally, X ∈ RV×k is a feature matrix
such that every node u has its corresponding feature vector xu ∈ X. Furthermore,
we additionally can construct an adjacency matrix A ∈ V × V.

In our work, we apply the GraphSAGE convolutional block [22]. For a node v the
features message passing process per layer l is described as follows:

h(l+1)
N (v) = aggregate

(
{hl

j, ∀j ∈ N (v)}
)

h(l+1)
v = σ

(
W · concat(hl

v, hl+1
N (v))

)
h(l+1)

v = norm(h(l+1)
v )

(9.1)

Where W is a learnable weight, N (v) is the set of neighbors of v, aggregate is a
permutation invariant aggregation function such as mean, sum, or max, and σ is an
activation function such as ReLU.
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9.2.2 Explainability and Graphs

As explained in the introduction, we are interested in post-hoc methods, i.e., explain-
ability techniques that work on pre-trained models. Within the post-hoc realm, the
dichotomy of model-aware and model-agnostic explanations emerges. Model-aware
methods dissect model parameters for insights, while model-agnostic approaches
treat the model as a black box, perturbing inputs to unveil the significance of ele-
ments in the output. In this work, we try both categories but find the model-aware
techniques to work better for our case.

In terms of explanation evaluation, post-hoc GNN explanations can be measured
using the fidelity metric [19]. The fidelity metric measures the impact of the generated
explanatory subgraph on the initial prediction, achieved either by exclusively
presenting the subgraph to the model (fidelity-) or by excluding it from the entire
graph (fidelity+). These fidelity scores capture the ability of an interpretable model
to replicate the intrinsic logic of the natural phenomenon or the GNN model.

When it comes to describing post-hoc explanations, we can identify two types
of explanations based on their fidelity scores: necessary and sufficient. A sufficient
explanation can be used on its own to reproduce the model’s prediction, and it
gets a near-zero negative fidelity score. However, a sufficient explanation is not
necessarily unique. On the flip side, a necessary explanation is crucial – removing
it from the initial graph changes the model’s prediction, like a counterfactual
explanation. This type of explanation earns a positive fidelity score close to 1.
The ideal situation is found when an explanation is both necessary and sufficient.
Amara et al. [18] propose to balance the sufficiency and necessity requirements
with the characterization score which is the weighted harmonic mean of the positive
and negative fidelities. Therefore a characterization score close to 1 suggests clear,
comprehensive, and informative insights into the model’s decisions.

In this work, we use the characterization score as a means to evaluate differ-
ent explanation techniques and select the most fitting. It has to be noted that the
evaluation of explainability techniques is a particularly complex field, and many
approaches have been proposed and then put into question by subsequent re-
search [23–25]. Be that as it may, in this work, it is assumed that the characterization
score is a suitable metric to measure the quality of graph explanations.

9.3 our approach

In this section, we detail the cadence detection model that was trained and used to
showcase the explanations, then we describe our framework, and finally, we focus
on the choice of explanation techniques.

9.3.1 Cadence Detection Model

To showcase our framework, we chose to use a slightly modified version of the
cadence detection model introduced by Karystinaios and Widmer [1]. We extended
the model to use as input a heterogeneous score graph as described in Section 9.2.1.
Furthermore, we extended the prediction capabilities of the model from binary
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Figure 9.2: A demonstration of the SMUG-Explain Web interface. In this example, we view
the first bars of Mozart’s Piano Sonata K280 2

nd mvt. It includes a Roman
numeral analysis and the cadence label predicted by our model at the top. The
purple dashed lines are the produced explanation for the note highlighted in
red. Note the vertical connection line in the very first bar, which is also a part
of this explanation. At the bottom, we can view the feature importance for the
explained note.

(i.e. no-cad or PAC) to multiclass cadence prediction, covering PAC, IAC, and
HC. Moreover, we modified the architecture by adding an onset regularization
module that sums the latent representations (after the GNN encoder) of all the
notes that occur on a distinct onset of the score to every note that shares this onset.
In summary, our cadence detection model consists of a graph convolutional encoder,
an onset regularization module, an embedded SMOTE layer for training, and a
shallow MLP classifier.

During training, the graph input is passed first through the graph encoder.
The obtained node embeddings are then grouped by onset based on the score
information, and their representations are averaged together. Following this step,
embedded SMOTE is applied to balance the number of cadence classes compared to
the notes not having cadence labels in the score. However, when doing inference, the
latter synthetic oversampling step is skipped. Finally, the oversampled embeddings
are given as input to a shallow 2-layer MLP classifier that predicts the cadence type.

We trained our model with a joined corpus of cadence annotations from the
DCML corpora 2, the Bach fugues from the well-tempered clavier No. 1 [26], the
annotated Mozart string quartets [27], and the annotated Haydn string quartets [28].
Our joined corpus makes for 590, 149 individual notes and 17, 188 cadence an-
notations. We train our model on 90% of the data and evaluate on 10% using a
random split. Our model reaches a mean F-score of 59% on the test set. Note that
these results cannot be directly compared with [1], since we use a different (bigger)
dataset and perform multiclass prediction.

9.3.2 The SMUG-Explain Framework

Our framework has two main functionalities: generating explanations and making
them visually interpretable.

2 https://github.com/DCMLab/dcml_corpora

https://github.com/DCMLab/dcml_corpora
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The first step involves importing musical scores, creating the graph structure,
and running the explanation techniques. The score import uses the Python library
Partitura [29] which supports a variety of score formats, such as MEI, MusicXML,
Kern, or (quantized) MIDI. The graph creation is based on previous work [5, 6]
and outputs a graph in the widely used Pytorch Geometric format [30] to favour
reusability and extensibility of our frameworks.

For the explanation part, we follow a standardized GNN model explanation
pipeline: the explainer receives a pre-trained GNN model that performs node-level
classification and produces an explanation of the cadence label prediction for a
specific note, at two levels: (a) by quantifying the relative importance of the various
features of the note; and (b) by identifying an explanation subgraph consisting
of the notes and their relations that seem most important for the prediction. For
producing an explanation subgraph, the explainer computes importance masks over
all edges. These importance masks reflect an importance score for each one of the
edges in the input graph that is used to filter which (most important) edges belong
to the explanation subgraph. The importance masks can be soft (i.e. continuous
numbers between 0 and 1) or hard (i.e. binary). Furthermore, a maximum number
of edges can be imposed per edge type to limit the explanation to stay within a
certain graph size. It has been shown that hard masks tend to increase the necessity
and sufficiency of explanations [18]. Therefore, in our application, we use a hard
top-k method for each one of our edge types, where k is set to 10. Likewise, for
producing the feature importance, the explainer produces masks over all nodes and
their features and it keeps the k most important by summing the masks along the
feature dimension.

The interface of the SMUG-Explain framework is a web-based interface imple-
mented in HTML and Javascript. The core of the interface is the score engraving
library Verovio [20] which outputs an SVG representation from a musical score
file. We then extend this score representation with the target deep learning model
output (i.e., predicted cadences in our case) and with the information produced by
the explainers. From the latter, we display in particular the edges between different
notes that contribute to the explanation and the feature importance for each note
that corresponds to a cadence prediction (see the next section for details). To make
this part possible we need a one-to-one mapping between elements in Python and
elements in the SVG generated image. Verovio preserves the mapping between
note-ids in the musical score file and the SVG image (if they exist), but only the MEI
format contains note-ids. Therefore we extended Partitura with an MEI export
function, and we support Roman numeral analysis and cadence name exports.

The final step for an effective interface consists of making it interactive. The user
can click on single notes, and this will trigger the visualization of the corresponding
explanation edges and feature importance. Moreover, the user can switch back and
forth between the visualization of the input edges (from the graph presented in
Section 9.2.1) and the explanations, and listen to an audio rendition of the musical
score. The interface is shown in Figure 9.2.
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9.3.3 Choice of Explainability Techniques

To investigate and evaluate the explanations produced by our framework we test
several explanation algorithms such as Saliency, Integrated Gradients, Deconvolu-
tion, and Guided Backpropagation. Saliency gauges node and edge importance by
weighing each node after calculating the gradient of the output concerning input
features [16]. Integrated Gradient tackles the saturation issue of gradient-based
methods like Saliency by accumulating gradients along the path from a baseline
input (zero-vector) to the current input [31]. Deconvolution computes the gradi-
ent of the target output but overrides ReLU function gradients, only propagating
non-negative gradients [14]. Guided Backpropagation follows a similar approach,
backpropagating only non-negative gradients [13].

Each of those methods was evaluated on model-level explanations, i.e. the ex-
planation algorithm computes its losses with respect to the model output. We use
the characterization score as defined in [18] (see Section 9.2.2). We fix the positive
and negative fidelity weights to 0.5 and apply k-top hard masks for edges and
nodes. The results are shown in Table 9.1. Our findings suggest that for this task the
Integrated Gradients method better captures explanations, in some cases achieving
a perfect characterization score of 1.

We note that most methods tested on our application are gradient-based. Some
perturbation-based methods for generation GNN explanations such as the GNNEx-
plainer [32], Occlusion [17], or the GraphMaskExplainer [33], might be suitable for
our application, however, they are not yet adapted to work with heterogeneous
graphs.

As a general remark, we would like to underline that typically graph-dedicated
explainers are more biased toward generating compact explanation subgraphs.
However, this bias might be less suitable for music where some analysis methods
suggest that important elements of a piece might not be directly interconnected.

Pieces/Model SAL GBP DC IG

WTC-I Fuga 1 0.0588 0.4706 0.2941 1.0
WTC-I Fuga 2 0.0 0.0435 0.0435 0.9130
WTC-I Fuga 5 0.0 0.0667 0.0 0.8667
Mozart K280-2 0.0 0.3125 0.3438 0.9375
Chopin Op.48 0.0 0.1875 0.1250 0.8125
Mozart K331 0.0 0.0 0.0625 1.0

Table 9.1: Characterization score for the model explanations of cadences per piece. The
four methods are mentioned in Section 9.3.3. SAL stands for Saliency, GBP for
Guided Backpropagation, DC for Deconvolution and IG for Integrated Gradients.
Highlighted values indicate the highest (best) explanations in terms of character-
ization score.
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9.4 qualitative analysis

In this section, we perform a qualitative analysis of a diverse set of scores and
comment on the graph explanations produced by our system on the task of cadence
classification. Apart from the explanation metrics described in Section 9.3.3 we
believe that explanation should be also motivated in musical terms. Therefore, we
go into depth about some individual explanations of cadence predictions, targeting
both true positive and false positive predictions.3

We showcase explanations in four classical music excerpts ranging from the
Baroque to the Romantic era. Furthermore, we consult expert analyses in terms
of harmony, voice leading, and Schenkerian analysis and attempt to interpret the
produced explanations. Naturally, we assert that the explanations discussed should
be necessary and sufficient. We remind the reader that the generated explanations
do not explain the working mechanics of cadences but rather present insights into
the model’s decision process. In other words, we are not answering the question
“why is there a cadence here?”, but “why does the model think there is a cadence
here?”.

All of the below explanations are included in our publicly available code, includ-
ing the entire pieces. We invite the reader to explore our interface and test our
framework.

9.4.1 Mozart Piano Sonata K280 Mov. 2

Our first example (see Figure 9.2) focuses on an excerpt from Mozart’s Piano Sonata
K280 in F major, from the second movement. The harmonic analysis of this segment
was provided by Hentschel et al. [34]. We focus on the perfect authentic cadence
arriving on the second beat of measure eight and signaling the end of the first
phrase. The harmonic analysis indicates a textbook preparation of the cadence with
the German augmented sixth chord on the second beat of measure 6, then the
dominant with a tonic in second inversion resolving to a dominant seventh. Finally,
the tonic bass arrives on the first beat of measure 8 but with sustained soprano, alto,
and tenor voices which themselves resolve on the second beat of the same measure.

We take a closer look at the explanation subgraph of the bass of the tonic (F4)
which arrives earlier than the cadential arrival point of the soprano. However, the
explanation highlights the descending Urlinie melody containing the 3̂, 2̂, 1̂ in the
top voice, capturing the first appearance of the 3̂ on the relative strong beat of
the sixth measure (sub-dominant space), whilst considering the overarching bass
arpeggiation of the i − V − i. Interestingly, the explanation subgraph also contains
the first chord of the piece (see faint vertical line in bar 1), indicating that the
model considers some information regarding the key of the piece. It’s important
to highlight that the cadential ground truth obtained from [34] designates notes
with the cadence label at the cadential arrival point of the soprano. However, we
argue that including the first appearance of the bass note on the strong beat of
the same measure is a crucial addition to the cadence annotation ground truth

3 One could also focus on no-cadence predictions (and false negatives), but we are not considering
these in this section, since the “absence of a specific evidence for a cadence” may result in less
musicologically interesting graph patterns.
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from a musicological standpoint. This addition is accurately captured by our model.
Upon analyzing the predictions, we observe that the model correctly identifies the
individual notes involved in the PAC in measure 8, namely the F4 on the first beat
and the soprano, tenor, and alto resolutions on the second beat (remember that our
model predicts cadence labels for individual notes, not score onsets).

Furthermore, we deduce from the explanation subgraph that the next notes after
the cadence are also crucial for the model’s prediction, as they point towards an
ending of a phrase and a new rhythmical and harmonic idea further on.

9.4.2 Bach WTC Fugue

For this example, we explore the predictions and explanations of cadences in the
fifth Fuga in D major from J.S. Bach’s Well-tempered Clavier. We believe that
the contrapuntal nature of this piece could provide insightful hints about voice
leading. Our analysis is complemented by a Schenkerian analysis conducted by
Marlowe [35], and we enhance clarity by performing a Roman numeral analysis on
the explanatory excerpt (refer to Fig. 9.3).

Our specific focus centers on the explanation of a false positive IAC (Imper-
fect Authentic Cadence) prediction on the downbeat of the fifth measure. The
ground-truth cadence annotations were provided by [26]. The cadence annotations,
following the ground truth, were originally provided by Giraud (2015). IAC labels
were annotated on the downbeats of measures 3 and 6, both corresponding to the
dominant of the D major (i.e. the tonic). Our model accurately predicts these labels
but also anticipates an additional IAC label on the downbeat of measure 5, which
is not present in the ground truth annotations. Consequently, we investigate what
led to this prediction.

We observe that the explanation subgraph for the highlighted red note at the
top of Figure 9.3 contains, as expected, the edges between the dominant and the
subdominant. However, the interesting part of the subgraph takes place in bars
2-3 of the score. The high voice contains the descending melodic line towards the
leading tone which then re-appears right before measure 5, and the highlighted red
note subsequently resolves it. The lower voice on measure 2 focuses around the E
note which would be a fifth from the dominant A. Therefore, the subgraph outlines
a movement ii-V-I for the bass.

The middle-ground Schenkerian analysis displayed in the bottom part of Fig-
ure 9.3 provides some similar observations. We observe an oscillating bass from
the tonic to the dominant and over again. This oscillating bass is captured in the
cadence annotations by the two cadences on the dominant. It could be argued that
the falsely predicted cadence on the tonic strengthens the analysis assumption of
the oscillating bass.

In terms of feature importance, we see that characteristics of imperfect cadence
are activated such as the existence of a perfect major triad, the highest note being a
transposed third interval for the bass, the existence of a leading tone resolving, and
the presence of a dominant seventh chord before. Naturally, such characteristics
are not exclusively present in the event of cadences but in this case, they seem to
influence the model’s prediction.
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Figure 9.4: Excerpt of Nocturne Op. 48, no. 1 in C minor by F. Chopin. Top: excerpts of the
explanation for Cadence on measure 24. Bar numbers are notated to the top left
of each score segment. Middle: Feature importance for the highlighted C4 note
in red. Bottom: Middleground voice leading analysis (from [36]).
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9.4.3 Chopin Nocturne in C minor op. 48

For our last example, we chose a passage with more ambiguous cadential and
harmonic elements: bars 22-24 from Chopin’s Nocturne op. 48 no 1, in C minor. For
this piece, we consult a Schenkerian analysis by Swinkin [36]. In particular, we look
closely at the perfect authentic cadence that arrives in measure 24. Unlike previous
examples, this cadence does not have the textbook voice leading and harmonic
elements that distinctly define PACs but, nevertheless, carries a cadential character.

Our model correctly identifies the PAC that arrives on the downbeat of measure 24.
To provide support for our analysis and commentary, we perform a Roman numeral
analysis on the segment depicted in Figure 9.4. From the model’s explanation
subgraph, we see that once again the explanation contains the first chord of the piece,
further strengthening our assumption that the model is gathering information about
the key to inform its predictions. However, the rest of the generated explanation
subgraph is mostly compact and local, focusing only on the last notes before the
cadence and the ones after it. The chordal content of the segment contains the
supported harmony for a perfect authentic cadence (PAC) preparation. But, since
the cadence does not follow the typical voice-leading patterns usually involved, it
seems that the model does not need to go towards far neighborhoods in the graph
to infer the necessary context for its prediction.

Interestingly, the model includes in the explanation subgraph a part of measure
18. The connected notes in measure 18 correspond to a part of the descending
Urline that is present in the voice-leading analysis excerpt in the Figure, however,
they are not in order. This could be a connection with what one could view as a
"sustained" high G in the melody line which slowly descends towards G an octave
lower before the cadence. That being said, it is rather ambiguous how the part in
measure 18 affects the model’s prediction.

9.5 conclusion and future work

This paper presented the SMUG-Explain framework for generating and visual-
izing graph explanations on musical scores. We showcased the framework on a
cadence detection model, compared different explanation techniques, and gave
some qualitative insights into the explanations.

Future work will focus on developing new explanation techniques dedicated to
musical score graph data, and on testing our results with user-based evaluations.
The final objective would be to produce a musicologically trustworthy and user-
friendly framework that can support expert analysts to produce more effective
musical analyses. Furthermore, we aim to invest efforts into making the system
more accessible by releasing an online server-based version of our interface, which
can be used to produce predictions for some reference models and tasks and explain
them, without the need to run any code locally.
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Abstract: We propose a new graph convolutional block, called MusGConv, specif-
ically designed for the efficient processing of musical score data and motivated by
general perceptual principles. It focuses on two fundamental dimensions of music,
pitch and rhythm, and considers both relative and absolute representations of these
components. We evaluate our approach on four different musical understanding
problems: monophonic voice separation, harmonic analysis, cadence detection,
and composer identification which, in abstract terms, translate to different graph
learning problems, namely, node classification, link prediction, and graph classifi-
cation. Our experiments demonstrate that MusGConv improves the performance
on three of the aforementioned tasks while being conceptually very simple and
efficient. We interpret this as evidence that it is beneficial to include perception-
informed processing of fundamental musical concepts when developing graph
network applications on musical score data. All code and models are released on
https://github.com/manoskary/musgconv.

10.1 introduction

Music data can be represented in computer applications in multiple formats, two
popular ones being audio and symbolic representations. The first encodes a measure
of the pressure/intensity of the sound wave over time, while the second explicitly
encodes discrete musical events such as notes and rests (see [1] for an overview of
different symbolic music formats). Due to this higher-level information, symbolic
representations are generally considered better inputs/outputs for music analysis
and generation tasks in the Music Information Research (MIR) field. Moreover, any
musical task that starts from a musical score (sheet music) or from MIDI files is
naturally in the symbolic domain.

In the MIR literature, symbolically encoded music is typically handled with
techniques heavily inspired by computer vision (CV) or natural language processing
(NLP) research. In the first case, music is represented in a so-called "piano roll"
format (first developed in MIDI sequencers) and treated as a raster image, with the
X axis being time, and the Y axis pitch. The pitch values are typically encoded as
MIDI pitch, i.e., with integers in [0 − 127], which covers all notes that can be played
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by common well-tempered instruments (a range that is larger than the range of
the piano, with 88 notes), and the time resolution is a parameter that is usually
set to the expected shortest note duration. In its simpler version, each element of
the 2D matrix is set to 1 if a note is sounding at the corresponding pitch and time,
or 0 otherwise. The downside of this approach is that it creates a very large and
very sparse input matrix since only a few notes will play at any time. The other
common approach is treating music with sequential models from NLP research.
Although different tokenization techniques have been proposed [2], it is easy to
argue that music does not fit well into strictly sequential models, since more than
one note can sound simultaneously, notes can partially overlap, and generally, the
pitch-temporal relations between notes hold important musical information.

A few recent works [3–7] started to explore the use of graphs, and Graph Neural
Networks (GNNs), to represent and process symbolic music. Significant advances
have been reported on various musical tasks [6, 8]. However, the components that
these papers use are “borrowed” from GNN research with other types of data.

We argue that this can lead to suboptimal results. As a solution, we design
MusGConv, a new graph convolutional block specifically dedicated to music data,
that is founded on fundamental music perception principles. We test our approach
on four musical tasks: voice separation, composer classification, Roman numeral
analysis, and cadence detection. This selection of tasks allows us to cover three major
graph neural network classes of problems: graph classification, link prediction, and
node classification. We compare our results with the state-of-the-art graph models
for these tasks and show that the use of MusGConv leads to better results overall.
Moreover, its simple design enables this performance boost without adding any
additional computational cost.

10.2 perceptual and modeling considerations

We base our research on the perceptual principles of two fundamental musical
dimensions: pitch and rhythm. Cognitive studies show that people are not very
sensitive to the absolute pitch of individual notes and perceive mainly the distance
between pitches [9]. Thus, we perceive the same musical pattern if it is shifted
higher or lower in frequency. This is called relative pitch perception and has been
formalized in music theory through measures of pitch distance called intervals,
which are the basis of all musical concepts that involve combinations of pitches,
such as chords and harmony. The position (and duration) of notes in time is also
not important in itself but only relative to the position (and duration) of the other
notes. This temporal organization is called rhythm and is typically composed of
patterns that tend to be periodic and organized at different hierarchical levels.

While these principles are simple, producing relative features to use as input for
deep learning systems is not an easy task. For the pitch representation, considering
intervals between consecutive notes instead of absolute pitches, as proposed for ex-
ample in the IDyOM framework [10, 11], poses the problem of defining a note order.
This is trivial for monophonic melodies but becomes problematic for polyphonic
music, where multiple notes can fully or partially overlap in time. Figure 10.1 (c)
exemplifies a possible ordering rule, but such rules may not be generally valid for
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Figure 10.1: Three alternative representations of note pitches in a musical excerpt: (a)
absolute representation in terms of MIDI pitch; (b) relative pitch distance
(ignoring the octave) in semitones relative to the fundamental pitch specified
by the key signature (here: C); (c) relative pitch distance in semitones from the
closest preceding note; in case of chords the order is defined from bottom to
top.

different pieces and contexts or in general yield very different interval sequences
for very similar patterns (e.g., if we remove the F), thus not helping with learning
a general representation. Inserting interval information after the music has been
tokenised in a sequential representation [12], creates similar ordering problems.

Another strategy is to rely on music theory and consider pitch distances relative
to the fundamental note defined by the key of the piece (see Fig. 10.1 (b). This
has a musicological limitation, as the key signature of a piece may not change
when there are temporary modulations to other keys, and a practical one, as keys
are not always notated in musical datasets and MIDI files. Not to mention all the
music that falls outside the classic tonal framework, for which the definition of a
key is not even meaningful. The most common alternative, e.g., [13, 14], has been
the use of data augmentation via transposition, assuming that if the network sees
transpositions of the same piece, it will learn patterns that are general across all
transpositions. However, this is far from ideal since the network will need to store
similar patterns redundantly, thus making inefficient use of network capacity and
drastically increasing training time.

For this reason, we believe that designing relative features to input to our system
is not a viable option for general music modelling. We explore a different path,
which is to customize the working mechanism of our network to take into account
the relative perceptual properties of music through a dedicated message-passing
mechanism that computes pairwise pitch and time representations. This is weakly
related to recent work on audio representations of music that aims at learning
transposition-invariant features [15–17] and tempo-invariant rhythmic patterns [18].
Other related work targets graphs whose edges encode geometric information
[19–21], intending to build representations that are invariant to operations such as
translation. The ideas from these last approaches (with minor modifications) are
also beneficial for musical tasks, but we show that our music-specific approach
outperforms them.
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Figure 10.2: General architecture of our pipeline. The first part that produces the hidden
node representation is common among all tasks; the last module is task-
specific.

Up to this point, we have highlighted the importance of relative pitch and time
representations. However, their absolute values could also be important depending
on the task at hand. For example, instruments would peculiarly change their timbre
as they approach very low or very high notes in their range, which is recognisable
by a listener. In tonal music, the absolute pitch of notes defines a key signature
which could be relevant in the composer classification task (specific keys can have
very specific meanings to composers, and within a musical tradition). The same goes
for absolute time positions, for example, with patterns happening at the beginning
or end of a piece. Finally, the output of our network may need to be an absolute
pitch (for example, in the Roman numeral analysis task we describe later ), and
therefore we need to retain this information in the network.

This need for considering both absolute and relative pitch and time positions
motivates the design of our new convolutional block, to be described in detail in
Section 10.4 below.

10.3 graph approaches to musical tasks

In this section, we describe existing graph modelling approaches to the four musical
tasks we use to evaluate our proposal. They all have a common pipeline which
involves building a graph from a given musical score (see Figure 10.2) and using
a series of convolutional blocks to produce context-aware hidden representations
for each node. We start by describing the graph-building procedure and a generic
graph convolutional block; we then proceed by detailing the tasks and the specific
network components used to target them.

10.3.1 Graph from Musical Scores

A graph is defined as a set of nodes V and a set of edges E, where each edge
(u, v) ∈ E connects the nodes v, u ∈ V. We extend this definition by considering
labelled edges which we model as a triple (u, r, v), where u, v ∈ V and r ∈ R is a
relation type. A graph with edges of multiple types (we don’t use different types
of nodes in this work) is called heterogeneous. Moreover, we consider an attributed
graph, i.e., a graph where each node is described by a set of features, which we
group in the columns of the matrix X. Our attributed heterogeneous graph is
defined as G = (V, E, X).
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We create such a directed graph from a musical score following the work of
Karystinaios et al. [6]. Each node v ∈ V corresponds to one and only one note in
the musical score. R includes 4 types of relations: onset, during, follow, and silence,
corresponding, respectively, to two notes starting at the same time, a note starting
while the other is sounding, a note starting when the other ends, and a note starting
after a time when no note is sounding. The inverse edges for during, follows, and
silence relations are also created.

The feature matrix X is composed of the following features extracted from each
note of the score: the pitch class, i.e., one of the 12 note names (C, C#, D, D#,
etc.), the octave in [1, . . . , 7], the note duration, encoded as a single float value
d ∈ [0, 1] computed as the ratio of the note and bar durations, passed through
a tanh function to limit its value and give more resolution to shorter notes, as
proposed by Karystinaios et al. [6]. For the task of Roman Numeral Analysis and
Cadence Detection, we add additional specialized features to be consistent with the
approach in the literature we consider in our evaluation [5, 8].

10.3.2 Graph Convolution Operation

We now present a generic graph convolutional block, to simplify the description of
our music-dedicated approach in the next section. Given an attributed homogeneous
graph G, a graph convolution block that updates the representation of node u for
layer l + 1 can be described as:

h
(l+1)
u = ψ

(
h
(l)
u , aggregate

v∈N (u)
({η(l)

vu })
)

, (10.1)

η
(l)
vu = ϕ

(
h
(l)
v ,h(l)

u

)
(10.2)

h
(l+1)
u = σ

(
h
(l+1)
u

)
(10.3)

where aggregate(·) denotes a differentiable, permutation invariant aggregation
function, e.g., sum, mean, etc.; ϕ and ψ are called edge operation and node operation,
respectively, and denote differentiable learnable functions such as concatenation,
sum, or multiplication, followed by a linear transformation; σ denotes a non-linear
function, N (u) denotes the neighbours of u; h(l)

u is the hidden representation of
node u at layer l.

Furthermore, if we want to leverage edge features, Equation 10.2 becomes:

η
(l)
vu = ϕ

(
h
(l)
v ,h(l)

u , evu

)
(10.4)

where, euv are features of the directed edge connecting node v with node u.
When G is heterogeneous, the function N (u) in Equation 10.1 is modified as

proposed in [22] to return only the neighbours nodes which are connected with
an edge of type r. Equations 10.1 and 10.3 are then computed |R| times and the
results hr

(l)
u aggregated in an unique node latent representation h

(l)
u as:

h
(l)
u = aggregate

r∈R

(
{hr

(l)
u }
)

(10.5)
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where aggregate(·) denotes a differentiable, permutation invariant aggregation
function such as sum or mean.

We now turn to describe the tasks that we will use for evaluation and the task-
specific part of our graph model.

10.3.3 Monophonic Voice Separation

Voice separation is the task of segmenting a symbolic music piece into an unknown
number of individual monophonic note streams according to musical and percep-
tual criteria. Duoane and Pardo [23] framed the problem as a link prediction task in
which two notes are linked if they are consecutive in the same voice. Karystinaios
et al. [6] proposed a GNN-based model that reached new state-of-the-art results.

Following their approach, we perform this task by adding a link predictor module,
consisting of an MLP which takes as input the hidden representations of nodes and
for each pair of nodes performs a binary classification between the “linked” and
“not-linked” classes.

The evaluation metric is the binary F1 score, i.e. the F1 score for the positive class
which represents the true links in the ground truth. Karystinaios et al. also consider
the F1 score after a postprocessing phase, but we don’t use it to keep the number of
metrics of reasonable size, and because, as they report, postprocessing increases
the metric in a way which does not always correlate perfectly with the network
performance.

10.3.4 Composer Classification

Composer classification from a symbolic musical score is the task of identifying the
composer of the score from a list of composers. In the graph problem taxonomy,
this falls in the category of global graph classification tasks. Following the work
of Zhang et al. [7], we perform this task by adding a global mean pooling layer
to our architecture, which averages the latent representations built by our GNN
blocks, followed by an MLP which predicts probabilities over composer classes. The
composer classification predictions are evaluated in terms of classification accuracy.

10.3.5 Roman Numeral Analysis

Roman numeral analysis is a branch of analytical musicology whose goal is to
infer the underlying harmony and chord progressions from a musical score. The
result is a set of complex composite labels (the Roman numerals) which annotate
music at the onset level, i.e., for every score position that corresponds to one
or more note onsets. Related work [24–27] frames RN analysis as a multi-task
classification problem where every label is broken down into 5 components (degree,
inversion, root, key, and quality) which are predicted by different classifiers in hard-
parameter-sharing setting. Of these components, degree, inversion, and quality are
transposition invariant and the rest depend on the absolute pitches in the input. A
recent approach [8] considers a graph input and obtains new state-of-the-art results.
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Following this work, we perform this task by adding to our general architecture
an onset edge pooling layer that contracts the latent representations from the
note-wise level to the onset-wise, i.e., it creates a single vector per unique onset.
All vectors are then ordered by time position and fed into a GRU layer whose
output is finally used by the aforementioned MLP classifiers. In the taxonomy of
graph problems, RN analysis falls in between node classification and subgraph
classification because of the effect of the edge pooling layer.

The evaluation score is the so-called Chord Symbol Recall (CSR), i.e., the ratio of
the total duration of segments where prediction equals annotation vs. the total
duration of annotated segments [28].

10.3.6 Cadence Detection

Cadence detection is a music analysis task that consists of detecting cadences, i.e.
phrase endings with a strong and specific melodic-harmonic closure effect, in a
musical score. Cadences are important both musicologically and perceptually and
it is known that they relate to particular voicings and chord progressions; however,
their automatic predictions remain particularly challenging due to the high number
of exceptions and corner cases. A recent graph approach [5] framed the problem as
a multiclass node classification scenario, by predicting the presence of a cadence
and its type for each note.

Following that work, we use a graph autoencoder architecture and the latent
synthetic oversampling technique SMOTE [29] to balance the heavily unbalanced
class labels. For the same reason, the reported evaluation metric is the macro F1
score.

10.4 our approach: musgconv

Similarly to previous works, we use stacked graph convolutions to create a hidden
representation of notes that is then used as input for specific music tasks (see
Figure 10.2). In our proposed approach, we replace the graph convolutional blocks
in the stack with our novel convolutional block (see Figure 10.3).

In terms of the notation introduced in the general description of the graph
convolution in Section 10.3.2, our convolutional block is characterised by two core
contributions: a way to build the edge features e, and the choice of the edge
operation ϕ in Equation 10.4.
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Figure 10.3: Visualization of update for node u in our MusGConv block (considering only
one edge type), corresponding to Eqns. 10.11 and 10.8.

10.4.1 Edge Features Computation

For each edge between nodes u, v, we consider three edge features: eonset
vu , edur

vu , epitch
vu

each of them encoded as a single scalar corresponding to the distance between
onset, duration, and pitch, respectively.

eonset
vu = |on(u)− on(v)|
edur

vu = |dur(u)− dur(v)| (10.6)

epitch
vu = |pitch(u)− pitch(v)|

This roughly corresponds to the computation of distance in papers that deal
with geometrical data [21] except that in their case it is a multidimensional space
distance, while we compute a set of one-dimensional distances since it makes no
sense to mix duration, pitch and onset information. To keep these values in a
convenient numerical range, we normalise each feature with ℓ2 normalisation over
all edges in a batch.

Additionally, we inform the network about the pitch-class interval (PCInt), i.e., the
distance between notes without considering the octave, or the interval direction.
This can be seen as a relative version of the chroma feature, which is commonly used
in MIR tasks related to the harmonic content of the music. This integer in [0, . . . , 11]
is passed through an embedding layer, i.e., a learnable look-up table which maps
these integers to points ePCInt

vu in a continuous multidimensional space.
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Figure 10.4: Relative Pitch features epitch
vu for the highlighted note u.

For each edge, all the aforementioned edge features are concatenated in a single
vector:

e
(0)
uv = cat

(
eonset

vu , edur
vu , epitch

vu , ePCInt
vu

)
(10.7)

10.4.2 Edge Operation

Our second contribution, needed to properly leverage the edge feature information,
is a new formulation of the message passing paradigm (see Figure 10.3 for a
graphical representation). The new edge operation defines the edge operation ϕ in
Equation 10.4 as follows:

η
(l)
vu = cat

(
W

(l)
2 h

(l)
v , g(l)Θ

(
e
(l)
vu

))
(10.8)

where gΘ denotes a simple two-layer MLP with a Relu activation and layer-wise
normalization.

Note how we concatenate the edge features here, while other approaches that
deal with edge features tend to apply a permutation-invariant operation such
as multiplication or addition [21, 30]. In this way, the transposition- and time-
invariant information carried by the edge features is treated in the same way as
the node feature when computing the pairwise representation ηuv. This is inspired
by musicological considerations: we don’t want to weight/modify the absolute
representation according to the relative representation, but rather to just use it as
input, as is done by cognitively plausible musical models [10, 11]. This is similar to
what we discuss in Section 10.1 but, by using MusGConv, we no longer have the
problem of setting a (debatable) order of the input notes, since for each node, we
will consider the relative features according to every other node connected to it (see
Figure 10.4).

We consider two variants of our system which differ in the edge features which
are passed to layers after the first. The first variant, named MusGConv uses the
absolute difference of the node hidden embeddings, i.e. ∀l > 0,

e
(l)
vu = |h(l)

v − h
(l)
u | (10.9)
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The second variant, named MusGConv(+EF), uses the edge hidden representation
from the previous layer as the edge features of the next layer:

e(l+1)
vu = g(l)Θ

(
e(l)vu

)
(10.10)

10.4.3 Node Operation

To complete the explanation of our convolutional block, we specify the specific
computation for the generic node operation ψ introduced in Equation 10.1:

h
(l+1)
u = W

(l)
1 cat

(
h
(l)
u , ∑

v∈N (u)
η
(l)
vu

)
(10.11)

The aggregation function is a sum, and we choose to concatenate the hidden
representation of u with the messages ηvu from the other nodes. For heterogeneous
convolutions (i.e. Equation 10.5), we use mean(·) as the aggregation function. Such
choices are not motivated by musical reasoning, and experimenting with other
operations could be an interesting direction, but are out of the scope of this paper.

10.5 data

Musical score graph datasets are different from common datasets in the graph-
related literature regarding the number and size of graphs. Node classification and
link prediction datasets often only consist of a single huge graph, coupled with
a sampling strategy to obtain subgraphs to train and evaluate the Graph Neural
Network [31, 32]. On the other hand, graph classification datasets often consist of a
large number of small graphs, with less than 50 nodes [33]. Musical score graphs
are neither small nor extremely large and may vary significantly in size; a Bach
Chorale may have ∼ 100 notes whereas a Beethoven Sonata might have more than
5000 (with every note corresponding to a node in the graph).

Moreover, popular sampling strategies, such as node-wise sampling, subgraph
sampling, random-walk sampling, and spectral sampling, may yield musically
problematic note configurations, for example, by segregating notes that are played
at the same time while grouping in the same subgraph notes that are very far apart.
This is problematic, especially for musically-local tasks such as voice separation
or Roman numeral analysis, where the system cannot be expected to produce a
meaningful result, and could even learn to perform the task in the wrong way if
some notes (and onsets for the roman numeral analysis) are missing.

In the previous works on graph scores that we are considering, the problem is
avoided by training on mini-batches which consist of single pieces. However, this is
not an efficient solution since it always leaves a big part of memory unused, thus
unnecessarily prolonging the training time and decreasing the variability in the
batch. We describe the new sampling mechanism we use in the following section,
and then move on to detailing the datasets used in our experiments.
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10.5.1 Data Sampling

While our nodes can be ordered by multiple features, the organizational aspect
that is most prominent from a perceptual point of view is time. Indeed, people
would still recognize a music piece if it is segmented over the time axis, while, for
example, considering only pitches in a certain interval could lead to meaningless
results. There is also perceptual evidence that the offset time of a note is much less
salient than the onset time, especially for percussive instruments (including the
piano) whose sound naturally decays over time [34]. Therefore, when we create our
graphs from a musical score, we set the node order first by the absolute time of
onset and then by pitch.

Once this ordering is set (and having defined an index function ind(·) that given
a node returns its index in this ordering) we randomly sample a subgraph of size
K > 1 from a piece with N notes, with the following procedure. If N > K we select
the nodes u with ind(v) ≤ ind(u) ≤ ind(v) + N, where v is a random node which
satisfies the inequality ind(v) < K − N. If N ≤ K we select all nodes in the piece.
Note that we can still have the problem of segregating notes from the same chord,
but this can now only happen at the temporal boundaries of our subgraph, limiting
its impact on the network.

We can then create a batch consisting of B subgraphs of at most size N. Our
batching mechanism uses the approach of Hamilton et al. [31], i.e., all graphs are
joined together in a single batched graph that will contain B disjoint subgraphs.

10.5.2 Datasets

We use four distinct datasets for our four tasks.

10.5.2.1 Voice Separation

The Graph Voice Separation dataset was introduced by Karystinaios et al. [6]. This
dataset contains graph data created from five collections: 370 Bach Chorales, 48

Preludes and 48 Fugues from the Bach Well-Tempered Clavier (Books I and II),
15 Bach Inventions, 15 Bach Sinfonias, and 210 movements from Haydn String
Quartets. It contains in total 726, 246 nodes and 3, 408, 679 edges from 1, 054 unique
score graphs. Karystinaios et al. only test on single collections to understand the
differences in performance for different composing styles. To have a single general
performance indicator, we introduce a new data split that uses 70% of the data for
training, 10% for validation, and 20% for testing. This split preserves the percentage
of pieces in each collection and is independent of the size of each score graph.

10.5.2.2 Composer Clasification

For composer classification, we use the scores from the DCML corpora dataset1. The
dataset includes 10 composers, for a total of 419 scores, from where we build score
graphs with collectively 710, 240 nodes and 3, 924, 655 edges. We create a random
data split with 70% of the data for training, 10% for validation, and 20% for testing,
which preserves the percentage of composers in each set.

1 https://github.com/DCMLab/dcml_corpora

https://github.com/DCMLab/dcml_corpora
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10.5.2.3 Roman Numeral Analysis

The Roman numeral analysis dataset with data augmentation was introduced
by Lopez et al. [27]. We use their dataset (with augmentations on the train set).
The created graphs collectively contain 8, 968, 413 nodes, 38, 390, 729 edges, and
5, 096, 853 unique onset positions from 7, 988 scores (after data augmentation).

10.5.2.4 Cadence Detection

For the Cadence Detection task, we use four distinct annotated datasets, the Mozart
Piano Sonatas [35], Haydn String Quartets [36], Mozart String Quartets [37], and
Bach WTC Fugues [38]. The created graph collectively contains 300, 602 nodes and
1, 392, 753 edges from 153 scores. We create a random data split with 70% of the
data for training, 10% for validation, and 20% for testing.

10.6 experiments

Our model for each of the four tasks is built on the respective current state-of-
the-art model presented in Section 10.3. From here on forward, we refer to the
previous state-of-the-art architecture as baseline model, and to the same architecture
with the convolutional blocks replaced with our new ones, as MusGConv model.
These original models serve as the baselines in the following experiment. We follow
the implementations of the publicly available code with no major modifications,
except for the sampling technique that we highlighted before. For each task, we
consider the main evaluation metric proposed in the original paper (presented in
Section 10.3).

All experiments for a certain task are run with the best hyperparameter setting
specified in the respective papers; this includes 2 GNN layers, and the convolu-
tional blocks being SageConv [31] for all tasks except the voice separation where
ResGatedGraphConv [39] is used. We use a fixed training, validation, and test split
for each task, and every experiment is run 10 times with different NN initialisations
on a single GPU. We used one GTX 1080 Ti GPU with 11 GB of VRAM.

10.6.1 Main Results

The goal of our main experiment is to quantitatively verify whether the use of
MusGConv can improve the results on the four tasks compared to the respective
baseline, i.e., the architectures used in the corresponding state-of-the-art approaches.
Each experiment is run 10 times with the fixed task-specific data split (as described
in the previous section) and different random seeds. We report ASO significance [40]
with a confidence level α = 0.05 and ϵmin < 0.1.

The results, summarised in Table 10.1, show that MusGConv(+EF) produces
statistically significant better results for the Voice Separation and Cadence Detection
task. In the Composer Classification task, the best-performing model is MusGConv,
while MusGConv(+EF) yields worse results than the baseline. We suspect that being
this a global graph classification task, the edge features propagation is harder to
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Figure 10.5: Ablation studies.

train, and the simpler mechanism employed in MusGConv is a better choice. There
is no statistically significant difference in the performance on the Roman Numeral
Analysis task. We found two potential explanations for this behaviour: first, the
RNA model is very complex, with multiple components which could hide the effect
of a modification on the graph encoder. Moreover, the RNA dataset is augmented
with transpositions in all keys, and therefore having transposition-invariant features
may only yield minimal (if any) advantage. An experiment without augmentation
is not possible, since the output of the RNA model depends on the absolute pitches
at the input, and the not-augmented dataset is very small.

Regarding execution time, for each task, we compute the ratio between the
average time of the 10 runs for baseline and the 10 runs with MusGConv and
MusGConv(+EF). Aggregated across all tasks, this ratio has an average of 1 ± 0.05.
Thus, the usage of MusGConv has a minimal impact on the final execution time.
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10.6.2 Ablation Studies

We conduct four ablation studies to explore different model variations in terms of
architecture and selection of edge features. The results are reported in Figure 10.5,
where we also include the results for MusGConv and MusGConv(+EF) from our
main experiment (see previous section) for comparison. For some variations we
consider, there is not a clear winner, meaning that, while the usage of relative
features as edges is beneficial overall, different versions of our system can perform
better on different musical tasks.

no concatenation. We change the feature aggregation function ϕ (Eq. 10.2)
from a concatenation (Eq. 10.8) to a multiplication, to mimic the operation used in
convolutional blocks that deal with edge features, e.g., [19–21]). The results show
that this degrades the performance for the composer classification and cadence
detection tasks while improving RN analysis and Voice Separation.

no edge input. In this study, we ignore our manually built edge features from
Section 10.4.1 and use node feature difference (see Eq. 10.9) as edge features for
all blocks (including the first). This is similar to the edge features employed in
EdgeConv [20] (though it has to be noted that our message passing is different
from EdgeConv). This degrades the model performance on all tasks but RN.

no pcint. We quantify the effect of the PCInt edge feature as a much more
music-specific edge feature, compared to the “more standard” feature distances.
We observe that the usage of this feature improves all tasks.

signed features. We evaluate the use of features obtained by removing the
absolute value operation in Eq. 10.6. Indeed this is a more informative input;
for example, with the absolute value we encode the difference between two note
durations, but we lose the information about which is longer. On the other hand, it
increases the input numerical range, and one could argue that the network already
has access to absolute features, and PCInt and edge type encode similar information.
The results show that using signed features is not beneficial.

10.7 conclusion and future work

This paper has presented a graph convolution block dedicated to music under-
standing tasks. Its working mechanism is inspired by perceptual considerations and
permits the propagation of transposition-invariant and relative timing information
in the message-passing process. More generally, our work enables an elegant and
efficient way to use pairwise note features, which have been long studied and
employed in monophonic music, for polyphonic music processing. Specifically,
our approach can be summarized in two core contributions: pitch and time pair-
wise functions as edge features, and a new way of aggregating this information
inside the convolutional block. The design of this block is kept simple to give us a
performance advantage without increasing computation time. We experimentally
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verify the validity of our proposition on four rather diverse musical tasks covering
three graph-related problems: graph classification, node classification, and link
prediction.

As future work, it would be interesting to evaluate MusGConv on other kind of
music and to investigate the impact of other pairwise note functions, like the one
proposed in the cognitively plausible music model IDyOM [10, 11].
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Abstract: Graph Neural Networks (GNNs) have recently gained traction in
symbolic music tasks, yet a lack of a unified framework impedes progress. Ad-
dressing this gap, we present GraphMuse, a graph processing framework and
library that facilitates efficient music graph processing and GNN training for
symbolic music tasks. Central to our contribution is a new neighbor sampling
technique specifically targeted toward meaningful behavior in musical scores. Ad-
ditionally, GraphMuse integrates hierarchical modeling elements that augment the
expressivity and capabilities of graph networks for musical tasks. Experiments
with two specific musical prediction tasks – pitch spelling and cadence detection
– demonstrate significant performance improvement over previous methods. Our
hope is that GraphMuse will lead to a boost in, and standardization of, sym-
bolic music processing based on graph representations. The library is available at
https://github.com/manoskary/graphmuse

11.1 introduction

Symbolic music processing entails the manipulation of digital music scores, encom-
passing various formats such as MusicXML, MEI, Humdrum, **kern, and MIDI.
Unlike audio-based representations, symbolic formats offer granular information
on note elements, including onset, pitch, duration, and other musical attributes like
bars and time signatures.

While prior research in symbolic music processing often adopted techniques
from the image processing [1–3] or natural language processing [4–6] domains,
recent attention has shifted towards graph-based models, which could presumably
better capture the dual sequential and hierarchical nature of music. Graph Neu-
ral Networks (GNNs) have been showcased as potent tools for diverse symbolic
music tasks, including cadence detection[7], optical music recognition [8], music
generation [9], Roman numeral analysis [10], composer classification [11], voice
separation[12], and expressive performance rendering[13]. However, a standard-
ized framework for constructing and processing music graphs has not yet been
introduced to the field. To address this challenge, we developed GraphMuse, a
Python-based framework to efficiently and effectively process information from
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musical scores, construct musically meaningful graphs, and facilitate the training
of graph-based models for symbolic music tasks.

A key innovation of our work lies in the introduction of a new sampling technique
tailored to specific properties of music while maintaining efficient and robust
training of GNNs. Additionally, GraphMuse integrates within the graphs and
models hierarchical elements that augment the capabilities of graph networks for
musical tasks.

We evaluate our framework on pitch spelling and cadence detection tasks, compar-
ing it against existing state-of-the-art methods. Through the synergistic utilization
of our framework’s components, we achieve a significant performance increase
compared to the previous methods. Our overarching objective is to establish a
standardized framework for graph processing in symbolic music analysis, thus
catalyzing further progress in the field.

Altogether, our contributions are three-fold: i) We provide a structured, generic,
and flexible framework for graph-based music processing; ii) we release an open
source Python library that comes with it; iii) we achieve performance improvements
in a principled way by focusing on the design of the individual parts of the
framework.

11.2 processing music scores with gnns

In this section, we describe existing graph modeling approaches for musical scores.
They all have a common pipeline which involves building a graph from a given
musical score (see Figure 11.1) and using a series of convolutional blocks to produce
context-aware hidden representations for each node. We start by describing the
graph-building procedure and a generic graph convolutional block; we then take
a detailed look at the problem of graph sampling, which will motivate a new
sampling procedure that will be presented in the next section.

11.2.1 Preprocessing: Constructing Graphs from Scores

A score graph can be represented as a heterogenous attributed graph. A heteroge-
neous graph has a type associated with each node and edge in the graph [14]. An
attributed graph has an associated feature vector for each node in the graph [15].
Therefore, a heterogenous attributed graph is defined by a quintuple G = (V, E, X,A,R),
together with the mappings ϕ : V → A and ψ : E → R, where V is the set of nodes,
E is the set of edges, X ∈ V × Rk the feature matrix A is the node types and R
is the edge types. ϕ maps each node to its type and ψ maps its each edge to its
corresponding type.

We create such a graph from a musical score by following previous work [10–13].
Each node v ∈ V corresponds to one and only one note in the musical score. R
includes 4 types of relations: onset, during, follow, and silence, corresponding,
respectively, to two notes starting at the same time, a note starting while the other is
sounding, a note starting when the other ends, and a note starting after a time when
no note is sounding. The inverse edges for during, follows, and silence relations are
also created.
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Formally, let us consider three functions on(v), dur(v), and pitch(v) defined on a
note v ∈ V that extract the onset time, duration, and pitch, respectively. A typed
edge (u, r, v) of type r ∈ R between two notes u, v ∈ V belongs to E if the following
conditions are met:

• on(u) = on(v) → r = onset

• on(u) > on(v) ∧ on(u) ≤ on(v) + dur(v) → r = during

• on(u) + dur(u) = on(v) → r = follow

• on(u) + dur(u) < on(v) ∧ ∄v′ ∈ V, on(v′) < on(v) ∧ on(v′) > on(u) +
dur(u) → r = silence

A in the literature usually only includes a single type, i.e. the note type ν. However,
we extend this definition in Section 11.3.1.

11.2.2 Encoding: Graph Convolution

Graph convolution and message passing are core operations in graph neural net-
works (GNNs) for learning node representations. In graph convolution, in its
simplest form, each node aggregates messages from its immediate neighbors by
computing a weighted sum of their features:

h(l+1)
v = σ

((
∑

u∈N (v)
W(l)h(l)

u

)
+ h(l)

v

)
(11.1)

where h(l)
v is the representation of node v at layer l, N (v) denotes the neighbors

of node v, W(l) is a learnable weight, and σ is a non-linear activation function.
Through successive iterations of message passing and aggregation, each node
refines its representation by incorporating information from increasingly distant
nodes in the graph, ultimately enabling the network to capture complex relational
patterns and dependencies within the graph data.

In the context of music, graph convolution can be understood as a method for
defining a note not only by its own characteristics and properties but by also
considering the characteristics of its neighboring notes within the musical graph. In
this work, as well as previous graph-based work on music [7, 10, 11] the preferred
graph convolutional block is SageConv taken from one of the first and fundamental
works in graph deep learning [16].

11.2.3 Sampling: Handling Graph Data for Training

In an ideal world without computing resource considerations, we can imagine a
training pipeline that receives an entire graph as input to a graph convolutional
model. Assuming that we have the resources and time to perform such a task the
process is easy to grasp. All nodes of the graph are updated in a single step based
on their neighbors as described in the previous section.

However, the graph world presents us with several complexity issues. Graph
datasets in the wild typically come in two forms: i) a (possibly large) collection of
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Figure 11.2: Full graph vs neighbor sampling. The pink-colored nodes are selected for
convolution by message passing. With neighbor sampling, the pink node is the
one whose representation is ultimately updated after convolution (however,
for the blue nodes also take part in the convolution process as its context).

small graphs, each containing maybe fewer than 50 nodes[15]; ii) a single large-scale
graph such as a social network [17], a recommender system [18], or a knowledge
graph [19]. The previous naive scenario presents a time-efficiency and computation
waste bottleneck for the former and a memory insufficiency issue for the latter. To
mitigate these issues, in the former case one can batch many small graphs together
to maximize the available resources and reduce the computation time, then the full
graphs can be updated during convolution within each batch.

Training Graph Convolutional Networks (GCNs) for large-scale graphs is a bit
more complicated. Such graphs can be exceptionally large – for example, the 2019

Facebook social network boasted 3.51 billion users1. To train models with such
graphs we need to devise a sampling algorithm to derive subgraphs in steps [16,
20–22]. Such an algorithm may, for example, choose a subset of nodes across the
graph and perform random walks to fetch a subset of the k-hop neighbors for the
sampled nodes [16]. This process, called neighbor sampling or node-wise sampling, is
shown in Figure 11.2 and compared to the full-graph process.

Musical score graphs fall in between the two scenarios, varying notably in size. For
instance, a Bach Chorale might contain 100 notes, while a Beethoven Sonata could
exceed 5000 notes, with each note corresponding to a graph node. Furthermore, a
musical dataset may contain many such graphs. Therefore the question arises how
to efficiently train models on music graph datasets.

Since music graphs are not uniform enough to be batched together like small
graph datasets, we investigate the suitability of neighbor sampling methods for
music graph processing, taking into account special properties relevant in music.
Standard neighborhood sampling would sample notes across different scores and
fetch neighbors for those notes, creating a subgraph that can maximize the use of
the available resources during training.

However, music has a specific coherence, in both the horizontal (time) and vertical
(chords, harmonies) dimensions, which makes sampling approaches from the litera-
ture[22] not appropriate for music. Specifically, sampling and updating/encoding

1 https://zephoria.com/top-15-valuable-facebook-statistics
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single notes without simultaneously doing so also to notes in their local context
makes it difficult to learn properties that persist in time (such as local key or a
harmonic function). In this work, we address this issue by presenting a simple
and musically intuitive sampling process for graphs that efficiently creates batches
containing musically related notes which, as experiments will show, can notably
improve the learning results.

11.2.4 Task-specific Modeling

Finally, the node embeddings created by the graph convolutional encoder serve as
input to task-specific models that solve some specific prediction or recognition task.
In a graph context, we distinguish, at an abstract level, between node classification,
link prediction, and entire graph classification tasks. Examples of node classification
tasks can be found in [7] which takes the embeddings from the GCN encoder and
employs an edge decoder coupled with a graph convolution classifier for cadence
prediction labels; and in [10], which forwards the embeddings to sequential layer
and then MLP classifiers to perform Roman Numeral Analysis. In [12], musical
voice separation is framed as a link prediction task; the node embeddings are input
to a pairwise edge similarity encoder to predict link probabilities between notes in
the same voice. An example of a graph classification task can be found in [11] where
the embeddings are aggregated and passed through a shallow MLP for composer
classification.

Naturally, task-specific models will not be part of the generic graph processing
pipeline and library which we publish with this paper.

11.3 methodology

In this section, we discuss our approach to addressing the different components
of the pipeline shown in Figure 11.1. In particular, we explain the preprocessing
procedure for creating score graphs, we detail our strategy for musically intuitive
graph sampling, and finally, we discuss model variants that are made possible by
the previous steps of the pipeline.

11.3.1 Preprocessing

The central activity in the preprocessing step is the creation of graphs from mu-
sical scores. In our library, we extend the conventional graph creation process by
introducing hierarchical musical dimensions (beats and measures), in order to
enhance the score graphs’ representational capacity. More specifically, we enrich
the node type set A (defined in Section 11.2.1) with two additional types β and
µ for beats and measures respectively. The process involves detecting beats and
measures within the musical score, generating edges (of type connect to every beat
from each note falling within its temporal boundaries, and repeating this process
for measures. Additional edges of type next are drawn between consecutive beats
and measures to enrich the connectivity and contextual understanding within the
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Figure 11.3: Sampling process per score. Top: sampled notes and their neighbors; middle:
score graph and sampling process; bottom: sampling process for beats and
measures. A randomly selected note (in yellow) is first sampled. The bound-
aries of the target notes are then computed with a budget of 15 notes in this
example (pink and yellow notes). Then the k-hop neighbors are fetched for the
targets (light blue for 1-hop and darker blue for 2-hop). The k-hop neighbors
are computed with respect to the input graph (depicted with colored edges
connecting noteheads in the figure). We can also extend the sampling process
for the beat and measure elements (introduced in Section 11.3.1). Note that
the k-hop neighbors need not be strictly related to a time window.
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graph. Furthermore, we aggregate features from constituent notes through the
connect edges via message passing to equip each beat and measure with informative
attributes by computing the mean vector of their note features.

The inclusion of beat and measure node elements, as well as the creation of inverse
edges, are made optional, ensuring compatibility with diverse research needs
and avoiding imposing rigid structures onto the graph-based music processing
framework.

We prioritize the efficiency and speed of the graph creation process by transi-
tioning the graph creation implementation to C code, leveraging its performance
benefits, and establishing a Python binding for seamless integration into our work-
flow. Recognizing the temporal nature of musical elements, such as notes, beats,
and measures, we refine our neighbor searching windows accordingly, optimizing
computational efficiency.

11.3.2 Sampling

We discussed general neighbor sampling for large-scale graphs in Section 11.2.3 and
some problems related to graph-structured music data. In this section, we elaborate
on our musically informed sampling process for music graphs, which enables the
training of the models outlined in the subsequent sections. In this process, we aim
to sample sections of scores and employ neighbor sampling to fetch the neighbors
of notes within those sections.

Indeed while our nodes could be ordered in various ways, the most perceptually
significant aspect is time organization. Recognizably, individuals can still identify
a musical piece when segmented along the time axis, whereas focusing solely on
pitch intervals may be challenging. Moreover, perceptual research indicates that the
commencement time of a note holds greater salience than its offset time, particularly
for percussive instruments like the piano, where the sound naturally fades over
time [1]. Hence, when constructing graphs from musical scores, we prioritize node
arrangement based on absolute onset time followed by pitch.

Our initial limitations are mostly related to memory usage. To limit our memory
we need to predefine three initial arguments: i) the size of each target subgraph S
from every score, ii) the number B of scores in each batch, and iii) the number of
hops and neighbors for each hop (similar to node-wise sampling techniques). In
each batch, we update the representation of our target nodes which is essentially
the size of S × B.

Once the ordering is set and the three arguments are defined we can initiate
the process of sampling a subgraph, as shown in Figure 11.3. First, we sample
a random note from the graph of each score. Next, we correct the position of
the note by searching for any vertical neighbors (same onset value notes and
potentially different pitch). Then we extend to S notes to the right where S indicates
a predefined maximum subgraph size. We also correct the rightmost boundaries
to include or exclude vertical neighbors for the last onset always respecting the
aforementioned size S. Once this process is completed we obtain the target nodes
per score within the batch. These are the nodes whose representation we want to
update at the end of the graph convolutional process.
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However, since graph convolution is performed recursively we need to fetch the
k-hop neighbors for each one of the target nodes where k indicates the depth of
the GCN. For this step, we can consult the literature [16] and perform neighbor
sampling to fetch the k-hop neighbors. This process is repeated for B different
scores. Finally, the B score subgraphs of size at most S each are first joined together
and then fed to the model.

During this process, we can keep information about the target nodes and the
size of each score subgraph, which could allow us to design more creative models
that can exploit this information. Such models are presented in the next section.
Moreover, we adopt a potential approach for hierarchical graphs by also extending
the sampling for beat and measure nodes as shown in Figure 11.3.

11.3.3 Model Designs

In this section, we explore various model designs for the graph-based encoder in our
processing pipeline (Figure 11.1). Designing such an encoder involves addressing
two fundamental questions: the selection of graph convolutional blocks and the
selective exploitation of information from the input graph.

The first question, regarding graph convolutional blocks, remains open-ended,
offering numerous possibilities for exploration and customization. In its current
version, GraphMuse offers the options of convolutional blocks on a per-node or
per-edge type basis. We suggest that graph-attention networks may offer promising
avenues, particularly for hierarchical elements such as beats or measures.

In response to the second question, we devise a series of models by selectively
incorporating or excluding elements from the input graph. Our foundational model,
termed NoteGNN, exclusively utilizes note elements and their corresponding edges.
This model serves as the basis for further extension. For instance, we expand upon
NoteGNN to construct BeatGNN, which incorporates beat elements (see Section 11.3.1
above) alongside notes. Similarly, we develop MeasureGNN by integrating measures
into the encoding process. When all note, measure, and beat elements are included,
the resultant model is denoted as MetricalGNN.

Furthermore, we explore the possibility of hybridizing model types, such as
combining GNNs with sequential models. This hybridization is facilitated by the
sampling process that organizes notes in onset order, allowing for the batch to
be unfolded by score. Consequently, the same batch can be processed through
both GNN and sequential models simultaneously. Specifically, we employ a graph
encoder and a sequential encoder in parallel – in our case we use a stack of
2 bidirectional GRU layers. The GRU stack receives the unfolded batch of size
(B, S, K) where B is the number of scores within the batch, S is the number of
sampled target nodes for each score order by onset and then by pitch, and K is
the number of node features. The embeddings of both encoders are concatenated
together and an additional linear layer is applied to project them to the required
dimension.

This architecture, which we call HybridGNN in our experiments, combines the
strengths of both GNNs and sequential models, resulting in better performance as
shown in our experiments.
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11.3.4 The Library

The components discussed in the preceding section have been implemented and
made available in an open-source Python library called GraphMuse. This library
follows a similar philosophy as PyTorch and PyTorch Geometric, comprising models
and graph convolutional blocks, loader pipelines, data pipelines, and related utilities.
GraphMuse is built upon and thus requires PyTorch and PyTorch Geometric. The
loaders and models provided by GraphMuse are fully compatible with those of
PyTorch Geometric. For musical input and output, GraphMuse is compatible with
Partitura [23], a Python library for symbolic music processing. GraphMuse can be
obtained from anonymous.com

11.4 evaluation

To evaluate our framework, we perform experiments on two tasks, cadence detection
and pitch spelling. We put to the test both the models discussed as well as the
sampling process. For pitch spelling, we compare our models to the previous
sequential state-of-the-art model, PKSpell [24] and the GraphSAGE variant of our
note-level model. For cadence detection, we compare our models to the previous
state-of-the-art model by Karystinaios and Widmer [7] which is also graph-based
and follows a GraphSAGE sampling strategy. For both tasks, we perform ablations
by removing the hierarchical elements such as beat and measure nodes and edges,
or incorporating hybrid models.

11.4.1 Pitch Spelling

Previous work on Pitch Spelling set the state-of-the-art by using a sequential
model [24]. The task of pitch spelling tackles in parallel key signature estimation
and pitch spelling estimation per note, however, the key signature is a global
attribute usually set for the whole piece although it can sometimes change midway.
The previous architecture uses a GRU encoder for pitch spelling and then infuses
the logits together with the latent representation to another GRU layer for the key
signature prediction.

For our approach, we use a GNN encoder as described in Section 11.3.3 followed
by two classification heads for key and pitch spelling respectively. We train and
evaluate all models on the ASAP dataset [25] using a random split with 15% of the
data for testing and the 85% for train and validation as described in [24].

11.4.2 Cadence Detection

For the cadence detection model, we chose to use a modified version of the cadence
detection model originally proposed in [7]. Our considerations were based on a
more efficient training process, and the integration of our pipeline possibilities. The
model was expanded to accept a heterogeneous score graph as input, as described
in Section 11.2.1. Additionally, we enhanced the model’s predictive capabilities from
binary (no-cad or PAC) to multiclass cadence prediction, encompassing PAC, IAC,

anonymous.com
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and HC labels. Furthermore, we refined the architecture by incorporating an onset
regularization module, which aggregates the latent representations (post-GNN
encoder) of all notes occurring at a distinct onset within the score and assigns them
to every note sharing that onset.

In the training phase, the input graph first undergoes processing through the
graph encoder. The resulting node embeddings are then grouped based on onset
information extracted from the score, and their representations are averaged. Subse-
quently, embedded SMOTE [26] is applied to balance the distribution of cadence
classes compared to the notes lacking cadence labels in the score. However, during
inference, this synthetic oversampling step is omitted. Finally, the oversampled
embeddings are fed into a shallow 2-layer MLP classifier to predict the cadence
type.

We trained our model with a joined corpus of cadence annotations from the
DCML corpora2, the Bach fugues from the well-tempered clavier Book No.1 [27],
the annotated Mozart string quartets [28], and the annotated Haydn string quar-
tets [29]. Our joined corpus makes for 590, 149 individual notes and 17, 188 cadence
annotations. We use 80% of the data for training and validation and test on 20%
using a random split. Note that these results cannot be directly compared with [7]
since we use a different (bigger) dataset and perform multiclass prediction.

11.4.3 Experiments

11.4.3.1 Configuration

The configuration used for training all pitch spelling graph models trained with our
sampling technique has a batch size B fixed at 300, i.e. sampling from 300 scores at
each training step, and the size of the target nodes of the sampled subgraph S is
also set to 300. For the respective cadence graph models, B = 200 and S = 500. For
all graph models (including GraphSAGE), we use three heterogeneous SageConv
layers [16] in the encoder with a hidden size of 256 and a dropout of 0.5. The
neighbor sampling corresponding to each one of the layers fetches at most 3
neighbors per sampled node per relation. We train all models with the Adam
optimizer with a learning rate of 10−3 and a weight decay of 5 ∗ 10−4. All models
have been trained on a GTX 1080 Ti. Every experiment is repeated four times with
different random seeds.

11.4.3.2 Results

Table 11.1 presents the results of experiments experiments conducted on the two
tasks. The metrics used for evaluation are Accuracy (A) for pitch spelling and key
recognition, and the macro F1 score (F1) for cadence detection. Note that the model
employed on the GraphSAGE methods and the model NoteGNN are virtually the
same apart from the sampling strategy with which they were trained.

For the pitch spelling task, we can observe that the actual pitch spelling accuracy
(A-Pitch) of all proposed models surpasses both the PKSpell and GraphSAGE
methods. Across all models, the MetricalGNN achieves the highest accuracy of

2 https://github.com/DCMLab/dcml_corpora

https://github.com/DCMLab/dcml_corpora
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Task
Pitch Spelling Cadence

A-Pitch A-Key F1-Cad

PKSpell 94.8 ± 0.5 69.9 ± 1.6 -
GraphSAGE 93.6 ± 0.1 43.3 ± 0.1 53.5 ± 0.8

NoteGNN 94.9 ± 0.1 69.3 ± 7.0 55.3 ± 0.9
BeatGNN 95.1 ± 0.2 68.7 ± 1.1 57.4 ± 1.2
MeasureGNN 95.4 ± 0.3 69.5 ± 7.2 57.0 ± 1.0
MetricalGNN 95.6± 0.1 64.4 ± 5.3 55.8 ± 0.6
HybridGNN 95.4 ± 0.2 72.6 ± 2.8 58.6 ± 0.7

Table 11.1: Results on the two tasks, in terms of accuracy (A) and F1 score, respectively.
Values in bold are the best score per metric; underlined values are the second
best. All runs are repeated 4 times. ± indicates standard deviation.

95.6%, closely followed by BeatGNN and MeasureGNN with accuracies of 95.1%
and 95.4%, respectively. These results indicate the benefits of incorporating hierar-
chical musical elements such as beats and measures. However, it is worth noting
that while MetricalGNN achieves the highest accuracy, it is closely followed by the
hybrid model, HybridGNN, which achieves an accuracy of 95.4%, suggesting that
competitive performance can also be achieved by mixing model types.

Focussing on the key estimation subtask (A-Key) of pitch spelling we notice that
the PKSpell model achieves a very good key accuracy of 69.9%, closely followed by
the MeasureGNN model and only surpassed by the Hybrid model. We attribute
the effectiveness of key detection of a sequential model such as PKSpell to the
persistence of the key label across elements of the sequence. Therefore, a hybrid
model in this case seems to be able to adapt to the diversity of labels for pitch
spelling and uniformity of labels for key estimation.

In the cadence detection task, we evaluate the results using the macro F1 score to
account for the overwhelming presence of non-cadence nodes, as instructed by [7].
We observe that GraphSAGE, the previously used technique for training, obtains
the lowest F1 score and it is surpassed by all the proposed GNN-based models
trained with the new sampling method.

Among our GNN models, BeatGNN and HybridGNN achieve the highest scores
of 57.4% and 58.6%, respectively, closely followed by MeasureGNN. In this case, the
MetricalGNN model surprisingly does not achieve such a good score even though
it includes both measure and beat elements. However, it still performs better than
the NoteGNN and the GraphSAGE method.

Overall, the results demonstrate the efficacy of GNN-based models trained
using our new sampling method. Incorporating hierarchical elements such as
beats and measures improves both pitch spelling and cadence detection tasks.
Additionally, the hybrid approach of combining GNNs with sequential models
produces promising results.
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11.5 conclusion

In this paper, we introduced GraphMuse, a framework and Python library for
symbolic graph music processing. We designed a specialized sampling process for
musical graphs and demonstrated our pipeline’s effectiveness through experiments
on pitch spelling and cadence detection. Our results show that carefully designed
GNN architectures, especially those incorporating hierarchical elements like beats
and measures, can lead to better performance. Finally, hybrid models that integrate
GNNs with sequential models yield further performance improvements.

Future research will focus on refining GNN-based models in music processing,
adding more tasks, and exploring novel architectures. This includes investigating
advanced graph convolutional blocks, other sampling techniques, and attention
mechanisms to enhance model performance.
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12 C O N C L U S I O N & F U T U R E W O R K

12.1 overview

This thesis has explored the application of graph-based music representations to-
gether with Graph Neural Networks (GNNs) for the automatic music analysis of
classical music scores, addressing a range of tasks such as cadence detection, voice
separation, and Roman numeral analysis. My research suggests that viewing musi-
cal scores as graphs offers significant advantages in capturing the dual hierarchical
and sequential structures inherent in polyphonic music.

By introducing new graph models and customized GNN blocks tailored for
musical data, I have shown that it is possible to surpass previous methods in
accuracy, efficiency, and scalability in automatic music analysis. The development
of ChordGNN, MusGConv, MetricalGNN, and other graph-based models high-
lights the power of graph representations in tasks such as cadence detection, voice
separation, Roman numeral analysis, and more. These models not only improved
performance but also offered a more intuitive understanding of musical structures,
facilitating better interpretability and manipulation of musical data.

Furthermore, I introduced frameworks for explainability on music graphs such
as the SMUG-Explain framework which offers an easy visualization of graphs
and their explanations making more accessible to music analysts who want to
understand and explore how graph-based music analysis models learn. With the
introduction of the GraphMuse library for symbolic music graph processing, I have
provided the research community with practical resources to continue innovation
and exploration in the field.

My work has moved towards the standardization of graph-based symbolic music
processing, demonstrating its potential to address complex musical tasks effectively.
The successful integration of GNNs in music analysis sets a promising direction for
future research, where more sophisticated models and techniques can be developed
to further improve our understanding and processing of music.

In conclusion, this thesis establishes a solid foundation for the use of graph-
based representations in symbolic music analysis, offering a new perspective that
aligns more closely with the intrinsic properties of musical data. The findings
and tools developed during my Ph.D. have offered advances to the state-of-the-art
in individual music analysis tasks but also contributed to the field of MIR by
introducing many open-source resources.

Overall, my work has aimed to contribute to symbolic-based MIR by presenting
graph-based methods as a viable option for certain music analysis tasks. While the
results are encouraging, they are by no means definitive and much remains to be
done to unfold the full potential of these graph-based approaches.
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12.2 future directions

Future research in the field of graph-based symbolic music processing must ad-
dress several challenges to unlock its full potential. Scalability and computational
efficiency remain significant hurdles. As musical compositions grow more complex
and datasets expand, the computational resources required for training and infer-
ence increase substantially. Optimizing these models to reduce computational costs
without sacrificing accuracy is essential for their broader application.

Another challenge lies in the integration of graph-based approaches with other
modalities such as audio signals and visual elements like sheet music. Music is
inherently multi-modal, and developing frameworks that can effectively combine
these diverse data types will be crucial for comprehensive music analysis. Addition-
ally, musical interpretation often involves a degree of ambiguity and subjectivity, as
different musicians and analysts may interpret the same piece differently. Creating
models that can accommodate such variability and provide multiple plausible
interpretations is a complex but necessary task.

Ensuring that graph-based models can generalize across various musical genres
and styles is also critical. While current research has primarily focused on Western
classical music, there is a vast array of musical traditions worldwide. Adapting these
models to different musical contexts will require further exploration. Moreover, the
success of deep learning models heavily relies on the availability and quality of
annotated data. In symbolic music, creating high-quality annotations for complex
tasks is labor-intensive and requires expert knowledge. Addressing data scarcity
and improving annotation quality will be vital for the advancement of this field.

Future directions for research include exploring more sophisticated graph repre-
sentations that capture additional musical attributes such as dynamics, articulation,
and phrasing. These enhancements could lead to more nuanced and accurate mod-
els that better reflect the complexity of musical scores. Combining graph-based
approaches with other machine learning techniques, such as sequence models and
convolutional networks, could yield more powerful and flexible models, leveraging
the strengths of different architectures for improved performance across various
musical tasks.

Developing interactive and real-time applications that utilize graph-based music
analysis could potentially impact music education, composition, and performance.
Such tools could provide immediate feedback and insights to musicologists and
computer scientists working with music, deepening their understanding. Enhanc-
ing the explainability and interpretability of graph-based models could also be
important for their adoption in musicology and education. Future research should
focus on methods that provide clear and musically meaningful explanations for the
model’s decisions.

Cross-disciplinary collaborations with experts in musicology, cognitive science,
and computer science can lead to innovative approaches and a deeper understand-
ing of music analysis. Such collaborations can address complex questions about
musical perception, cognition, and creativity, resulting in more holistic and robust
models. Continuing the development and dissemination of open-source tools and
frameworks will be vital for the growth of this research. Providing accessible and
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well-documented resources can encourage wider adoption and experimentation,
fostering a collaborative research environment.

In summary, while significant progress has been made, numerous challenges and
exciting opportunities lie ahead. Addressing these challenges through innovative
research and collaboration will be essential for advancing the field and unlocking
the full potential of computational music analysis.
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