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Abstract

Medical diagnosis is a complex, iterative pro-
cess that relies heavily on clinicians’ reasoning
and judgment. Traditional models, while able
to provide consistent diagnostic results, fail to
replicate the reasoning process of clinicians,
making their outputs difficult to understand and
justify. In this paper, we address this limita-
tion by first generating clinical notes that cap-
ture the clinician’s diagnostic reasoning. These
notes are then used to train a large language
model, allowing it to mimic the step-by-step
reasoning employed by clinicians during diag-
nosis. Our method introduces a hierarchical
agent reflection mechanism to generate clin-
ical notes, which deconstructs the diagnostic
process into key stages, each handled by spe-
cialized agents. This structured approach not
only improves the accuracy and reliability of
the generated clinical notes but also ensures
that the model’s reasoning aligns with human
clinical practice. Experimental results show
that models trained on this data outperform
both general-purpose large language models
and domain-specific medical models in diag-
nostic tasks. The proposed method enhances
diagnostic transparency and interpretability, of-
fering a valuable tool for Al-assisted clinical
decision-making.

1 Introduction

Accurate diagnosis is a critical step in medical prac-
tice, as it directly impacts patient outcomes. With
the continuous advancement of modern medical
technologies, particularly the rise of artificial in-
telligence and large language models (LLMs), the
medical diagnostic process is undergoing transfor-
mative change. Research is increasingly focused
on leveraging these technologies to assist clinicians
in achieving more accurate and efficient diagnoses.
Recent studies have demonstrated that LLMs, when
operating autonomously, can outperform clinicians
in certain diagnostic tasks, underscoring the signif-
icant potential of these models (Goh et al., 2024).

However, current LLM-based diagnostic sys-
tems primarily offer static responses to clinician
inquiries, lacking active engagement in the clinical
reasoning process. This limitation restricts their
effectiveness as collaborative tools in medical di-
agnosis, as they do not engage in the dynamic and
iterative reasoning processes that clinicians rely
on. While recent advancements such as OpenAl’s
ol (Jaech et al., 2024) have introduced reasoning-
augmented models that excel in domains requiring
complex problem-solving, these models still fall
short in medical contexts. In particular, diagnostic
reasoning in medicine involves nuanced, non-linear
decision-making based on a combination of clini-
cal intuition, patient history, and test results. To be
truly effective in medical settings, LLMs must not
only process vast amounts of data but also replicate
the dynamic, step-by-step reasoning that clinicians
employ during diagnosis.

To bridge this gap and harness the full potential
of LLMs, it is essential to align their diagnostic rea-
soning with clinical reasoning. This alignment can
be achieved by fine-tuning the models using clini-
cal notes, which encapsulate the detailed diagnostic
processes of clinicians.

A standard clinical note typically includes sev-
eral key components. First, it contains the patient’s
medical history, detailing past illnesses, surgeries,
allergies, and other relevant health information.
Next, it outlines the findings from the physical ex-
amination, including the physician’s observations
and assessments. Following this, the note includes
results from auxiliary examinations, such as labora-
tory tests and imaging studies. After synthesizing
and reflecting on this information, the patient’s
clinical features are documented, culminating in
an initial diagnostic impression along with the sup-
porting rationale. Finally, through differential diag-
nosis, the final diagnosis is determined. However,
obtaining high-quality clinical notes is not trivial,
mainly due to the significant cost of expert anno-
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Figure 1: Previous models cannot reason in a manner akin to clinicians, which makes their decision-making process
difficult to interpret. In contrast, our method first generates clinical notes that document the clinician’s reasoning
process. These notes are then used to train the model, enabling it to reason in a manner similar to clinicians.

tation and the time-intensive nature of the process.
This challenge makes it difficult to generate large
datasets of clinical notes required for fine-tuning
models effectively.

To do so, we propose a hierarchical agent
reflection mechanism that integrates knowledge-
enhancement techniques. We deconstruct the di-
agnostic process and design agents to simulate the
multiple steps a clinician would take when diag-
nosing with clinical notes. The resulting clinical
notes are then used for further training of the model,
ensuring that the LLM’s diagnostic reasoning res-
onates with that of clinicians (see Fig. 1). Our
framework is designed with a hierarchy of special-
ized agents, consisting of three foundational agents
and one supervisory agent: (1) Information Col-
lection Agent — Extracts and summarizes relevant
patient data. (2) Preliminary Diagnosis Agent —
Conducts iterative reasoning to generates an pre-
liminary diagnostic hypothesis. (3) Differential
Diagnosis Agent — Conducts iterative reasoning to
refine the differential diagnosis. (4) Coordinator
Agent — as the supervisory agent, Oversees and in-
tegrates the reasoning outputs of other agents. Our
contributions are as follows:

* Simulation of Clinician Reasoning: We intro-
duce a pioneering approach to explicitly sim-
ulate clinicians’ diagnostic reasoning trajecto-
ries using clinical notes, teaching the model
the diagnostic thinking of doctors.

* Hierarchical Agent Reflection: We develop an
innovative hierarchical agent reflection frame-
work, which enhances clinical note generation
through structured iterative refinement. This
framework significantly improves the accu-

racy and reliability of the generated data.

* Empirical Validation: Our experimental re-
sults demonstrate that models trained on
datasets generated by our method significantly
outperform both general-purpose large lan-
guage models and domain-specific medical
models in diagnostic tasks. Ablation studies
further confirm the effectiveness of the hierar-
chical agent reflection mechanism.

* Enhanced Diagnostic Transparency: The
model produces diagnostic pathways that
are both interpretable and traceable, effec-
tively aligning with clinicians’ reasoning pro-
cesses. This transparency enhances trust in
Al-assisted diagnostics, making it a reliable
tool for clinical applications.

2 Related Works

2.1 Medical Large Language Models

In recent years, the application of large lan-
guage models in the medical field has become
a major research focus (Singhal et al., 2023;
Thirunavukarasu et al., 2023; Han et al., 2023;
Kim et al.; Saab et al., 2024; Truhn et al., 2024;
Christophe et al., 2024; Zhou et al., 2023). These
models enhance LLM capabilities in medicine
through various approaches. For instance, models
like BioMedLM (Bolton et al.), OphGLM (Gao
et al., 2023), and GatorTronGPT (Peng et al.,
2023) absorb extensive medical knowledge dur-
ing pre-training, enabling strong performance
across a range of medical tasks. Given the time
and cost associated with developing specialized
medical LLMs from scratch, models like Med-



Gemini (Yang et al., 2024), Med42 (Christophe
et al., 2024), MedAlpaca (Han et al., 2023), and
MedPalLM-2 (Singhal et al., 2025) opt to build on
robust general-purpose base models, fine-tuning
them with different strategies to meet the specific
needs of the medical domain and ultimately trans-
forming them into specialized medical LLMs.

Furthermore, certain models have improved their
medical capabilities by implementing preference
alignment techniques. For example, HuatuoGPT-
ol (Chen et al., 2024b) significantly enhanced its
medical reasoning abilities by utilizing verifiable
medical reasoning datasets and reinforcement learn-
ing. MedFound aligned itself with standard clinical
practices by introducing a unified preference align-
ment framework, while Baichuan-M1 improved
its diagnostic capabilities through reinforcement
learning and pairwise data optimization.

While fine-tuning reduces computational re-
sources compared to pre-training, it still requires
additional model training and high-quality datasets,
which can be resource-intensive. In contrast,
prompt engineering offers a more efficient method
to adapt base models to specific use cases with-
out altering model parameters. Techniques like
few-shot learning, in-context learning, chain-of-
thought prompting (Wei et al., 2022), and retrieval-
augmented generation (RAG) (Lewis et al., 2020)
are commonly used. Given the critical impor-
tance of accuracy in medical applications, RAG
is particularly effective for providing models with
reliable information. Models such as Oncology-
GPT-4(Ferber et al., 2024), MedRAG (Xiong et al.,
2024), and MedGraphRAG (Wu et al., a) en-
hance overall performance by incorporating exter-
nal, trustworthy sources of information into the
answer generation process.

Our approach combines the strengths of these
techniques with the capabilities of general models.
We find relying solely on LLMs for direct question-
answering may not sufficiently meet the demands
of medical diagnosis. Therefore, we leverage gen-
erated patient record data to focus on more complex
medical diagnostics, enabling the model to handle
intricate medical issues with greater accuracy.

2.2 Multi-Agent Collaboration

A growing body of research demonstrates that col-
laborative frameworks involving multiple LLM
agents can effectively address the limitations of
individual models when tackling complex tasks,
resulting in more efficient and precise execution

across domains such as finance, coding, literature,
and mathematics (Li et al., 2023; Wu et al., b; Huot
et al., 2024; Hong et al., 2023; Han et al., 2024;
Zhang et al., 2023). In the medical field, which is
closely tied to everyday life, multi-agent collabora-
tion frameworks are increasingly being recognized
for their potential. By leveraging collaboration be-
tween different LLM agents, tasks like diagnosis,
treatment planning, and patient management can
be more effectively handled.

For example, MEDAGENTS (Tang et al., 2023),
the first multi-agent framework proposed in the
medical domain, has demonstrated exceptional per-
formance in extracting and utilizing medical ex-
pertise from LLMs while improving their reason-
ing capabilities. Agent Hospital (Li et al.), by
creating a hospital simulation environment with
evolving medical agents, has achieved ongoing im-
provements in clinician agent performance, both
in simulated and real-world settings, thereby lay-
ing the groundwork for the use of LLM-driven
agent technology in medical applications. Inspired
by clinicians’ decision-making processes, MDA-
gents (Kim et al., 2024) has developed an adap-
tive medical decision-making framework that uses
LLMs to simulate hierarchical diagnostic proce-
dures, ranging from individual clinicians to col-
laborative clinical teams. This has opened new
possibilities for enhancing LL.M-assisted medical
diagnostic systems and advancing automated clini-
cal reasoning.

Building on the success of multi-agent collab-
oration frameworks, we propose a dual-agent re-
flection and correction mechanism, augmented by
knowledge-enhancement techniques, to further im-
prove the accuracy of generated clinical notes.

3 Method

In this section, we provide a detailed explanation
of our method for generating clinical notes using
a hierarchical agent reflection mechanism, along
with a knowledge enhancement strategy. First, we
describe the process of constructing standardized
templates for clinical notes. Following this, we
outline the specific functions of each agent, as well
as the reflection and correction mechanisms and the
strategies for knowledge enhancement. Finally, we
discuss the generation of high-quality clinical notes,
which are used to train models, thereby improving
their ability to effectively utilize these notes for
medical diagnosis.
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Figure 2: The overview of our proposed framework Hierarchical agent reflection. First, the patient inputs a query,
the ICA initially collects information. Then, the PDA internally reflects and makes a preliminary diagnosis, followed
by the DDA internally reflecting to conduct a differential diagnosis. The resulting raw clinical note is then reviewed
by the upper-level CA, which reflects based on the standardized template. If there are any inconsistencies, the CA
will notify the three lower-level agents for corrections, ultimately producing a revised, high-quality clinical note.

Here, /@ refers to the knowledge base we collected as ment
3.1 Template for Clinical Note

For clinicians, creating high-quality clinical notes
is essential for ensuring thorough patient care and
accurate diagnoses. These notes provide critical
documentation of patient symptoms, preliminary
diagnoses, and the rationale behind the differen-
tial diagnosis. During the diagnostic process, clin-
icians typically start with the patient’s descrip-
tion of symptoms, conducting further examinations
and tests to gather comprehensive information that
forms the patient’s case profile. This information is
meticulously documented in Clinical Notes, which
clinicians use for comprehensive assessment, lead-
ing to preliminary diagnoses and corresponding
rationale. Subsequently, clinicians apply their dis-
tinctive differential diagnostic reasoning to verify
the preliminary diagnosis and ultimately confirm
the disease.

ioned in Section 3.1, and @ refers to the LLM.

To construct the dataset of clinical notes, we col-
lected 433 diseases and their corresponding key
consultation points. We used the state-of-the-art
large model, Deepseek-R1, to construct the initial
medical course record templates. The prompts for
generating templates of clinical notes can be found
in Appendix B. After generating the initial tem-
plates with R1, we engaged clinical clinicians to
annotate and revise the medical course records for
each disease, ultimately obtaining a standardized
medical course record for each disease.

3.2 Hierarchical Agent Reflection

In our hierarchical agent reflection process, we
configured four agents: the Information Col-
lection Agent (ICA), the Preliminary Diagnosis
Agent (PDA), the Differential Diagnosis Agent
(DDA) and the Coordinator Agent(CA). We used
Knowledge-enhanced methods to assist them in



intra-agent and inter-agent reflection and correc-
tion. We provided these agents with a knowledge
base, covering 433 diseases, collected in 3.1, along
with a detailed map of diseases and their differ-
ential diagnoses. Specific information about the
knowledge graph and the knowledge base can be
found in Appendix C.1. The prompts used by each
agent can be found in Appendix B. The pseudo
code of Generating the Clinical Notes can be found
at Appendix A.

Information Collection Agent. ICA is respon-
sible for recording the patient’s basic information,
which includes their medical history, physical ex-
amination, and auxiliary tests. Subsequently, the
ICA conducts a comprehensive analysis, synthesis,
and organization of this information to document
the characteristics of the case.

Preliminary Diagnosis Agent. Based on the
case characteristics recorded by the ICA, the Pre-
liminary Diagnosis Agent provides an initial diag-
nosis and its diagnostic basis. Subsequently, the
PDA retrieves diagnostic key points related to the
initial diagnosis from the knowledge base and uses
these to reflect on the initial diagnostic process. It
then evaluates the accuracy of the initial diagno-
sis, and if deemed inaccurate, performs iterative
diagnostic corrections.

Differential Diagnosis Agent. The DDA first
retrieves a list of diseases requiring differential di-
agnosis exclusion from the provided knowledge
graph, based on the initial diagnosis provided by
the PDA. It then acquires the diagnostic key points
for each of these diseases from the knowledge base
and performs differential diagnosis for each disease
using these points and the patient’s case character-
istics. Finally, the DDA reflects on the reasonable-
ness of the entire differential diagnosis process;
if found to be unreasonable, it conducts iterative
corrections.

Coordinator Agent. In hierarchical agent reflec-
tion, the Coordinator Agent operates at a higher
level than the ICA, PDA, and DDA. Specifically,
the CA first receives the raw clinical notes from
the CA. It then uses the final diagnosis provided
by the DDA to match this note with standardized
clinical notes in the knowledge base, obtaining the
standardized notes for the corresponding diseases.
The CA then reflects on and evaluates whether the
outputs of the ICA, PDA, and DDA align with the
standards by comparing the raw clinical note with

the matched standardized clinical notes. If signif-
icant discrepancies are found between an agent’s
output and the standardized clinical notes, the CA
identifies potential errors in that agent’s process and
notifies it of the reasons for reflection. Conversely,
if the raw clinical note is deemed reasonable, the
CA integrates and outputs a verified complete clini-
cal note. Throughout this process, the CA leverages
knowledge augmentation and the hierarchical agent
reflection mechanism to enhance the accuracy of
the generated clinical notes.

The combination of self-reflection in the ICA,
PDA, and DDA agents, along with supervisory
feedback from the CA agent, enhances accuracy of
the generated clinical notes. Self-reflection allows
each agent to independently refine its reasoning
and detect errors, while the CA agent provides ad-
ditional oversight to ensure the final output aligns
with clinical standards. This dual-layer feedback
system improves error detection, enables better gen-
eralization across scenarios, and supports continu-
ous adaptation, ultimately leading to more reliable
and accurate clinical decision-making.

3.3 Enhance LLM Medical Diagnosis with
Clinical Notes

. D aw
Our Raw dataset is Dryw = {xi,yi}Lzﬁ )

where x; denotes a patient’s question, and y;
denotes the original answer without diagnostic
logic. After using our hierarchical agent re-
flection framework, the data format becomes:
Drote = {i, (Y1, Yios Yi3) = via = Wis, Yis) = (Y7, Yis, ylg)}li)"{"”‘
where x; denotes a patient’s question, while y;;
through y;9 represent various components of the
clinical note: y;; is the medical history, y;2 the
physical examination, y;3 auxiliary examination,
yi4 clinical features, y;5 initial diagnosis, y;s
diagnostic basis, y;7 disease list, y;s differential
diagnosis process, and y;9 the final diagnosis.
After extracting information from x;, we obtain
(Yi1, Yi2, ¥i3), which are then further organized
and summarized to derive y;4. Then generating
the initial diagnosis and diagnostic basis (¥;5, ¥ie)-
Finally, the process results in a detailed differential
diagnosis and the final diagnosis (y;7, ¥:s, ¥i9)-

In the standard post-training paradigm, pre-
trained language models are typically optimized
through supervised fine-tuning to better follow user
instructions or adhere to specific formats. (Ouyang
et al., 2022; Zhou et al., 2024; Fan et al., 2024).
We utilize SFT to train the model to gradually gen-
erate clinical notes. This approach enables the



model to perform thoughtful reasoning, using prior
knowledge to generate patient information collec-
tion, preliminary diagnosis, and differential diag-
nosis steps. We randomly sample its prefix (which
can be empty), then supervise the model to rea-
son before responding by optimizing the following
objective:

Lser(0) = —E(uy) | Sy logpe(ye | 7@ y<r) |-
€]

4 Experiments

4.1 Experimental Setup

Training Data We construct a Chinese clinical
note dataset containing 2K notes and an English
clinical notes dataset containing 10K notes respec-
tively from the training sets of RIJUA-QA (Lyu
et al., 2023) and MedQA (Jin et al., 2021) by ap-
plying our hierarchical agent reflection framework.

Model Training After obtaining the dataset of
clinical notes generated by our framework, we
trained the LL.M using LLaMA-Factory (Zheng
et al., 2024), a widely-used library for LLM train-
ing. We conducted all experiments on eight
NVIDIA A100 (80G) GPUs. Specifically, we fine-
tuned the model using LoRA (Hu et al., 2021)
with the DeepSpeed (Rasley et al., 2020) library
and Zero Redundancy Optimizer (ZeRO) (Rajb-
handari et al., 2020) Stage 2. For SFT, we set the
epoch to 3, the learning rate to Se-5, and the context
length to 4096.

Baselines We utilized the generated clinical note
data for finetuning of the model and compared the
results with two types of LLMs: 1) General LLMs:
the GPT series (Achiam et al., 2023), Qwen-2.5
(Team, 2024), LLaMA-3.1 (Dubey et al., 2024)
and Deepseek (Liu et al., 2024); and 2) Medical-
Specific LLMs: HuatuoGPT (Chen et al., 2024b),
MedFound (Liu et al., 2025), and Baichuan-M1.

Benchmarks We evaluate on the standard med-
ical diagnostic benchmarks: including the RJUA-
QA(test set) (Lyu et al., 2023) and Urological Dis-
ease Diagnosis Dataset(UDDD ), both of which are
Chinese medical diagnosis datasets, using the F1
score to assess diagnostic accuracy. Additionally,
we assessed the Medbullets test set (Chen et al.,
2024a), an English single-choice medical diagno-
sis dataset featuring five-option and four-option
questions, using accuracy as the metric for diag-
nostic performance. To enhance the reliability of

the experimental results, we ran every evaluation 3
times and averaged the results and variance.

4.2 Experimental Results

Main Results We evaluated various LLMs on
medical benchmarks, as shown in Table 1. The
results indicate that foundational models, which
have not undergone enhanced training with spe-
cialized medical knowledge, perform rather poorly
in the medical diagnosis domain. This is evident
in models such as qwen2.5-7B and llama3.1-8B.
Even when the parameter scale of these models
is increased, the improvements in performance re-
main quite limited. For the currently popular rea-
soning models, such as gpt-4o and DeepSeek-R1,
their performance on medical diagnosis datasets is
still insufficient, which further indicates that having
only reasoning ability cannot achieve ideal results
in the medical field. In contrast, the Huatuo series
models and the Baichuan-M1 model demonstrate
more significant diagnostic capabilities in the field
of medical diagnosis.

After being trained on our clinical note datasets,
our models have demonstrated outstanding perfor-
mance across all test datasets. In the comprehen-
sive evaluation, all versions of our models exhib-
ited improvements exceeding 5 points compared
to their respective base models. Additionally, our
Qwen series models have even surpassed other sim-
ilar open-source large language models, including
those of comparable scale to the Huatuo models.
These results clearly validate the effectiveness of
our approach. It is noteworthy that the Baichuan-
M1 model, specifically developed for medical di-
agnostic capabilities, also performed exceptionally
well, approaching the performance of our trained
Qwen-72B model, despite our training data vol-
ume being significantly smaller than that used for
Baichuan-M1.

S Ablations on Training Data

Table 2 presents the results of ablation experiments
on the qwen2.5-7B-Instruction model for diagnos-
tic tasks after fine-tuning with different training
corpora. Among them, (1) w/o Data means no
training data is used, (2) Raw Data refers to the
fine-tuning data consisting of the original RJAU-
QA training set. (3) w/o HAR denotes the dataset
generated without hierarchical agent reflection, in-
volving only the ICA, PDA, and DDA without re-
flection. (4) w/o CA indicates the dataset gener-



RJUA-QA

UDDD Medbullets-Sop  Medbullets-4op

~ 7-8B Large Language Models

LLaMA3.1-8B-Instruct 28.33 £0.16  58.17 +0.54 30.63 +0.50 45.56 +3.56
Qwen2.5-7B-Instruct 36.39 £025 65.84 +0.34 37.23 +0.19 42.97 +0.50
DeepSeek-R1-Distill-Qwen-7B 34.67 090  60.19 +0.10 26.73 +1.32 28.79 +2.39
Huatuo-01-Qwen-7B 4371 +1.72  72.51 +025 50.33 +2.82 52.69 +2.53
Huatuo-ol-LLaMA-8B 34.17 +1.13  60.19 +0.10 45.07 +1.39 52.49 + 1.60
& MedFound-7B 1648 +533  33.08 +6.44 35.19 +237 29.67 +3.21
MedFound-LLaMA3-8B-finetuned 29.64 + 135 53.51 +1.87 18.07 +2.31 25.00 +5.77
&5 LLaMA3.1-8B-Instruct 4471 +070  74.16 + 051 50.76 + 1.14 57.47 +1.75
&5 Qwen2.5-7B-Instruct 46.50 +0.06  74.75 +0.02 53.35 + 1.14 60.17 + 1.42
> 10B Large Language Models
GPT-3.5-Turbo 28.92 + 056 55.21 +0.66 35.71 +0.57 42.75 4+ 0.68
GPT-4-turbo 31.14 £0.02  59.95 +0.31 58.23 +0.18 65.26 +0.97
GPT-40 33.98 £0.05 65.32 +0.64 69.48 +0.56 75.00 + 0.65
Deepseek-V3 37.34 £ 001 66.58 +0.09 56.71 +0.49 61.69 +0.65
Deepseek-R1 4431 £ 065 64.56 +0.26 68.51 +7.21 63.85 4+ 1.96
HuatuoGPT2-13B 33.13 079  59.70 +0.99 3777 +135 37.23 £347
Baichuan-M1-14B 50.01 +1.05 75.60 + 1.62 55.52 +1.17 61.58 +0.49
LLaMA3.1-70B-Instruct 35.54 067 66.65 +1.05 57.58 +1.05 64.29 +0.33
Qwen2.5-72B-Instruct 38.54 065 66.08 + 1.07 54.76 +0.49 62.88 +0.99
Huatuo-ol-LLaMA-70B 38.11 +096  68.07 +0.17 68.83 +0.65 73.38 +1.72
&8 LLaMA3.1-70B-Instruct 4493 £ 042 73.25+039 70.24 - 0.65 7478 + 121
&5 Qwen2.5-72B-Instruct 50.61 - 2.10  77.29 - 0.91 71.21 + 1.14 76.52 + 0.65

Table 1: Main Results on Medical Benchmarks. LLMs with & are specifically trained for the medical domain, and
£ indicates LLM:s training for clinical note dataset. bold highlights the best scores, and underlines indicate the

second-best.

Data w/o Data Raw Data w/o HAR w/o CA Com. HAR
RIJUA-QA 36.39 +025 4124 +1.16 42.95+057 4441 +026 46.50 +0.06
UDDD 65.84 + 034 68.73 £238 69.33 +021 7276 +1.01 7475 +0.02

Table 2: Ablation results on training data. w/o Data indicates not using any data, Raw Data refers to raw training
data, w/o HAR refers to without hierarchical agent reflection, w/o CA refers to without CA, and Com. HAR
indicates the use of our complete framework. We report the average diagnostic accuracy and variance over three

runs of the model fine-tuned with different training data.

ated by removing the CA for upper-level reflection.
(5) Com. HAR represents the dataset generated
through the complete hierarchical agent reflection
framework.

The model exhibits poor diagnostic performance
without fine-tuning on any medical data. However,
after fine-tuning with the original format of the
RJUA-QA training set, the model’s diagnostic ac-
curacy improves. Further enhancement is achieved
by converting the training data into a clinical note
format, enabling the model to mirror a doctor’s
diagnostic logic, which results in increased accu-
racy. Incorporating knowledge for self-reflection
by the Agent improves the quality of the gener-
ated clinical note data, further boosting diagnostic
accuracy. Ultimately, employing the complete hi-

erarchical agent reflection framework, combined
with standardized clinical note templates annotated
by clinicians, enhances the quality of the clinical
note data again, elevating the model’s diagnostic
capability to new heights.

6 Human Evaluation

To get a deeper understanding of the differences in
diagnostic accuracy and transparency between the
model fine-tuned using the hierarchical agent re-
flection framework-generated clinical note dataset,
and other medical models and base models, we
manually compared the diagnostic results of dif-
ferent models on the same medical issue. The
diagnostic results are depicted in Fig. 3 We can
observe that the base model is quite disorganized
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( Question: My 68-year-old mother has recently started experiencing urinary incontinence at night when getting up to use the bathroom._.

1
I has symptoms of chest tightness.

Additionally, she 1
Her symptoms improved after two I

I months of medication, but recurred two days after stopping it. Two months ago, she underwent coronary intervention. Urinalysis showed 27.7 WBCs/HPF :

/  Output: Hello, based on your description, your mother's symptoms may \
relate to stress urinary incontinence and cystitis. Leakage during coughing

and sneezing suggests stress urinary incontinence, and increased white blood
cells in the urine analysis indicate a possible urinary tract infection. Here are
some recommendations: 1. **Continue Infection Treatment**: Due to
increased white blood cells, a urinary tract infection is likely. Continue
antimicrobial treatment and consult a doctor to adjust antibiotics based on
urine culture results. 2. **Medication**: Mirabegron can be considered
for stress urinary incontinence under medical supervision. If ineffective,
consider alternatives like Tolterodine. 3. **Lifestyle Changes**:
Encourage hydration, good hygiene, and avoid irritants like coffee and
alcohol. Pelvic floor exercises may help. 4. **Regular Check-ups**:
Regularly check urinalysis and urine cultures to monitor and adjust treatment|
5. **Cardiovascular Management**: Given her past coronary intervention,
@tain cardiovascular health through diet, exercise, and medication .

adherence. a

Output: The patient is a 68-year-old woman experiencing frequent
nighttime urination with leakage, and incontinence during coughing and

sneezing. She also may experience leakage on her way to the bathroom due
to urgency. These symptoms suggest she may have both stress and urge
incontinence, commonly referred to as mixed incontinence. Previously,
she was treated with Mirabegron, a p3-adrenergic receptor agonist used
for overactive bladder symptoms. Her symptoms improved during the
treatment but quickly returned after discontinuation, indicating the drug‘s
efficacy but the need for ongoing use. Additionally, she reports chest
tightness and underwent coronary intervention two months ago, requiring
consideration of her cardiovascular health in treatment. Initial urinalysis
showed elevated white blood cell counts (27.7/HP), suggesting a possible
urinary tract infection, but subsequent tests showed a significant reduction to
2.1MHP, indicating the infection might be controlled. Recommendations are

Qﬂ)llows: 1. **Urological Assessment**: ... j

Qemion if symptoms like frequency, urgency, or pain occur. ...

/ Output: Based on the information provided, your mother may have both \
stress and urge incontinence. Managing these conditions often requires a

comprehensive approach, including medication, behavioral therapy, and
lifestyle adjustments. Regarding Mirabegron, while it can be effective for
incontinence, caution is advised due to her history of coronary
intervention. It's recommended to discuss with her doctor whether to
continue its use or explore alternatives. Pelvic floor exercises, such as
Kegel exercises, are effective non-pharmacological treatments that can
strengthen pelvic muscles and alleviate incontinence symptoms. Encourage
her to practice these exercises and consult a physical therapist if needed.
Lifestyle modifications are also crucial; reducing caffeine and alcohol intake
can help as they may irritate the bladder. Ensure adequate hydration to avoid
dehydration. For urinary tract infections, while the white blood cell count in
the urine has significantly decreased, vigilance is necessary. Seek medical

(d) our awen2.5-7B-Instruction
Y Medical history : 1. The 68-year-old patient experiences urinary leakage
when coughing, sneezing, or during urgency. 2...
Physical examination: None
Ausiliary examination: 1. In urinalysis, the microscopic white blood cell
count was 27.7/HPF two months ago and 2.1/HPF in the most recent analysis.
Clinical features: 1. ...recently experienced frequent nighttime urination and
incontinence....2...,3....4....5...
Initial diagnosis: stress incontinence, overactive bladder
Diagnostic basis: 1..., 2... The effectiveness of Mirabegron, a medication
primarily used for overactive bladder, further supports this diagnosis.
Diseases List: urge incontinence, overflow incontinence, lower urinary tract
syndrome
Differential diagnosis process: 1. The patient experiences urinary
leakage during urgency without symptoms like frequency or dysuria, and
shows improvement with Mirabegron, allowing us to preliminarily rule out

urge incontinence. 2..., 3... @
Final diagnosis: stress incontinence, overactive bladder

Figure 3: Case study on RJUA-QA. We examined a patient case requiring the diagnosis of two diseases, with
key symptoms highlighted for emphasis. Panel (a) displays the zero-shot diagnostic result from the base model,
Qwen2.5-7B-Instruction. Panel (b) shows the output from Huatuo-o01-7B, with its reasoning process omitted for
brevity. Panel (c) presents the diagnostic result from Baichuan-M1-14B. Panel (d) illustrates the diagnostic outcome
from the Qwen2.5-7B-Instruction model after fine-tuning with our high-quality clinical note data. Sections marked
in red indicate errors in the model’s responses, while those in green highlight areas where the model accurately used

key symptoms to diagnose diseases.

and fails to adequately utilize patient information.
The HuatuoGPT-o01 model demonstrates some med-
ical knowledge errors, such as not recognizing
that Mirabegron is a #3-adrenergic receptor ag-
onist used for overactive bladder symptoms. The
Baichuan-M1 model has difficulty in distinguish-
ing similar urinary incontinence diseases. In con-
trast, our fine-tuned model delivers a clear diag-
nostic process that better aligns with the clinical
reasoning of clinicians. This is achieved by using
our hierarchical agent reflection framework during
the generation of the clinical note training dataset,
which injects the model with the correct inquiry
points related to diseases, enabling it to recognize
specialized medical knowledge. Furthermore, our
model effectively employs differential diagnosis
techniques to exclude similar diseases.

7 Conclusion and Future Work

In this paper, we propose a hierarchical agent re-
flection framework to generate high-quality clin-
ical notes. By training LLMs with clinical notes
that reflect the reasoning processes of clinicians,
we aim to enhance the model’s ability to engage
in medical reasoning and improve diagnostic ac-
curacy. The model’s output not only mirrors the
reasoning clinicians use in diagnosis but also as-
sists them by offering a similar thought process
during clinical decision-making. Experimental re-
sults demonstrate that simulating clinicians’ use of
clinical notes for diagnosis significantly boosts the
model’s diagnostic performance. Moving forward,
we plan to extend the framework to cover rare dis-
eases and refine the model’s reasoning capabilities
for even greater diagnostic accuracy.



Limitations

In this paper, we aim to develop a hierarchical
agent reflection framework that narrows the gap
between model-based diagnostic processes and the
diagnostic logic used by clinicians by generating
high-quality clinical note data. Despite our best ef-
forts, certain limitations remain. First, our current
work is limited to text-based medical diagnoses,
while the medical field often involves a wealth of
multimodal information that aids in diagnosis. Sec-
ond, when it comes to rare and complex diseases,
our framework lacks the capability to compose the
discussion section of challenging cases. We plan
to address these limitations in future work.
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A Algorithm

In this algorithm, the M H;, PE; and AFE; respectively denote Medical History, Physical Examination,
and Auxiliary Examination , while C'F' stands for Clinical Features. The D and B represent Preliminary
Diagnosis and Diagnostic Basis, respectively, and K refers to key inquiry points associated with a disease,
sourced from the knowledge base. The Diag,g and Diacror are used to indicate the correctness of the
preliminary diagnosis reflection and areas for improvement in subsequent iterations should errors occur.
The DisList represents the list of diseases that require differential diagnosis to be excluded based on the
preliminary diagnosis results. The process of differential diagnosis is denoted by Diff, while Diffy,, and
Diffe,ror indicate the correctness of the differential diagnosis reflection and the necessary improvements
for future iterations in case of errors. Finally, Tq,s and Tepor signify the correctness evaluation after
CA reflection and highlight the aspects that need to be communicated to other agents for improvement if
errors are detected.

Algorithm 1 Generate the Clinical Notes

1: Input: Question Q, Knowledge Graph KG, Clinical Note Template T, Disease Knowledge DK
{Initialization }
2: Initialize Information Collection Agent ICA, Preliminary Diagnosis Agent PDA,
Differential Diagnosis Agent DDA and Coordinator Agent CA, Maximum Attempts N
{ Generate the Progress Notes}
3: for try count i = 0 to N — 1 and T, is Flalse do
4 MH,, PE;, AE; + Extraction of ICA(Q)
5. CF; + Summarization of ICA(M H;, PE;, AE;)
6:  Diagrror < None, Diff o <+ None
7
8
9

for Diag,, is Flalseand j = 0to N — 1 do
D;, B; «+ Diagnosis of PDA(CCj, Diacrror)
: KCj < Retrieve of PDA(D;, DK)
10: Diagag, Diaerror <— Reflection of PDA(Dj, B;, K;)
11:  end for
12:  for Diffg,, is Flalse and j = 0to N — 1 do

13: DisList; < Differential Diagnosis List of DDA (D;, KG)

14: IC; < Retrieve of DDA (DisList;, DK)

15: Diff; « Differential Process of PDA (DisList;, K;, Differror)
16: Diffgag, Differror <= Reflection of DDA (DisList;, Diff ;, KC;)

17:  end for

18:  RawNote; <— Output Raw Clinical Note(ICA, PDA, DDA)
19:  7; « Retrieval Standardized Clinical Note Template of CA(D;, T')
20:  Tfag, Terror < Reflection of CA(ICA, T;)

21:  if Tg,g is False then

22: ICA < Corrective of ICA(Terror)

23:  end if

24: Thag, Terror < Reflection of CA(PDA, T;)

25:  if Ty is Flalse then

26: PDA < Corrective of PDA(Teror)

27:  end if

28:  Tfag, Terror < Reflection of CA(DDA, 7;)

29:  if Ty is Flalse then

30: DDA <« Corrective of DDA (Teyror)
31:  endif
32: end for

33: Return Revised Clinical Note (ICA, PDA, DDA)
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B Prompt Templates

B.1 Generate Raw Clinical Note

Generate Raw Clinical Note Prompt <

You are an experienced medical expert skilled in drafting standardized medical course records based on diseases and key
consultation points. Please use the provided disease information and corresponding consultation points, along with the

given template and supplied knowledge, to compose a standardized medical course record for this disease.

Below is the knowledge to this disease:
{{disease}}
{{Diagnostic key points}}

Below is the template for the clinical note:
Medical history:\n\n Physical examination:\n\n Auxiliary examination:\n\n Case characteristics:\n\n Initial

diagnosis:\n\n Diagnostic basis:\n\n Diseases List:\n\n Differential diagnosis process:\n\n Final diagnosis:

B.2 Information Collection Agent Setting

Patient Information Extrction Prompt \

You are an experienced clinical note specialist, adept at extracting the medical history, physical examination, and
auxiliary examination information from data provided by patient. Please use the information provided by the patient to
systematically consider and itemize the medical history, physical examination, and auxiliary examinations. If certain
data are not provided, mark the corresponding section as 'None’ without making additional assumptions.

Below is the patient’s question:

{{question}}

Analysis and Summarize Prompt N

You are an experienced medical analysis expert, skilled in comprehensively analyzing, summarizing, and organizing a
patient’s medical history, physical examination, and auxiliary examination to document the patient’s clinical features.
Please carefully review the patient’s issues and itemize the clinical features, including positive findings and negative
symptoms and signs relevant for differential diagnosis. Be sure to use only the provided information, without
referencing external data.

Below is the medical history, physical examination, and auxiliary examination to this patient:

{{Medical history}}

{{Physical examination}}

{{Auxiliary examination}}

Below is the patient’s question:
{{question}}

B.3 Preliminary Diagnosis Agent Setting

Make Preliminary Diagnosis Prompt

You are an experienced clinical diagnosis expert, skilled in making preliminary diagnoses and analyses based on
provided patient clinical features. Please provide a preliminary diagnosis based on the patient’s case features and detail

the diagnostic basis point by point.

Below is the clinical features to this patient:
{{Clinical features}}

Below is the patient’s question:
{{question}}
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Reflect Preliminary Diagnosis Prompt

You are an experienced clinical review expert, skilled in evaluating the diagnostic validity of clinical notes based on key
inquiry points for diseases. Please thoroughly review the key inquiry points of the preliminary diagnosis provided and
assess whether the preliminary diagnosis and diagnostic basis in the clinical note align with these points.

If deemed unreasonable, output the result as a JSON-formatted Dict{"flag": false, "diagnosis_error": Str(Reasons for
diagnostic errors)}.

Below is the preliminary diagnosis and diagnostic basis:

{{Preliminary Diagnosis}}

{{Diagnostic Basis}}

Below is the key inquiry points:
{{key inquiry points}}

B.4 Differential Diagnosis Agent Setting

Differential Diagnosis Prompt

You are an experienced differential diagnosis expert, skilled in systematically analyzing key inquiry points to rule out
diseases. Please carefully review the inquiry points of the diseases requiring differentiation and conduct a step-by-step
differential diagnosis based on the patient’s clinical note.

Document the differential diagnosis process point by point and output it in JSON format as Dict{"diff_process":
Str(differential diagnosis process)}.

Below is the list of diseases to be ruled out through differential diagnosis:
{{Diseases List}}

Below is the key inquiry points to these diseases:
{{key inquiry points}}

Reflect Differential Diagnosis Process Prompt

You are an experienced clinical differential diagnosis expert, skilled in reflecting on and evaluating the rationality of
differential diagnosis processes. Please reflect on the differential diagnosis process and assess whether the
differentiation for each disease is reasonable.

If it is reasonable, output in JSON format as Dict{"flag":true, "Final_Diagnosis": Str(final diagnosis)}.

Otherwise, output in JSON format as Dict{"flag":false, "diff_error": Str(Diseases requiring rediagnosis)}.

Below is the list of diseases to be ruled out through differential diagnosis, along with the corresponding diagnostic
process.

{{Diseases List}}

{{Differential Diagnosis Process}}

B.5 Coordinator Agent Setting

Reflect and Correct ICA Prompt

You are an experienced expert in reviewing clinical notes, skilled in comparing raw clinical note with a given
standardized template. Now, please compare the obtained raw clinical note with the given standardized clinical note
template. The part that needs to be analyzed is the medical history, physical examination, auxiliary examination, and
clinical features. If you find any part to be unreasonable, provide suggestions for improvement, and output in JSON
format as Dict{"flag":false, "ICA_error": Str(suggestions for improvement)}.

Below is the raw clinical note.
{{Raw Clinical Note}}

Below is a standardized template for a standardized clinical note of the final diagnosis.
{{Standardized Clinical Note}}
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Reflect and Correct PDA Prompt <

You are an experienced expert in reviewing clinical notes, skilled in comparing raw clinical note with a given
standardized template. Now, please compare the obtained raw clinical note with the given standardized clinical note
template. The part that needs to be analyzed is the preliminary diagnosis and diagnostic basis. If you think this part is
unreasonable, please give suggestions for improvement. , and output in JSON format as Dict{"flag":false, "PDA_error":
Str(suggestions for improvement)}.

Below is the raw clinical note.
{{Raw Clinical Note}}

Below is a standardized template for a standardized clinical note of the final diagnosis.
{{Standardized Clinical Note}}

\. J

Reflect and Correct DDA Prompt <

You are an experienced expert in reviewing clinical notes, skilled in comparing raw clinical note with a given

standardized template. Now, please compare the obtained raw clinical note with the given standardized clinical note
template. The part that needs to be analyzed is the diseases list and differential diagnosis process. If you think this part
is unreasonable, please give suggestions for improvement. , and output in JSON format as Dict{ "flag":false,
"DDA_error": Str(suggestions for improvement)}.

Below is the raw clinical note.
{{Raw Clinical Note}}

Below is a standardized template for a standardized clinical note of the final diagnosis.
{{Standardized Clinical Note}}

C Knowledge Base and Knowledge Graph

C.1 Knowledge Graph

N carcinoma prostatitis
ofbladder | | of prostate
contracture in ::?ne n
of bladder Iy
neck
overactive
bladder
stress
incontinence Vaginitis
urethral
stricture
vesical
hyperplasia calcdits overflow
of prostate incontinence
lower
urinary tract
syndrome urethritis
cystitis
neurogenic urinary tract
bladder infection

Figure 4: A knowledge graph of diseases and those requiring differential diagnosis, with = refers to the diseases
used in this paper.
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C.2 Knowledge Base

Standardized Clinical Note

Medical history : 1. The 68-year-old patient experiences urinary leakage when coughing, sneezing, or during urgency.
2. She used Mirabegron for one month, with symptom improvement during treatment, but symptoms recurred within
two days after she stopped the medication. 3. She underwent coronary intervention two months ago.

Physical examination : None

Auxiliary examination : 1. In urinalysis, the microscopic white blood cell count was 27.7/HPF two months ago and
2.1/HPF in the most recent analysis.

Clinical features : 1. The patient is a 68-year-old female who has recently experienced frequent nighttime urination and
incontinence, with normal urination frequency during the day but requiring three trips at night. 2. She experiences
urinary leakage when coughing, sneezing, and during urgency. 3. She used Mirabegron for one month, which improved
symptoms, but they recurred after discontinuation. 4. She underwent coronary intervention two months ago. 5.
Urinalysis showed a high white blood cell count of 27.7/HPF two months ago, which has since decreased to normal
levels at 2.1/HPF in the most recent analysis.

Initial diagnosis : stress incontinence, overactive bladder

Diagnostic basis : 1. The patient experiences urinary leakage during coughing and sneezing, which is indicative of
typical stress urinary incontinence. 2. The patient exhibits urgency and increased nighttime urination, consistent with
overactive bladder, but lacks other symptoms such as frequency and dysuria. The effectiveness of Mirabegron, a
medication primarily used for overactive bladder, further supports this diagnosis.

Diseases List : urge incontinence, overflow incontinence, lower urinary tract syndrome

Differential diagnosis process : 1. The patient experiences urinary leakage during urgency without symptoms like
frequency or dysuria, and shows improvement with Mirabegron, allowing us to preliminarily rule out urge incontinence.
2. Overflow incontinence is often caused by lower urinary tract obstruction, such as prostatic hyperplasia. This patient
has no relevant history, and the white blood cell count in the urinalysis has returned to normal, largely excluding this
possibility. 3. Lower urinary tract syndrome encompasses various symptoms like frequency, urgency, and dysuria. The
patient only exhibits urgency and leakage, and responds well to Mirabegron, which does not strongly align with the
characteristics of lower urinary tract syndrome.

Final diagnosis : stress incontinence, overactive bladder
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