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Abstract
Medical diagnosis is a complex, iterative pro-001
cess that relies heavily on clinicians’ reasoning002
and judgment. Traditional models, while able003
to provide consistent diagnostic results, fail to004
replicate the reasoning process of clinicians,005
making their outputs difficult to understand and006
justify. In this paper, we address this limita-007
tion by first generating clinical notes that cap-008
ture the clinician’s diagnostic reasoning. These009
notes are then used to train a large language010
model, allowing it to mimic the step-by-step011
reasoning employed by clinicians during diag-012
nosis. Our method introduces a hierarchical013
agent reflection mechanism to generate clin-014
ical notes, which deconstructs the diagnostic015
process into key stages, each handled by spe-016
cialized agents. This structured approach not017
only improves the accuracy and reliability of018
the generated clinical notes but also ensures019
that the model’s reasoning aligns with human020
clinical practice. Experimental results show021
that models trained on this data outperform022
both general-purpose large language models023
and domain-specific medical models in diag-024
nostic tasks. The proposed method enhances025
diagnostic transparency and interpretability, of-026
fering a valuable tool for AI-assisted clinical027
decision-making.028

1 Introduction029

Accurate diagnosis is a critical step in medical prac-030

tice, as it directly impacts patient outcomes. With031

the continuous advancement of modern medical032

technologies, particularly the rise of artificial in-033

telligence and large language models (LLMs), the034

medical diagnostic process is undergoing transfor-035

mative change. Research is increasingly focused036

on leveraging these technologies to assist clinicians037

in achieving more accurate and efficient diagnoses.038

Recent studies have demonstrated that LLMs, when039

operating autonomously, can outperform clinicians040

in certain diagnostic tasks, underscoring the signif-041

icant potential of these models (Goh et al., 2024).042

However, current LLM-based diagnostic sys- 043

tems primarily offer static responses to clinician 044

inquiries, lacking active engagement in the clinical 045

reasoning process. This limitation restricts their 046

effectiveness as collaborative tools in medical di- 047

agnosis, as they do not engage in the dynamic and 048

iterative reasoning processes that clinicians rely 049

on. While recent advancements such as OpenAI’s 050

o1 (Jaech et al., 2024) have introduced reasoning- 051

augmented models that excel in domains requiring 052

complex problem-solving, these models still fall 053

short in medical contexts. In particular, diagnostic 054

reasoning in medicine involves nuanced, non-linear 055

decision-making based on a combination of clini- 056

cal intuition, patient history, and test results. To be 057

truly effective in medical settings, LLMs must not 058

only process vast amounts of data but also replicate 059

the dynamic, step-by-step reasoning that clinicians 060

employ during diagnosis. 061

To bridge this gap and harness the full potential 062

of LLMs, it is essential to align their diagnostic rea- 063

soning with clinical reasoning. This alignment can 064

be achieved by fine-tuning the models using clini- 065

cal notes, which encapsulate the detailed diagnostic 066

processes of clinicians. 067

A standard clinical note typically includes sev- 068

eral key components. First, it contains the patient’s 069

medical history, detailing past illnesses, surgeries, 070

allergies, and other relevant health information. 071

Next, it outlines the findings from the physical ex- 072

amination, including the physician’s observations 073

and assessments. Following this, the note includes 074

results from auxiliary examinations, such as labora- 075

tory tests and imaging studies. After synthesizing 076

and reflecting on this information, the patient’s 077

clinical features are documented, culminating in 078

an initial diagnostic impression along with the sup- 079

porting rationale. Finally, through differential diag- 080

nosis, the final diagnosis is determined. However, 081

obtaining high-quality clinical notes is not trivial, 082

mainly due to the significant cost of expert anno- 083
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Name: RJUA-QA

Description: This is a question 

answering benchmark for 

urological medical diagnosis.

Examples:

ICA

PDA

DDA

CA

Question : 
Medical history : …

Physical examination : …
Auxiliary examination : …
Clinical features : …

Initial diagnosis : …
Diagnostic basis : …
Diseases List : …

Differential diagnosis process : …
Final diagnosis :More Transparent

Consistent with the diagnostic logic of clinicians

Hierarchical Agent Reflection

Clinical Note

Figure 1: Previous models cannot reason in a manner akin to clinicians, which makes their decision-making process
difficult to interpret. In contrast, our method first generates clinical notes that document the clinician’s reasoning
process. These notes are then used to train the model, enabling it to reason in a manner similar to clinicians.

tation and the time-intensive nature of the process.084

This challenge makes it difficult to generate large085

datasets of clinical notes required for fine-tuning086

models effectively.087

To do so, we propose a hierarchical agent088

reflection mechanism that integrates knowledge-089

enhancement techniques. We deconstruct the di-090

agnostic process and design agents to simulate the091

multiple steps a clinician would take when diag-092

nosing with clinical notes. The resulting clinical093

notes are then used for further training of the model,094

ensuring that the LLM’s diagnostic reasoning res-095

onates with that of clinicians (see Fig. 1). Our096

framework is designed with a hierarchy of special-097

ized agents, consisting of three foundational agents098

and one supervisory agent: (1) Information Col-099

lection Agent – Extracts and summarizes relevant100

patient data. (2) Preliminary Diagnosis Agent –101

Conducts iterative reasoning to generates an pre-102

liminary diagnostic hypothesis. (3) Differential103

Diagnosis Agent – Conducts iterative reasoning to104

refine the differential diagnosis. (4) Coordinator105

Agent – as the supervisory agent, Oversees and in-106

tegrates the reasoning outputs of other agents. Our107

contributions are as follows:108

• Simulation of Clinician Reasoning: We intro-109

duce a pioneering approach to explicitly sim-110

ulate clinicians’ diagnostic reasoning trajecto-111

ries using clinical notes, teaching the model112

the diagnostic thinking of doctors.113

• Hierarchical Agent Reflection: We develop an114

innovative hierarchical agent reflection frame-115

work, which enhances clinical note generation116

through structured iterative refinement. This117

framework significantly improves the accu-118

racy and reliability of the generated data. 119

• Empirical Validation: Our experimental re- 120

sults demonstrate that models trained on 121

datasets generated by our method significantly 122

outperform both general-purpose large lan- 123

guage models and domain-specific medical 124

models in diagnostic tasks. Ablation studies 125

further confirm the effectiveness of the hierar- 126

chical agent reflection mechanism. 127

• Enhanced Diagnostic Transparency: The 128

model produces diagnostic pathways that 129

are both interpretable and traceable, effec- 130

tively aligning with clinicians’ reasoning pro- 131

cesses. This transparency enhances trust in 132

AI-assisted diagnostics, making it a reliable 133

tool for clinical applications. 134

2 Related Works 135

2.1 Medical Large Language Models 136

In recent years, the application of large lan- 137

guage models in the medical field has become 138

a major research focus (Singhal et al., 2023; 139

Thirunavukarasu et al., 2023; Han et al., 2023; 140

Kim et al.; Saab et al., 2024; Truhn et al., 2024; 141

Christophe et al., 2024; Zhou et al., 2023). These 142

models enhance LLM capabilities in medicine 143

through various approaches. For instance, models 144

like BioMedLM (Bolton et al.), OphGLM (Gao 145

et al., 2023), and GatorTronGPT (Peng et al., 146

2023) absorb extensive medical knowledge dur- 147

ing pre-training, enabling strong performance 148

across a range of medical tasks. Given the time 149

and cost associated with developing specialized 150

medical LLMs from scratch, models like Med- 151
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Gemini (Yang et al., 2024), Med42 (Christophe152

et al., 2024), MedAlpaca (Han et al., 2023), and153

MedPaLM-2 (Singhal et al., 2025) opt to build on154

robust general-purpose base models, fine-tuning155

them with different strategies to meet the specific156

needs of the medical domain and ultimately trans-157

forming them into specialized medical LLMs.158

Furthermore, certain models have improved their159

medical capabilities by implementing preference160

alignment techniques. For example, HuatuoGPT-161

o1 (Chen et al., 2024b) significantly enhanced its162

medical reasoning abilities by utilizing verifiable163

medical reasoning datasets and reinforcement learn-164

ing. MedFound aligned itself with standard clinical165

practices by introducing a unified preference align-166

ment framework, while Baichuan-M1 improved167

its diagnostic capabilities through reinforcement168

learning and pairwise data optimization.169

While fine-tuning reduces computational re-170

sources compared to pre-training, it still requires171

additional model training and high-quality datasets,172

which can be resource-intensive. In contrast,173

prompt engineering offers a more efficient method174

to adapt base models to specific use cases with-175

out altering model parameters. Techniques like176

few-shot learning, in-context learning, chain-of-177

thought prompting (Wei et al., 2022), and retrieval-178

augmented generation (RAG) (Lewis et al., 2020)179

are commonly used. Given the critical impor-180

tance of accuracy in medical applications, RAG181

is particularly effective for providing models with182

reliable information. Models such as Oncology-183

GPT-4(Ferber et al., 2024), MedRAG (Xiong et al.,184

2024), and MedGraphRAG (Wu et al., a) en-185

hance overall performance by incorporating exter-186

nal, trustworthy sources of information into the187

answer generation process.188

Our approach combines the strengths of these189

techniques with the capabilities of general models.190

We find relying solely on LLMs for direct question-191

answering may not sufficiently meet the demands192

of medical diagnosis. Therefore, we leverage gen-193

erated patient record data to focus on more complex194

medical diagnostics, enabling the model to handle195

intricate medical issues with greater accuracy.196

2.2 Multi-Agent Collaboration197

A growing body of research demonstrates that col-198

laborative frameworks involving multiple LLM199

agents can effectively address the limitations of200

individual models when tackling complex tasks,201

resulting in more efficient and precise execution202

across domains such as finance, coding, literature, 203

and mathematics (Li et al., 2023; Wu et al., b; Huot 204

et al., 2024; Hong et al., 2023; Han et al., 2024; 205

Zhang et al., 2023). In the medical field, which is 206

closely tied to everyday life, multi-agent collabora- 207

tion frameworks are increasingly being recognized 208

for their potential. By leveraging collaboration be- 209

tween different LLM agents, tasks like diagnosis, 210

treatment planning, and patient management can 211

be more effectively handled. 212

For example, MEDAGENTS (Tang et al., 2023), 213

the first multi-agent framework proposed in the 214

medical domain, has demonstrated exceptional per- 215

formance in extracting and utilizing medical ex- 216

pertise from LLMs while improving their reason- 217

ing capabilities. Agent Hospital (Li et al.), by 218

creating a hospital simulation environment with 219

evolving medical agents, has achieved ongoing im- 220

provements in clinician agent performance, both 221

in simulated and real-world settings, thereby lay- 222

ing the groundwork for the use of LLM-driven 223

agent technology in medical applications. Inspired 224

by clinicians’ decision-making processes, MDA- 225

gents (Kim et al., 2024) has developed an adap- 226

tive medical decision-making framework that uses 227

LLMs to simulate hierarchical diagnostic proce- 228

dures, ranging from individual clinicians to col- 229

laborative clinical teams. This has opened new 230

possibilities for enhancing LLM-assisted medical 231

diagnostic systems and advancing automated clini- 232

cal reasoning. 233

Building on the success of multi-agent collab- 234

oration frameworks, we propose a dual-agent re- 235

flection and correction mechanism, augmented by 236

knowledge-enhancement techniques, to further im- 237

prove the accuracy of generated clinical notes. 238

3 Method 239

In this section, we provide a detailed explanation 240

of our method for generating clinical notes using 241

a hierarchical agent reflection mechanism, along 242

with a knowledge enhancement strategy. First, we 243

describe the process of constructing standardized 244

templates for clinical notes. Following this, we 245

outline the specific functions of each agent, as well 246

as the reflection and correction mechanisms and the 247

strategies for knowledge enhancement. Finally, we 248

discuss the generation of high-quality clinical notes, 249

which are used to train models, thereby improving 250

their ability to effectively utilize these notes for 251

medical diagnosis. 252
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I have left testicular pain, and an ultrasound shows an abnormal echo in the left epididymis. 

Blood tests: procalcitonin 13.69, C-reactive protein 86.9, white blood cells 29.55, neutrophils 
96.5%, creatinine 99. Urinalysis: white blood cells 3.3/HP, red blood cells 21.1/HP. I also have a 

10-year history of diabetes and hypertension. Do I need treatment? 

Query：

Information Collection Agent (ICA)

Medical
history
Physical
examination
Auxiliary
examination

Positive Findings, 
Negative Symptoms, 
Negative Signs

Preliminary Diagnosis Agent (PDA)

Differential Diagnosis Agent (DDA)

KG

Revised Clinical
 Note

Iteration #3

Final diagnosis

Standardized 
Progress Note

Judeg PIA

Judeg PDA

Judeg DDA
Iteration #2

Final diagnosis

Standardized 
Progress Note

Judeg PIA

Judeg PDA

Judeg DDA
Iteration #1

Final diagnosis

Standardized 
Clinical Note

Reflect and Correct ICA

Reflect and Correct PDA

Reflect and Correct DDA

Coordinator Agent(CA)

Final 
Diagnosis

Clinical featuresDiabetes, 
Hypertension

None

Abnormal 
echo

Extract Analysis, summarize

Preliminary 
diagnosis
Diagnostic basis

Epididymitis ,
Orchitis

1… 2…
Key Inquiry Points
Epididymitis : 1… 2…

Reflection

Diseases
List

Preliminary 
diagnosis

Differential 
Diagnosis Process

Reflection

Iteration 

Iteration 

Raw Clinical
Note

Figure 2: The overview of our proposed framework Hierarchical agent reflection. First, the patient inputs a query,
the ICA initially collects information. Then, the PDA internally reflects and makes a preliminary diagnosis, followed
by the DDA internally reflecting to conduct a differential diagnosis. The resulting raw clinical note is then reviewed
by the upper-level CA, which reflects based on the standardized template. If there are any inconsistencies, the CA
will notify the three lower-level agents for corrections, ultimately producing a revised, high-quality clinical note.
Here, refers to the knowledge base we collected as mentioned in Section 3.1, and refers to the LLM.

3.1 Template for Clinical Note253

For clinicians, creating high-quality clinical notes254

is essential for ensuring thorough patient care and255

accurate diagnoses. These notes provide critical256

documentation of patient symptoms, preliminary257

diagnoses, and the rationale behind the differen-258

tial diagnosis. During the diagnostic process, clin-259

icians typically start with the patient’s descrip-260

tion of symptoms, conducting further examinations261

and tests to gather comprehensive information that262

forms the patient’s case profile. This information is263

meticulously documented in Clinical Notes, which264

clinicians use for comprehensive assessment, lead-265

ing to preliminary diagnoses and corresponding266

rationale. Subsequently, clinicians apply their dis-267

tinctive differential diagnostic reasoning to verify268

the preliminary diagnosis and ultimately confirm269

the disease.270

To construct the dataset of clinical notes, we col- 271

lected 433 diseases and their corresponding key 272

consultation points. We used the state-of-the-art 273

large model, Deepseek-R1, to construct the initial 274

medical course record templates. The prompts for 275

generating templates of clinical notes can be found 276

in Appendix B. After generating the initial tem- 277

plates with R1, we engaged clinical clinicians to 278

annotate and revise the medical course records for 279

each disease, ultimately obtaining a standardized 280

medical course record for each disease. 281

3.2 Hierarchical Agent Reflection 282

In our hierarchical agent reflection process, we 283

configured four agents: the Information Col- 284

lection Agent (ICA), the Preliminary Diagnosis 285

Agent (PDA), the Differential Diagnosis Agent 286

(DDA) and the Coordinator Agent(CA). We used 287

Knowledge-enhanced methods to assist them in 288
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intra-agent and inter-agent reflection and correc-289

tion. We provided these agents with a knowledge290

base, covering 433 diseases, collected in 3.1, along291

with a detailed map of diseases and their differ-292

ential diagnoses. Specific information about the293

knowledge graph and the knowledge base can be294

found in Appendix C.1. The prompts used by each295

agent can be found in Appendix B. The pseudo296

code of Generating the Clinical Notes can be found297

at Appendix A.298

Information Collection Agent. ICA is respon-299

sible for recording the patient’s basic information,300

which includes their medical history, physical ex-301

amination, and auxiliary tests. Subsequently, the302

ICA conducts a comprehensive analysis, synthesis,303

and organization of this information to document304

the characteristics of the case.305

Preliminary Diagnosis Agent. Based on the306

case characteristics recorded by the ICA, the Pre-307

liminary Diagnosis Agent provides an initial diag-308

nosis and its diagnostic basis. Subsequently, the309

PDA retrieves diagnostic key points related to the310

initial diagnosis from the knowledge base and uses311

these to reflect on the initial diagnostic process. It312

then evaluates the accuracy of the initial diagno-313

sis, and if deemed inaccurate, performs iterative314

diagnostic corrections.315

Differential Diagnosis Agent. The DDA first316

retrieves a list of diseases requiring differential di-317

agnosis exclusion from the provided knowledge318

graph, based on the initial diagnosis provided by319

the PDA. It then acquires the diagnostic key points320

for each of these diseases from the knowledge base321

and performs differential diagnosis for each disease322

using these points and the patient’s case character-323

istics. Finally, the DDA reflects on the reasonable-324

ness of the entire differential diagnosis process;325

if found to be unreasonable, it conducts iterative326

corrections.327

Coordinator Agent. In hierarchical agent reflec-328

tion, the Coordinator Agent operates at a higher329

level than the ICA, PDA, and DDA. Specifically,330

the CA first receives the raw clinical notes from331

the CA. It then uses the final diagnosis provided332

by the DDA to match this note with standardized333

clinical notes in the knowledge base, obtaining the334

standardized notes for the corresponding diseases.335

The CA then reflects on and evaluates whether the336

outputs of the ICA, PDA, and DDA align with the337

standards by comparing the raw clinical note with338

the matched standardized clinical notes. If signif- 339

icant discrepancies are found between an agent’s 340

output and the standardized clinical notes, the CA 341

identifies potential errors in that agent’s process and 342

notifies it of the reasons for reflection. Conversely, 343

if the raw clinical note is deemed reasonable, the 344

CA integrates and outputs a verified complete clini- 345

cal note. Throughout this process, the CA leverages 346

knowledge augmentation and the hierarchical agent 347

reflection mechanism to enhance the accuracy of 348

the generated clinical notes. 349

The combination of self-reflection in the ICA, 350

PDA, and DDA agents, along with supervisory 351

feedback from the CA agent, enhances accuracy of 352

the generated clinical notes. Self-reflection allows 353

each agent to independently refine its reasoning 354

and detect errors, while the CA agent provides ad- 355

ditional oversight to ensure the final output aligns 356

with clinical standards. This dual-layer feedback 357

system improves error detection, enables better gen- 358

eralization across scenarios, and supports continu- 359

ous adaptation, ultimately leading to more reliable 360

and accurate clinical decision-making. 361

3.3 Enhance LLM Medical Diagnosis with 362

Clinical Notes 363

Our Raw dataset is DRaw = {xi, yi}|DRaw|
i=1 , 364

where xi denotes a patient’s question, and yi 365

denotes the original answer without diagnostic 366

logic. After using our hierarchical agent re- 367

flection framework, the data format becomes: 368

Dnote = {xi, (yi1, yi2, yi3)→ yi4 → (yi5, yi6)→ (yi7, yi8, yi9)}|Dnote|
i=1 369

where xi denotes a patient’s question, while yi1 370

through yi9 represent various components of the 371

clinical note: yi1 is the medical history, yi2 the 372

physical examination, yi3 auxiliary examination, 373

yi4 clinical features, yi5 initial diagnosis, yi6 374

diagnostic basis, yi7 disease list, yi8 differential 375

diagnosis process, and yi9 the final diagnosis. 376

After extracting information from xi, we obtain 377

(yi1, yi2, yi3), which are then further organized 378

and summarized to derive yi4. Then generating 379

the initial diagnosis and diagnostic basis (yi5, yi6). 380

Finally, the process results in a detailed differential 381

diagnosis and the final diagnosis (yi7, yi8, yi9). 382

In the standard post-training paradigm, pre- 383

trained language models are typically optimized 384

through supervised fine-tuning to better follow user 385

instructions or adhere to specific formats. (Ouyang 386

et al., 2022; Zhou et al., 2024; Fan et al., 2024). 387

We utilize SFT to train the model to gradually gen- 388

erate clinical notes. This approach enables the 389
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model to perform thoughtful reasoning, using prior390

knowledge to generate patient information collec-391

tion, preliminary diagnosis, and differential diag-392

nosis steps. We randomly sample its prefix (which393

can be empty), then supervise the model to rea-394

son before responding by optimizing the following395

objective:396

LSFT(θ) = −E(x,y)

[∑T
t=1 log pθ

(
yt | x⊕ y<t

)]
.

(1)397

4 Experiments398

4.1 Experimental Setup399

Training Data We construct a Chinese clinical400

note dataset containing 2K notes and an English401

clinical notes dataset containing 10K notes respec-402

tively from the training sets of RJUA-QA (Lyu403

et al., 2023) and MedQA (Jin et al., 2021) by ap-404

plying our hierarchical agent reflection framework.405

Model Training After obtaining the dataset of406

clinical notes generated by our framework, we407

trained the LLM using LLaMA-Factory (Zheng408

et al., 2024), a widely-used library for LLM train-409

ing. We conducted all experiments on eight410

NVIDIA A100 (80G) GPUs. Specifically, we fine-411

tuned the model using LoRA (Hu et al., 2021)412

with the DeepSpeed (Rasley et al., 2020) library413

and Zero Redundancy Optimizer (ZeRO) (Rajb-414

handari et al., 2020) Stage 2. For SFT, we set the415

epoch to 3, the learning rate to 5e-5, and the context416

length to 4096.417

Baselines We utilized the generated clinical note418

data for finetuning of the model and compared the419

results with two types of LLMs: 1) General LLMs:420

the GPT series (Achiam et al., 2023), Qwen-2.5421

(Team, 2024), LLaMA-3.1 (Dubey et al., 2024)422

and Deepseek (Liu et al., 2024); and 2) Medical-423

Specific LLMs: HuatuoGPT (Chen et al., 2024b),424

MedFound (Liu et al., 2025), and Baichuan-M1.425

Benchmarks We evaluate on the standard med-426

ical diagnostic benchmarks: including the RJUA-427

QA(test set) (Lyu et al., 2023) and Urological Dis-428

ease Diagnosis Dataset(UDDD), both of which are429

Chinese medical diagnosis datasets, using the F1430

score to assess diagnostic accuracy. Additionally,431

we assessed the Medbullets test set (Chen et al.,432

2024a), an English single-choice medical diagno-433

sis dataset featuring five-option and four-option434

questions, using accuracy as the metric for diag-435

nostic performance. To enhance the reliability of436

the experimental results, we ran every evaluation 3 437

times and averaged the results and variance. 438

4.2 Experimental Results 439

Main Results We evaluated various LLMs on 440

medical benchmarks, as shown in Table 1. The 441

results indicate that foundational models, which 442

have not undergone enhanced training with spe- 443

cialized medical knowledge, perform rather poorly 444

in the medical diagnosis domain. This is evident 445

in models such as qwen2.5-7B and llama3.1-8B. 446

Even when the parameter scale of these models 447

is increased, the improvements in performance re- 448

main quite limited. For the currently popular rea- 449

soning models, such as gpt-4o and DeepSeek-R1, 450

their performance on medical diagnosis datasets is 451

still insufficient, which further indicates that having 452

only reasoning ability cannot achieve ideal results 453

in the medical field. In contrast, the Huatuo series 454

models and the Baichuan-M1 model demonstrate 455

more significant diagnostic capabilities in the field 456

of medical diagnosis. 457

After being trained on our clinical note datasets, 458

our models have demonstrated outstanding perfor- 459

mance across all test datasets. In the comprehen- 460

sive evaluation, all versions of our models exhib- 461

ited improvements exceeding 5 points compared 462

to their respective base models. Additionally, our 463

Qwen series models have even surpassed other sim- 464

ilar open-source large language models, including 465

those of comparable scale to the Huatuo models. 466

These results clearly validate the effectiveness of 467

our approach. It is noteworthy that the Baichuan- 468

M1 model, specifically developed for medical di- 469

agnostic capabilities, also performed exceptionally 470

well, approaching the performance of our trained 471

Qwen-72B model, despite our training data vol- 472

ume being significantly smaller than that used for 473

Baichuan-M1. 474

5 Ablations on Training Data 475

Table 2 presents the results of ablation experiments 476

on the qwen2.5-7B-Instruction model for diagnos- 477

tic tasks after fine-tuning with different training 478

corpora. Among them, (1) w/o Data means no 479

training data is used, (2) Raw Data refers to the 480

fine-tuning data consisting of the original RJAU- 481

QA training set. (3) w/o HAR denotes the dataset 482

generated without hierarchical agent reflection, in- 483

volving only the ICA, PDA, and DDA without re- 484

flection. (4) w/o CA indicates the dataset gener- 485
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RJUA-QA UDDD Medbullets-5op Medbullets-4op

∼ 7-8B Large Language Models
LLaMA3.1-8B-Instruct 28.33 ± 0.16 58.17 ± 0.54 30.63 ± 0.50 45.56 ± 3.56
Qwen2.5-7B-Instruct 36.39 ± 0.25 65.84 ± 0.34 37.23 ± 0.19 42.97 ± 0.50
DeepSeek-R1-Distill-Qwen-7B 34.67 ± 0.90 60.19 ± 0.10 26.73 ± 1.32 28.79 ± 2.39

Huatuo-o1-Qwen-7B 43.71 ± 1.72 72.51 ± 0.25 50.33 ± 2.82 52.69 ± 2.53

Huatuo-o1-LLaMA-8B 34.17 ± 1.13 60.19 ± 0.10 45.07 ± 1.39 52.49 ± 1.60

MedFound-7B 16.48 ± 5.33 33.08 ± 6.44 35.19 ± 2.37 29.67 ± 3.21

MedFound-LLaMA3-8B-finetuned 29.64 ± 1.35 53.51 ± 1.87 18.07 ± 2.31 25.00 ± 5.77

LLaMA3.1-8B-Instruct 44.71 ± 0.70 74.16 ± 0.51 50.76 ± 1.14 57.47 ± 1.75

Qwen2.5-7B-Instruct 46.50 ± 0.06 74.75 ± 0.02 53.35 ± 1.14 60.17 ± 1.42

> 10B Large Language Models
GPT-3.5-Turbo 28.92 ± 0.56 55.21 ± 0.66 35.71 ± 0.57 42.75 ± 0.68
GPT-4-turbo 31.14 ± 0.02 59.95 ± 0.31 58.23 ± 0.18 65.26 ± 0.97
GPT-4o 33.98 ± 0.05 65.32 ± 0.64 69.48 ± 0.56 75.00 ± 0.65
Deepseek-V3 37.34 ± 0.01 66.58 ± 0.09 56.71 ± 0.49 61.69 ± 0.65
Deepseek-R1 44.31 ± 0.65 64.56 ± 0.26 68.51 ± 7.21 63.85 ± 1.96

HuatuoGPT2-13B 33.13 ± 0.79 59.70 ± 0.99 37.77 ± 1.35 37.23 ± 3.47

Baichuan-M1-14B 50.01 ± 1.05 75.60 ± 1.62 55.52 ± 1.17 61.58 ± 0.49
LLaMA3.1-70B-Instruct 35.54 ± 0.67 66.65 ± 1.05 57.58 ± 1.05 64.29 ± 0.33
Qwen2.5-72B-Instruct 38.54 ± 0.65 66.08 ± 1.07 54.76 ± 0.49 62.88 ± 0.99

Huatuo-o1-LLaMA-70B 38.11 ± 0.96 68.07 ± 0.17 68.83 ± 0.65 73.38 ± 1.72

LLaMA3.1-70B-Instruct 44.93 ± 0.42 73.25 ± 0.39 70.24 ± 0.65 74.78 ± 1.21

Qwen2.5-72B-Instruct 50.61 ± 2.10 77.29 ± 0.91 71.21 ± 1.14 76.52 ± 0.65

Table 1: Main Results on Medical Benchmarks. LLMs with are specifically trained for the medical domain, and
indicates LLMs training for clinical note dataset. bold highlights the best scores, and underlines indicate the

second-best.

Data w/o Data Raw Data w/o HAR w/o CA Com. HAR

RJUA-QA 36.39 ± 0.25 41.24 ± 1.16 42.95 ± 0.57 44.41 ± 0.26 46.50 ± 0.06
UDDD 65.84 ± 0.34 68.73 ± 2.38 69.33 ± 0.21 72.76 ± 1.01 74.75 ± 0.02

Table 2: Ablation results on training data. w/o Data indicates not using any data, Raw Data refers to raw training
data, w/o HAR refers to without hierarchical agent reflection, w/o CA refers to without CA, and Com. HAR
indicates the use of our complete framework. We report the average diagnostic accuracy and variance over three
runs of the model fine-tuned with different training data.

ated by removing the CA for upper-level reflection.486

(5) Com. HAR represents the dataset generated487

through the complete hierarchical agent reflection488

framework.489

The model exhibits poor diagnostic performance490

without fine-tuning on any medical data. However,491

after fine-tuning with the original format of the492

RJUA-QA training set, the model’s diagnostic ac-493

curacy improves. Further enhancement is achieved494

by converting the training data into a clinical note495

format, enabling the model to mirror a doctor’s496

diagnostic logic, which results in increased accu-497

racy. Incorporating knowledge for self-reflection498

by the Agent improves the quality of the gener-499

ated clinical note data, further boosting diagnostic500

accuracy. Ultimately, employing the complete hi-501

erarchical agent reflection framework, combined 502

with standardized clinical note templates annotated 503

by clinicians, enhances the quality of the clinical 504

note data again, elevating the model’s diagnostic 505

capability to new heights. 506

6 Human Evaluation 507

To get a deeper understanding of the differences in 508

diagnostic accuracy and transparency between the 509

model fine-tuned using the hierarchical agent re- 510

flection framework-generated clinical note dataset, 511

and other medical models and base models, we 512

manually compared the diagnostic results of dif- 513

ferent models on the same medical issue. The 514

diagnostic results are depicted in Fig. 3 We can 515

observe that the base model is quite disorganized 516
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Qwen2.5-7B-Instruction(a)

Medical history : 1. The 68-year-old patient experiences urinary leakage 

when coughing, sneezing, or during urgency. 2…

Physical examination: None

Auxiliary examination: 1. In urinalysis, the microscopic white blood cell 

count was 27.7/HPF two months ago and 2.1/HPF in the most recent analysis. 

Clinical features: 1. …recently experienced frequent nighttime urination and 

incontinence…. 2…,3…,4…,5…

Initial diagnosis: stress incontinence、overactive bladder

Diagnostic basis: 1…,  2... The effectiveness of Mirabegron, a medication 

primarily used for overactive bladder, further supports this diagnosis. 

Diseases List: urge incontinence、overflow incontinence、lower urinary tract 

syndrome

Differential diagnosis process: 1. The patient experiences urinary 

leakage during urgency without symptoms like frequency or dysuria, and 

shows improvement with Mirabegron, allowing us to preliminarily rule out 

urge incontinence. 2…, 3…

Final diagnosis: stress incontinence、overactive bladder

Question: My 68-year-old mother has recently started experiencing urinary incontinence at night when getting up to use the bathroom. She urinates twice 

during the day and three times at night. She also leaks urine when coughing or sneezing and sometimes when urgently needing to urinate. Additionally, she 

has symptoms of chest tightness. She took Mirabegron for one month, requiring three nightly trips to the bathroom. Her symptoms improved after two 

months of medication, but recurred two days after stopping it. Two months ago, she underwent coronary intervention. Urinalysis showed 27.7 WBCs/HPF 

microscopically in one test and 2.1 WBCs/HPF in a subsequent test. What treatment do you recommend? 

HuatuoGPT-o1-7B(b)

Output: Hello, based on your description, your mother's symptoms may 

relate to stress urinary incontinence and cystitis. Leakage during coughing 

and sneezing suggests stress urinary incontinence, and increased white blood 

cells in the urine analysis indicate a possible urinary tract infection. Here are 

some recommendations: 1. **Continue Infection Treatment**: Due to 

increased white blood cells, a urinary tract infection is likely. Continue 

antimicrobial treatment and consult a doctor to adjust antibiotics based on 

urine culture results. 2. **Medication**: Mirabegron can be considered 

for stress urinary incontinence under medical supervision. If ineffective, 

consider alternatives like Tolterodine. 3. **Lifestyle Changes**: 

Encourage hydration, good hygiene, and avoid irritants like coffee and 

alcohol. Pelvic floor exercises may help. 4. **Regular Check-ups**: 

Regularly check urinalysis and urine cultures to monitor and adjust treatment. 

5. **Cardiovascular Management**: Given her past coronary intervention, 

maintain cardiovascular health through diet, exercise, and medication 

adherence. 

(b)

Output: Based on the information provided, your mother may have both 

stress and urge incontinence. Managing these conditions often requires a 

comprehensive approach, including medication, behavioral therapy, and 

lifestyle adjustments. Regarding Mirabegron, while it can be effective for 

incontinence, caution is advised due to her history of coronary 

intervention. It's recommended to discuss with her doctor whether to 

continue its use or explore alternatives. Pelvic floor exercises, such as 

Kegel exercises, are effective non-pharmacological treatments that can 

strengthen pelvic muscles and alleviate incontinence symptoms. Encourage 

her to practice these exercises and consult a physical therapist if needed. 

Lifestyle modifications are also crucial; reducing caffeine and alcohol intake 

can help as they may irritate the bladder. Ensure adequate hydration to avoid 

dehydration. For urinary tract infections, while the white blood cell count in 

the urine has significantly decreased, vigilance is necessary. Seek medical 

attention if symptoms like frequency, urgency, or pain occur. …

Baichuan-M1-14B(c)
Output: The patient is a 68-year-old woman experiencing frequent 

nighttime urination with leakage, and incontinence during coughing and 

sneezing. She also may experience leakage on her way to the bathroom due 

to urgency. These symptoms suggest she may have both stress and urge 

incontinence, commonly referred to as mixed incontinence. Previously, 

she was treated with Mirabegron, a β3-adrenergic receptor agonist used 

for overactive bladder symptoms. Her symptoms improved during the 

treatment but quickly returned after discontinuation, indicating the drug‘s 

efficacy but the need for ongoing use. Additionally, she reports chest 

tightness and underwent coronary intervention two months ago, requiring 

consideration of her cardiovascular health in treatment. Initial urinalysis 

showed elevated white blood cell counts (27.7/HP), suggesting a possible 

urinary tract infection, but subsequent tests showed a significant reduction to 

2.1/HP, indicating the infection might be controlled. Recommendations are 

as follows: 1. **Urological Assessment**: …

Our Qwen2.5-7B-Instruction(d)

Figure 3: Case study on RJUA-QA. We examined a patient case requiring the diagnosis of two diseases, with
key symptoms highlighted for emphasis. Panel (a) displays the zero-shot diagnostic result from the base model,
Qwen2.5-7B-Instruction. Panel (b) shows the output from Huatuo-o1-7B, with its reasoning process omitted for
brevity. Panel (c) presents the diagnostic result from Baichuan-M1-14B. Panel (d) illustrates the diagnostic outcome
from the Qwen2.5-7B-Instruction model after fine-tuning with our high-quality clinical note data. Sections marked
in red indicate errors in the model’s responses, while those in green highlight areas where the model accurately used
key symptoms to diagnose diseases.

and fails to adequately utilize patient information.517

The HuatuoGPT-o1 model demonstrates some med-518

ical knowledge errors, such as not recognizing519

that Mirabegron is a β3-adrenergic receptor ag-520

onist used for overactive bladder symptoms. The521

Baichuan-M1 model has difficulty in distinguish-522

ing similar urinary incontinence diseases. In con-523

trast, our fine-tuned model delivers a clear diag-524

nostic process that better aligns with the clinical525

reasoning of clinicians. This is achieved by using526

our hierarchical agent reflection framework during527

the generation of the clinical note training dataset,528

which injects the model with the correct inquiry529

points related to diseases, enabling it to recognize530

specialized medical knowledge. Furthermore, our531

model effectively employs differential diagnosis532

techniques to exclude similar diseases.533

7 Conclusion and Future Work 534

In this paper, we propose a hierarchical agent re- 535

flection framework to generate high-quality clin- 536

ical notes. By training LLMs with clinical notes 537

that reflect the reasoning processes of clinicians, 538

we aim to enhance the model’s ability to engage 539

in medical reasoning and improve diagnostic ac- 540

curacy. The model’s output not only mirrors the 541

reasoning clinicians use in diagnosis but also as- 542

sists them by offering a similar thought process 543

during clinical decision-making. Experimental re- 544

sults demonstrate that simulating clinicians’ use of 545

clinical notes for diagnosis significantly boosts the 546

model’s diagnostic performance. Moving forward, 547

we plan to extend the framework to cover rare dis- 548

eases and refine the model’s reasoning capabilities 549

for even greater diagnostic accuracy. 550
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Limitations551

In this paper, we aim to develop a hierarchical552

agent reflection framework that narrows the gap553

between model-based diagnostic processes and the554

diagnostic logic used by clinicians by generating555

high-quality clinical note data. Despite our best ef-556

forts, certain limitations remain. First, our current557

work is limited to text-based medical diagnoses,558

while the medical field often involves a wealth of559

multimodal information that aids in diagnosis. Sec-560

ond, when it comes to rare and complex diseases,561

our framework lacks the capability to compose the562

discussion section of challenging cases. We plan563

to address these limitations in future work.564
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A Algorithm799

In this algorithm, the MHi, PEi andAEi respectively denote Medical History, Physical Examination,800

and Auxiliary Examination , while CF stands for Clinical Features. The D and B represent Preliminary801

Diagnosis and Diagnostic Basis, respectively, and K refers to key inquiry points associated with a disease,802

sourced from the knowledge base. The Diaflag and Diaerror are used to indicate the correctness of the803

preliminary diagnosis reflection and areas for improvement in subsequent iterations should errors occur.804

The DisList represents the list of diseases that require differential diagnosis to be excluded based on the805

preliminary diagnosis results. The process of differential diagnosis is denoted by Diff , while Diffflag and806

Differror indicate the correctness of the differential diagnosis reflection and the necessary improvements807

for future iterations in case of errors. Finally, Tflag and Terror signify the correctness evaluation after808

CA reflection and highlight the aspects that need to be communicated to other agents for improvement if809

errors are detected.810

Algorithm 1 Generate the Clinical Notes
1: Input: Question Q, Knowledge Graph KG, Clinical Note Template T, Disease Knowledge DK

{Initialization}
2: Initialize Information Collection Agent ICA, Preliminary Diagnosis Agent PDA,

Differential Diagnosis Agent DDA and Coordinator Agent CA, Maximum Attempts N
{Generate the Progress Notes}

3: for try count i = 0 to N − 1 and Tflag is False do
4: MHi, PEi, AEi ← Extraction of ICA(Q)
5: CFi ← Summarization of ICA(MHi, PEi, AEi)
6: Diaerror ← None, Differror ← None
7: for Diaflag is False and j = 0 to N − 1 do
8: Dj ,Bj ← Diagnosis of PDA(CCi,Diaerror)
9: Kj ← Retrieve of PDA(Dj ,DK)

10: Diaflag,Diaerror ← Reflection of PDA(Dj ,Bj ,Kj)
11: end for
12: for Diffflag is False and j = 0 to N − 1 do
13: DisListj ← Differential Diagnosis List of DDA(Dj ,KG)
14: Kj ← Retrieve of DDA(DisListj ,DK)
15: Diffj ← Differential Process of PDA(DisListj ,Kj ,Differror)
16: Diffflag,Differror ← Reflection of DDA(DisListj ,Diffj ,Kj)
17: end for
18: RawNotei ← Output Raw Clinical Note(ICA, PDA, DDA)
19: Ti ← Retrieval Standardized Clinical Note Template of CA(Dj ,T)
20: Tflag,Terror ← Reflection of CA(ICA, Ti)
21: if Tflag is False then
22: ICA← Corrective of ICA(Terror)
23: end if
24: Tflag,Terror ← Reflection of CA(PDA, Ti)
25: if Tflag is False then
26: PDA← Corrective of PDA(Terror)
27: end if
28: Tflag,Terror ← Reflection of CA(DDA, Ti)
29: if Tflag is False then
30: DDA← Corrective of DDA(Terror)
31: end if
32: end for
33: Return Revised Clinical Note (ICA,PDA,DDA)
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B Prompt Templates 811

B.1 Generate Raw Clinical Note 812

You are an experienced medical expert skilled in drafting standardized medical course records based on diseases and key
consultation points. Please use the provided disease information and corresponding consultation points, along with the
given template and supplied knowledge, to compose a standardized medical course record for this disease.

Below is the knowledge to this disease:
{{disease}}

{{Diagnostic key points}}

Below is the template for the clinical note:

Medical history:\n\n Physical examination:\n\n Auxiliary examination:\n\n Case characteristics:\n\n Initial
diagnosis:\n\n Diagnostic basis:\n\n Diseases List:\n\n Differential diagnosis process:\n\n Final diagnosis:

Generate Raw Clinical Note Prompt

813

B.2 Information Collection Agent Setting 814

You are an experienced clinical note specialist, adept at extracting the medical history, physical examination, and
auxiliary examination information from data provided by patient. Please use the information provided by the patient to
systematically consider and itemize the medical history, physical examination, and auxiliary examinations. If certain
data are not provided, mark the corresponding section as ’None’ without making additional assumptions.

Below is the patient’s question:
{{question}}

Patient Information Extrction Prompt

815

You are an experienced medical analysis expert, skilled in comprehensively analyzing, summarizing, and organizing a
patient’s medical history, physical examination, and auxiliary examination to document the patient’s clinical features.
Please carefully review the patient’s issues and itemize the clinical features, including positive findings and negative
symptoms and signs relevant for differential diagnosis. Be sure to use only the provided information, without
referencing external data.

Below is the medical history, physical examination, and auxiliary examination to this patient:
{{Medical history}}

{{Physical examination}}

{{Auxiliary examination}}

Below is the patient’s question:
{{question}}

Analysis and Summarize Prompt

816

B.3 Preliminary Diagnosis Agent Setting 817

You are an experienced clinical diagnosis expert, skilled in making preliminary diagnoses and analyses based on
provided patient clinical features. Please provide a preliminary diagnosis based on the patient’s case features and detail
the diagnostic basis point by point.

Below is the clinical features to this patient:
{{Clinical features}}

Below is the patient’s question:
{{question}}

Make Preliminary Diagnosis Prompt

818
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You are an experienced clinical review expert, skilled in evaluating the diagnostic validity of clinical notes based on key
inquiry points for diseases. Please thoroughly review the key inquiry points of the preliminary diagnosis provided and
assess whether the preliminary diagnosis and diagnostic basis in the clinical note align with these points.
If deemed unreasonable, output the result as a JSON-formatted Dict{"flag": false, "diagnosis_error": Str(Reasons for
diagnostic errors)}.

Below is the preliminary diagnosis and diagnostic basis:
{{Preliminary Diagnosis}}

{{Diagnostic Basis}}

Below is the key inquiry points:
{{key inquiry points}}

Reflect Preliminary Diagnosis Prompt

819

B.4 Differential Diagnosis Agent Setting820

You are an experienced differential diagnosis expert, skilled in systematically analyzing key inquiry points to rule out
diseases. Please carefully review the inquiry points of the diseases requiring differentiation and conduct a step-by-step
differential diagnosis based on the patient’s clinical note.
Document the differential diagnosis process point by point and output it in JSON format as Dict{"diff_process":
Str(differential diagnosis process)}.

Below is the list of diseases to be ruled out through differential diagnosis:
{{Diseases List}}

Below is the key inquiry points to these diseases:
{{key inquiry points}}

Differential Diagnosis Prompt

821

You are an experienced clinical differential diagnosis expert, skilled in reflecting on and evaluating the rationality of
differential diagnosis processes. Please reflect on the differential diagnosis process and assess whether the
differentiation for each disease is reasonable.
If it is reasonable, output in JSON format as Dict{"flag":true, "Final_Diagnosis": Str(final diagnosis)}.
Otherwise, output in JSON format as Dict{"flag":false, "diff_error": Str(Diseases requiring rediagnosis)}.

Below is the list of diseases to be ruled out through differential diagnosis, along with the corresponding diagnostic
process.
{{Diseases List}}

{{Differential Diagnosis Process}}

Reflect Differential Diagnosis Process Prompt

822

B.5 Coordinator Agent Setting823

You are an experienced expert in reviewing clinical notes, skilled in comparing raw clinical note with a given
standardized template. Now, please compare the obtained raw clinical note with the given standardized clinical note
template. The part that needs to be analyzed is the medical history, physical examination, auxiliary examination, and
clinical features. If you find any part to be unreasonable, provide suggestions for improvement, and output in JSON
format as Dict{"flag":false, "ICA_error": Str(suggestions for improvement)}.

Below is the raw clinical note.
{{Raw Clinical Note}}

Below is a standardized template for a standardized clinical note of the final diagnosis.
{{Standardized Clinical Note}}

Reflect and Correct ICA Prompt

824
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You are an experienced expert in reviewing clinical notes, skilled in comparing raw clinical note with a given
standardized template. Now, please compare the obtained raw clinical note with the given standardized clinical note
template. The part that needs to be analyzed is the preliminary diagnosis and diagnostic basis. If you think this part is
unreasonable, please give suggestions for improvement. , and output in JSON format as Dict{"flag":false, "PDA_error":
Str(suggestions for improvement)}.

Below is the raw clinical note.
{{Raw Clinical Note}}

Below is a standardized template for a standardized clinical note of the final diagnosis.
{{Standardized Clinical Note}}

Reflect and Correct PDA Prompt

825

You are an experienced expert in reviewing clinical notes, skilled in comparing raw clinical note with a given
standardized template. Now, please compare the obtained raw clinical note with the given standardized clinical note
template. The part that needs to be analyzed is the diseases list and differential diagnosis process. If you think this part
is unreasonable, please give suggestions for improvement. , and output in JSON format as Dict{"flag":false,
"DDA_error": Str(suggestions for improvement)}.

Below is the raw clinical note.
{{Raw Clinical Note}}

Below is a standardized template for a standardized clinical note of the final diagnosis.
{{Standardized Clinical Note}}

Reflect and Correct DDA Prompt

826

C Knowledge Base and Knowledge Graph 827

C.1 Knowledge Graph 828

stress 

incontinence
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bladder
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urinary tract 
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of prostate
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of bladder 
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urethral 

stricture
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bladder
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vesical 
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infection

cystitis
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urethritis

prostatitis

Figure 4: A knowledge graph of diseases and those requiring differential diagnosis, with refers to the diseases
used in this paper.
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C.2 Knowledge Base829

Medical history : 1. The 68-year-old patient experiences urinary leakage when coughing, sneezing, or during urgency.
2. She used Mirabegron for one month, with symptom improvement during treatment, but symptoms recurred within
two days after she stopped the medication. 3. She underwent coronary intervention two months ago.
Physical examination : None
Auxiliary examination : 1. In urinalysis, the microscopic white blood cell count was 27.7/HPF two months ago and
2.1/HPF in the most recent analysis.
Clinical features : 1. The patient is a 68-year-old female who has recently experienced frequent nighttime urination and
incontinence, with normal urination frequency during the day but requiring three trips at night. 2. She experiences
urinary leakage when coughing, sneezing, and during urgency. 3. She used Mirabegron for one month, which improved
symptoms, but they recurred after discontinuation. 4. She underwent coronary intervention two months ago. 5.
Urinalysis showed a high white blood cell count of 27.7/HPF two months ago, which has since decreased to normal
levels at 2.1/HPF in the most recent analysis.
Initial diagnosis : stress incontinence, overactive bladder
Diagnostic basis : 1. The patient experiences urinary leakage during coughing and sneezing, which is indicative of
typical stress urinary incontinence. 2. The patient exhibits urgency and increased nighttime urination, consistent with
overactive bladder, but lacks other symptoms such as frequency and dysuria. The effectiveness of Mirabegron, a
medication primarily used for overactive bladder, further supports this diagnosis.
Diseases List : urge incontinence, overflow incontinence, lower urinary tract syndrome
Differential diagnosis process : 1. The patient experiences urinary leakage during urgency without symptoms like
frequency or dysuria, and shows improvement with Mirabegron, allowing us to preliminarily rule out urge incontinence.
2. Overflow incontinence is often caused by lower urinary tract obstruction, such as prostatic hyperplasia. This patient
has no relevant history, and the white blood cell count in the urinalysis has returned to normal, largely excluding this
possibility. 3. Lower urinary tract syndrome encompasses various symptoms like frequency, urgency, and dysuria. The
patient only exhibits urgency and leakage, and responds well to Mirabegron, which does not strongly align with the
characteristics of lower urinary tract syndrome.
Final diagnosis : stress incontinence, overactive bladder

Standardized Clinical Note

830
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