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Abstract

Collaborative perception systems overcome single-vehicle
limitations in long-range detection and occlusion scenar-
ios by integrating multi-agent sensory data, improving ac-
curacy and safety. However, frequent cooperative inter-
actions and real-time requirements impose stringent band-
width constraints. Previous works proves that query-
based instance-level interaction reduces bandwidth de-
mands and manual priors, however, LiDAR-focused im-
plementations in collaborative perception remain under-
developed, with performance still trailing state-of-the-
art approaches. To bridge this gap, we propose IN-
STINCT (INSTance-level INteraCtion ArchiTecture), a
novel collaborative perception framework featuring three
core components: 1) a quality-aware filtering mechanism
for high-quality instance feature selection; 2) a dual-
branch detection routing scheme to decouple collaboration-
irrelevant and collaboration-relevant instances; and 3)
a Cross Agent Local Instance Fusion module to aggre-
gate local hybrid instance features. Additionally, we en-
hance the ground truth (GT) sampling technique to facil-
itate training with diverse hybrid instance features. Ex-
tensive experiments across multiple datasets demonstrate
that INSTINCT achieves superior performance. Specifi-
cally, our method achieves an improvement in accuracy
13.23%/33.08% in DAIR-V2X and V2V4Real while reduc-
ing the communication bandwidth to 1/281 and 1/264 com-
pared to state-of-the-art methods. The code is available at
https://github.com/CrazyShout/INSTINCT.

1. Introduction
Perception is critical in autonomous driving, providing ac-
curate inputs for decision-making and control. LiDAR has
emerged as a key sensor for object detection, thanks to its
exceptional 3D perception capabilities [11, 26, 27]. How-
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Figure 1. By implementing the innovative instance interaction ar-
chitecture, INSTINCT demonstrates superior performance while
operating under lower bandwidth constraints.

ever, traditional single-agent perception systems are con-
strained by limited sensing range and inherent sensor defi-
ciencies, leading to blind spots in obstructed scenarios and
adverse weather conditions, posing significant safety risks.

Multi-view and multi-agent collaborative perception ad-
dresses these limitations by utilizing distributed sensor net-
works. For example, infrastructure-based sensors, such as
cameras and LiDAR, typically offer higher resolution, im-
proved accuracy, and wider coverage, enabling effective de-
tection of distant objects. Currently, collaborative percep-
tion methods are classified into early fusion, intermediate
fusion, and late fusion, with intermediate fusion showing
the greatest potential. Notably, extensive research has fo-
cused on Vehicle-to-Everything (V2X) systems [16, 28, 29],
integrating vehicle and infrastructure data to significantly
enhance perception performance.

However, as shown in Fig.1, the requirement for real-
time perception (≥10Hz) poses a severe challenge to
communication bandwidth. Traditional intermediate fu-
sion methods directly transmit complete feature maps
[19, 24, 29], resulting in enormous bandwidth pressure.
Where2comm [6] filters key information by constructing re-
quest and requirement graphs, and CodeFilling [7] further
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introduces a learning-based codebook compression mecha-
nism, but the transmission of sparse feature maps still incurs
high communication costs.

It is worth noting that query-based methods have been
widely studied in single agent perception, and using query
features for interaction in collaborative perception is also
known as instance level fusion [3, 5, 9, 23]. It is obvi-
ously that sending instances features only is accurate and
bandwidth friendly. However, current instance interaction
methods are mainly focused on camera modality, and the
unique representation of LiDAR point clouds limit their di-
rect transfer. Although TransIFF [3] has achieved instance
level collaborative perception of LiDAR for the first time,
its architecture only supports vehicle-infrastructure (V2I)
collaborative scenarios. In addition, TransIFF emphasizes
communication bandwidth, but its performance still lags
significantly behind advanced models.

To eliminate the problems we mentioned, we pro-
posed INSTINCT, a novel INSTance-level INteraCtion
ArchiTecture based on LiDAR-V2X Systems. This ar-
chitecture achieves breakthroughs through three innovative
design: 1) An instance feature filtering mechanism based
on selective transmission, effectively reducing communica-
tion bandwidth; 2) The dual branch detection architecture
achieves collaborative/single agent detection decoupling,
eliminating irrelevant instance interference; 3) The Cross-
Agent Local Instance Fusion (CALIF) module achieves fea-
ture optimization of hybrid instances through domain adap-
tion and Gaussian-distance-based local fusion.

We evaluate INSTINCT on multiple datasets, such as
DAIR-V2X [34], V2XSet [29], and V2V4Real [31]. It
shows that INSTINCT achieves state-of-the-art perfor-
mance in all metrics while maintaining a low communica-
tion load of 213 − 214 bytes/frame, especially on the DAIR-
V2X and V2V4Real real-world datasets. The main contri-
butions can be summarized as follows:

• We propose INSTINCT, the first collaborative per-
ception architecture enabling LiDAR-based instance-
level interaction in V2X scenarios, achieving a supe-
rior balance between bandwidth usage and perception
performance.

• We design a filtering mechanism to efficiently com-
municate instance information, combined with a dual-
branch detection strategy for single-agent and collab-
orative detection, effectively avoiding irrelevant in-
stance interference and improving system robustness.

• We introduce a Cross-Agent Local Instance Fusion
module, effectively addressing domain gaps and lever-
aging local correlations among instances. INSTINCT
achieves state-of-the-art performance across multiple
datasets while maintaining a minimal bandwidth us-
age of only 213-214 bytes.

2. Related Work
2.1. Collaborative Perception
Collaborative perception leverages multi-agent interactions
to enhance individual vehicle sensing capabilities and
driving safety. The availability of high-quality datasets
like DAIR-V2X [34], V2XSet [29], V2V4Real [31], and
OPV2V [30] has significantly advanced related research.
Some studies focus on reducing communication bandwidth
while maintaining performance. Where2comm [6] employs
spatial confidence maps to eliminate irrelevant informa-
tion, concentrating on perceptually critical areas. Code-
Filling [7] further compresses data via a codebook-based
representation, selectively transmitting essential informa-
tion. Pose errors negatively impact perception performance.
CoAlign [18] addresses this through pose graph modeling,
while FreeAlign [12] integrates graph neural networks and
multi-anchor subgraph search to enhance robustness against
pose inaccuracies. To address spatiotemporal misalignment
from communication latency, FFNet [35] introduces fea-
ture flow prediction for temporal alignment. CoBEVFlow
and CoDynTrust [25, 32] propose BEV-flow-based motion
compensation to align ROI features, ensuring effective spa-
tiotemporal synchronization.

2.2. Query-based Object Detection
DETR [2] pioneered an end-to-end detection paradigm
by reconstructing the detection process with an attention
mechanism and a query stream, significantly simplifying
the complex procedures of traditional object detection.
Subsequent studies have focused on its optimization. For
instance, Deformable-DETR [38] achieves efficient local
interactions through a deformable attention mechanism,
dramatically reducing computation, and DN-DETR [13]
introduces a denoising training strategy to accelerate model
convergence. Building on the success of DETR-based
method in 2D detection, its ideas have been extended to the
3D detection domain. Specifically, for camera modalities,
BEVFormer [15] constructs a grid-based query structure in
a bird’s-eye view to enhance 3D spatial encoding. Sparse-
BEV [27] introduces scale-adaptive attention along with a
hybrid spatiotemporal sampling strategy to achieve fully
sparse BEV detection. For LiDAR modalities, ConQueR
[37] pioneered a query contrast strategy to eliminate dense
false positives, and SEED [17] enhances detection accuracy
by reconstructing the query selection and interaction
modules.

3. Problem formulation
Consider N agents in the scene, where each agent is able
to send and receive information to and from other agents.
Let Xi be the raw input data for i-th agent, and Yi is the
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Figure 2. System Overview. Given LiDAR data for each intelligent agent, INSTINCT first extracts instance-level features using a single-
agent detector. Next, it filters these features and attaches a spatial position map before transmitting them to other agents. Upon receiving
messages from other agents, INSTINCT integrates its own features with the incoming features.

corresponding ground truth in the scene. The objective is to
maximize the detection performance of all agents with total
communication cost B; that is,

max

N∑
i

g(fθ(Xi, {Pj→i}Nj=1),Yi) s.t.
N∑
i=1

|Pi→j | ≤ B,

(1)
where g(·, ·) is the detection evaluation metric, f is the col-
laborative perception network with trainable parameter θ,
and Pj→i denotes the message transmitted from j-th agent
to i-th agent.

4. Methodology
4.1. Overall
For the i-th agent, the proposed collaborative works as fol-
lows:

Qi = fsingle(Xi) (2a)

Q̃i,Sj→i = ffilter(Qi, ξj→i) (2b)

Qsingle
i ,Qcoop

i = fDDR(Qi, Q̃j) (2c)

Qfinal
i = fCALIF(Q

coop
i ,Si,Sj→i) +Qsingle

i (2d)

Ŷi = fhead(Q
final
i ) (2e)

As shown in Fig.2, in step (2a), Qi ∈ Rc denotes queries
extracted from Xi by fsingle. In step (2b), ffilter means Filter-
ing Module that filter Qi. Q̃i denotes filtered queries fea-
tures and Sj→i denotes the spatial position map j-th agent
coordinate to i-th agent, which will be discussed in 4.3.
ξj→i ∈ R4×4 denotes spatial transform matrix.

After receiving Q̃j sent from j-th agent, i-th agent start
to collaborate. In step (2c), i-th agent send Q̃j and Qi

into the DDR (Dual-Branch Detection Routing) module,
separately computing the collaborative queries and non-
collaborative queries. Next, at step (2d), CALIF (Cross-
Agent Local Instance Fusion module) aggregates collabo-
rative features, performs cross-domain adaptation adjust-
ments, and finally conducts local instance interactions.
Then, at step (2e), all concatenated instance-level features
Qfinal

i are passed through a detection head to obtain the final
detection result Ŷi.

4.2. Single-Agent Detector
As the foundation of collaborative perception, single-agent
detection provides essential perceptual information for the
collaboration process. Inspired by ConQueR [37], we use
BoxAttention [20] as a key component of both the Encoder
and Decoder, where the Encoder is responsible for feature
extraction and the Decoder corrects the reference boxes.

To better supervise training, we also modify the loss
function for supervising the final output, which will be ex-
plained in Section 4.3. Additionally, a comparison with ad-
vanced single-vehicle models for direct post-fusion is listed
in the appendix. In summary, following the single-agent
detection process, each agent produces unfiltered outputs.

4.3. Quality-Aware Filtering
After the single-agent detection stage, the collaboration pro-
cess determines the optimal moment for cooperation based
on predefined rules, such as a simple distance-triggered
condition. Specifically, when the distance between two
agents falls below a preset threshold, collaboration is trig-
gered, executing steps (2b) to (2e).

In step (2b), we perform the following filtering oper-
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ation: 1) the preparation of high-quality collaborative in-
stance features to avoid unnecessary interference during the
collaboration; and 2) the preparation of a unified spatial po-
sition marker for each instance feature to ensure that, in sub-
sequent steps, the system can understand the relative posi-
tions between all instances. Additionally, based on the uni-
fied spatial position markers, instance features outside the
ego vehicle’s perception range can be excluded from the
communication process in advance. Both of these opera-
tions help filter unnecessary features, which further reduces
the transmission bandwidth.

Recent studies [17, 36] have made corresponding im-
provements in query selection. Since confidence scores
only reflect the credibility of classification but do not cap-
ture the reliability of box regression, it can lead to an unfair
query selection process. To ensure that the quality of the
instance features transmitted during information exchange
is sufficiently high, we consider two methods: 1) predict-
ing the IoU score with a separate branch, and 2) applying
an IoU-related penalty to the classification loss. Ultimately,
we chose the second approach. This decision was based on
the different performance of the separate branch IoU pre-
diction across both synthetic and real-world datasets, with
related analysis presented in the appendix. Specifically, we
apply an IoU-based penalty using the MAL [8] loss in the
final layer of the single-object decoder. The loss formula is
as follows:

MAL(p, q, y) =

{
−qγ log(p) + (1− qγ) log(1− p) q > 0

−pγ log(1− p) q = 0

(3)
Here, p and q, ranging within [0, 1], denote the fore-

ground prediction probability and the IoU between the pre-
dicted and ground-truth boxes, respectively. The tunable
parameter γ balances the gradient contributions from hard
and easy samples. Notably, while the MAL loss was origi-
nally designed for 2D detection, its adaptation to 3D point
cloud detection introduces heightened numerical sensitivity
due to the precise alignment of eight corner points in 3D
IoU (compared to four vertices in 2D IoU), often causing
training instability. This issue is particularly pronounced
when MAL is applied across multiple decoder layers. To
address this, we apply MAL solely in the final layer and
employ the computationally stable Bird’s Eye View (BEV)
IoU as the baseline for q.

To reduce the amount of communication bandwidth, it
is a natural idea to only transmit the perception instances
that inside the ego’s perception range, which aligns with the
idea of having a unified location marker based on a coordi-
nate system. Therefore, we first label the position of each
instance feature in its spatial domain, creating a sparse 2D
relative position map Si. Then, we apply a spatial transfor-
mation matrix ξi→j to transform this position map. Based

on the transformed position map, we obtain Q̃i and the cor-
responding unified spatial position map Si→j . Afterward,
Q̃i and Si→j are packaged and transmitted to other agents.

Overall, through QAF (Quality-Aware Filtering) mod-
ule, we effectively select features that need to transmit,
aligned coordinates spatially, reducing the transmission
bandwidth and improving accuracy.

4.4. Dual-branch Detection Routing

It is important to note that step (2c) is based on the intu-
ition that if an instance does not have any corresponding in-
stances in the entire collaborative scene, it cannot gain any
benefit from the collaboration process. Conversely, if this
instance is not distinguished and is directly placed into the
collaboration, it may negatively affect the collaboration. To
address this, the following steps are executed:

1. First, all received instance features are concatenated into
an instance vector table Qr

i , which may contain redun-
dant element.

2. Next, Qr
i is sent to a detection head, obtaining detection

results. Here, the Head shares parameters from the final
output layer of the single-agent detector.

3. Finally, we compute the IoU between all pairs of vec-
tors in the vector table, forming an IoU matrix Miou.
After removing the diagonal entries, we filter the rows
of Miou where all values are below a threshold λ, and
retrieve the corresponding instances from Qr

i to form
Qsingle

i . The remaining instances constitute Qcoop
i ,

where λ is a hyperparameter threshold.

Through the above steps, we divide all instance features
into two categories: one as Qsingle

i that do not require col-
laboration, and the other as Qcoop

i that are potentially need
fusion for collaboration.
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Model Fusion Type DAIR-V2X V2XSet V2V4Real Comm(log2)
AP@0.5/0.7 ↑ AP@0.5/0.7 ↑ AP@0.5/0.7 ↑ DAIR-V2X/V2XSet/V2V4Real

No Fusion \ 0.6349/0.4962 0.6515/0.5204 0.3980/0.2200 0
Late Fusion \ 0.6043/0.3746 0.7876/0.6801 0.5500/0.2670 8.39/9.60/9.79
V2VNet[24] Intermidate 0.6344/0.4227 0.8274/0.6582 0.6470/0.3360 24.62/25.10/25.10
V2XViT[29] Intermidate 0.7349/0.5675 0.8431/0.7018 0.6490/0.3690 24.62/25.10/25.10
DiscoNet[19] Intermidate 0.7469/0.5920 0.8778/0.7207 0.6412/0.3451 24.62/25.10/25.10
CoBEVT[28] Intermidate 0.6825/0.5787 0.8454/0.7119 0.5556/0.2708 24.62/25.10/25.10

Where2comm[6] Intermidate 0.7901/0.6649 0.9259/0.8492 0.7021/0.3801 21.72/21.19/22.86
CoAlign[18] Intermidate 0.7797/0.6547 0.9293/0.8466 0.7209/0.4656 24.62/25.10/25.10

Ours Instance 0.8191/0.7529 0.9229/0.8731 0.8088/0.6196 13.58/14.16/14.81

Table 1. Different models’ performance on the different datasets.

4.5. Cross-Agent Local Instance Fusion

Step (2d) addresses the fusion of collaborative mixed in-
stance features Qcoop

i , where two components are designed
to resolve two practical challenges: 1) To mitigate in-
evitable domain gaps arising from heterogeneous hardware
configurations across agents and environmental disparities,
we need to introduce a cross-domain interaction mecha-
nism. 2) Given the extreme sparsity of LiDAR data dis-
tributions, global interaction is computationally redundant
and risks introducing extraneous learning tasks. Thus, we
need local instance interaction mechanism.

Furthermore, for any two instance features p and q in
Qcoop

i , the mutual information exchange during agent col-
laboration exhibits inherent asymmetry. More specifically,
the degree of interaction should depend on the differences
between them in order to complement the completeness
of each feature’s information. Therefore, the interactions
among the mixed features must be local and asymmetric.

For the first challenge, a self-attention mechanism is em-
ployed to bridge domain gaps, formulated as:

Qadapt
i = CDA(Qcoop

i ,Kcoop
i ,Vcoop

i )

= Softmax(
Qcoop

i (Kcoop
i )T√

dk
) ·Vcoop

i ,
(4)

where CDA denotes Cross-Domain Adaption, and Kcoop
i =

Vcoop
i = Qcoop

i . This operation adjusts the data distribution
of each instance in the mixed samples, thereby bridging the
domain gap. It is important to note that before cross-domain
adaptation, dual position encodings were added to each in-
stance. One of the position encoding is the unified spatial
position coordinate map from the cooperative information,
which serves as the spatial position encoding. The other one
is the agent perception encoding, where we assign the ego
agent the identifier 0, and the identifiers for the remaining
agents are determined sequentially based on the timing of
the cooperative process. Finally, we encode the perception
identifiers to obtain the agent perception position encoding.

These two position encodings enable the interaction mod-
ule to identify the spatial location of an instance and the
corresponding agent it belongs to.

The above operation is not sufficient to optimize each
instance; we also need to further calibrate the instances
through stronger local relational interactions while masking
irrelevant instances. Inspired by TransFusion [1], we de-
signed a local attention mechanism based on Gaussian dis-
tance, as illustrated in Fig. 3. This is a heuristic approach
in which all mixed instances are through a shared parameter
Head, obtaining the corresponding detection boxes for each
instance. Then,a circumcircle for each instance’s bounding
box is generated. For a given instance feature, we focus
only on the distance from the center (x, y) of the bound-
ing boxes of other instance features to the center of the cir-
cle. This distance guides to generate an attention weight, as
shown in the following equation:

Wk,v = exp(−
√
(xk − xv)2 + (yk − yv)2

βr2k
), (5)

where (xk, yk) and (xv, yv) denotes the centers of two cor-
responding detection boxes in the mixed instances. Notice
that Wk,v ∈ (0, 1], and β is a hyperparameter used to adjust
the range of attention.

Qfused
i = GDA(Qadapt

i ,Kadapt
i ,Vadapt

i )

= Softmax(
Qadapt

i (Kadapt
i )T√

dk

+ log(W)) ·Vadapt
i ,

(6)

where GDA denotes Gaussian Distance Attention, and
Kadapt

i = Vadapt
i = Qadapt

i .
Through this attention mechanism, features will only fo-

cus on local features that are close to them, while those that
are far away or have large prediction biases will be ignored.
In the end, we combine Qfused

i and Qsingle
i into a single

entity, Qfinal
i .
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Figure 4. Visual comparison on different datasets. Green box denotes ground-truth, and red box denotes detection result.

4.6. Adaptive Adjustment of GT Sampling

While the proposed design enables effective local instance
fusion, viewpoint diversity and scene sparsity often yield
limited samples after dual-stage filtering and DDR, com-
promising model training. To resolve this, we develop Co-
GT Sampling specifically designed for cooperative scenar-
ios. In fact, DI-V2X [14] is the first work to apply this
method in cooperative perception scenarios, but it uses it
solely to bridge the domain gap between the teacher and
student models, focusing primarily on domain adaptation in
knowledge distillation.

Our implementation involves: 1) Object-Centric
Database: We built an object-centered point cloud database
by point cloud cropping guided by ground-truth labels and
cross-agent mixing. 2) Ego-Centric Sampling: Samples are
drawn from the aforementioned database, then we validate
them via spatial consistency verification to ensure their va-
lidity. Specifically, the sampled labels must neither over-
lap with each other nor with existing ground-truth annota-
tions. 3) Scenario Synchronization: To maintain scene con-
sistency, we iterates other agents in the collaborative sce-
nario, projects their point clouds into the ego vehicle’s co-
ordinate system, and determines whether any point cloud
objects should be inserted. Eligible point clouds are then
incorporated into the ego point cloud, and their label infor-

mation is synchronized accordingly. 4) Coordinate Restora-
tion: The processed agent point clouds and the augmented
labels are inverse-transformed back to the agent’s original
coordinate system for single-agent detection supervision.

4.7. Detection Head
The obtained Qfinal

i will be fed into the final output head
in Step. 2d. The parameters of this output head are indepen-
dent, and it uses a separate FFN to perform predictions for
classification and regression tasks. It is worth noting that
we also employ the improved MAL loss for the classifica-
tion task.

5. Experiments
5.1. Setup
Dataset. We conducted comprehensive experiments on 3
datasets to evaluate our proposed method, including DAIR-
V2X [34], V2XSet [29] and V2V4Real [31]. Dair-V2X is a
public real-world dataset for research on V2X autonomous
driving. It includes 71,254 LiDAR frames and 71,254 Cam-
era frames. Each sample scenario includes a vehicle, an in-
frastructure and its corresponding annotations. V2XSet is a
large-scale V2X perception dataset created by CARLA [4]
and OpenCDA [30]. It is consists with 11,447 frames, in-
cluding V2V cooperation and V2I cooperation. V2V4Real

25469



is the first large-scale real-world dataset for vehicle-to-
vehicle collaborative perception. Comprising 410 kilome-
ters of driving coverage, V2V4Real captures multimodal
sensor data including 20K LiDAR point clouds, 40K high-
resolution RGB images, and 240K precisely annotated 3D
bounding boxes, establishing a comprehensive benchmark
for V2V cooperative perception research.
Evaluation metrics. Following [3, 6], we use Average Pre-
cisions (AP) at Intersection-over-Union (IoU) thresholds of
0.5 and 0.7 to evaluate perception performance. The com-
munication bandwidth is counted in bytes and represented
using a logarithm with base 2.
Implementation details. All experiments with INSTINCT
were conducted on one NVIDIA A100 GPU, using SEC-
OND [33] as the 3D backbone. The grid resolution is set to
0.1 m in length, width, and height (with the height adjusted
to 0.2 m for V2V4Real). We utilized ConQueR [37] to
generate single-agent instances. For classification, we em-
ployed a combination of Focal Loss and MAL Loss, while
L1 loss was used for regression. We use Adam optimizer
[10] with an initial learning rate of 0.001, and the learning
rate is adjusted following the OneCycle [21] strategy. Fi-
nally, as training approached convergence, we use the Fade
strategy [22] to obtain a data distribution that better reflects
real-world conditions.

A
ge

n
t

Eg
o

INSTINCT

Filtered Instances Late FusionInstances
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Localization 
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No Error

Figure 5. Visualization of Late Fusion (ConQueR-based) vs.
INSTINCT. (a) Instance feature filtering: agent vs. ego; (b) De-
tection results: Late Fusion vs. INSTINCT.

5.2. Quantitative Results
Comparison of performance. To evaluate the performance
of the INSTINCT model, we conduct multi-model com-

parative experiments on three benchmark datasets: DAIR-
V2X, V2XSet, and V2V4Real. The experiments includes
Three types of baselines: a No Fusion baseline without col-
laborative perception, a Late Fusion method that performs
post-fusion based on detection results and six advanced in-
termediate fusion models including V2VNet, V2XViT, Dis-
coNet, Where2comm and CoAlign as comparative bench-
marks. Detailed experimental data can be found in Tab.
1. The results indicate that INSTINCT demonstrates sig-
nificant performance advantages across all three datasets.
On the real-world datasets DAIR-V2X and V2V4Real, the
AP@0.7 metric surpasses the current best models by ab-
solute margins of 13.23% and 33.08%, respectively. And
on the simulated dataset V2XSet, a 2.81% performance im-
provement is maintained, albeit with a relatively limited
gain. We attribute these differences to the following fac-
tors: (1) Data characteristic disparities. As a simulated
dataset, V2XSet exhibits relatively homogeneous scene dis-
tributions and object structures, enabling most comparative
models to reach a high performance ceiling. However, it is
noteworthy that INSTINCT also has limitations when de-
tecting targets in overly sparse point clouds; (2) Valida-
tion of architectural advantages. In contrast to conventional
feature-level interaction methods, the instance-level inter-
action mechanism employed by INSTINCT shows stronger
adaptability in complex real-world scenarios. It is sub-
stantiated by the significant performance leaps observed on
DAIR-V2X and V2V4Real. For a more in-depth analysis
of the model’s performance, supplementary analysis is pro-
vided in the Appendix.
Comparison of Communication Bandwidth. Tab. 1
also summarizes the communication bandwidth of each
model. The results indicate that while maintaining optimal
performance, INSTINCT requires significantly lower com-
munication bandwidth compared to the competing mod-
els. Specifically, 1) although the Late Fusion method
achieves minimal communication overhead by transmitting
low-dimensional bounding box data (averaging of 0.8 KB
per frame), it relies on post-NMS fusion mechanism to pre-
vent the calibration of overlapping detection results, lead-
ing to a notable performance degradation; 2) in contrast,
INSTINCT utilizes medium-dimensional instance feature
transmission (averaging 16 KB per frame) and achieves de-
tection calibration through high-dimensional feature fusion,
thereby striking the best balance between communication
efficiency and detection accuracy.
Robustness to Pose Errors. To evaluate the model’s sta-
bility under realistic noise environments, we assessed its
performance at varying pose noise intensities on the DAIR-
V2X dataset (see Tab. 2). To simulate pose noise, Gaussian
noise was added during inference to each agent’s 2D posi-
tion (with µt = 0 m and σt ∈ [0 m, 0.5 m]) and yaw angle
(with µr = 0 and σr ∈ [0◦, 0.5◦]), emulating real-world lo-
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calization errors. The results shows that INSTINCT consis-
tently maintains optimal detection accuracy across different
noise levels, demonstrating exceptional environmental ro-
bustness.

5.3. Qualitative Results
Detection Performance Visualization. Fig. 4 illus-
trates a comparison between the detection results of IN-
STINCT and the current state-of-the-art models, including
Where2comm [6], CoAlign [18] etc. Visual analysis indi-
cates that INSTINCT consistently achieves lower false pos-
itive rates across all three datasets. Moreover, as measured
by IoU, the alignment between its predicted bounding boxes
and GT is significantly superior to that of the competing
model—especially in scenarios with complex occlusions. It
demonstrates enhanced object discrimination capability.
Late Fusion vs. INSTINCT: A Visual Analysis. The ex-
ceptional performance of INSTINCT stems from its core
component—the ConQueR instance generator. As an ad-
vanced 3D object detector, we conducted an in-depth com-
parison of the performance differences between ConQueR-
based late fusion and INSTINCT by visualizing the instance
distribution in feature maps. As shown in Fig. 5, a clear
comparison between subfigures (a) and (b) reveals that in
long-range object detection, the ConQueR-based late fusion
method exhibits significant localization deviations. In con-
trast, INSTINCT, leveraging its unique collaborative cali-
bration mechanism, effectively integrates detection results
from both the agent and ego vehicles, achieving precise lo-
calization alignment. Further details regarding this section
are provided in the appendix.

Noise Level 0.0/0.0 0.1/0.1 0.2/0.2 0.3/0.3 0.4/0.4
σt/σr(m/◦)

Method/Metric AP@0.5 ↑
V2VNet 0.6572 0.6476 0.6336 0.6144 0.5974
V2XViT 0.7349 0.7313 0.7190 0.7021 0.6914
DiscoNet 0.7469 0.7436 0.7326 0.7205 0.7071

Where2comm 0.7901 0.7847 0.7619 0.7301 0.7040
CoAlign 0.7797 0.7758 0.7508 0.7220 0.6989

Ours 0.8191 0.8160 0.7782 0.7327 0.7144
Method/Metric AP@0.7 ↑

V2VNet 0.4982 0.4879 0.4705 0.4624 0.4512
V2XViT 0.5675 0.5642 0.5550 0.5445 0.5363
DiscoNet 0.5920 0.5891 0.5812 0.5744 0.5680

Where2comm 0.6649 0.6403 0.6021 0.5718 0.5587
CoAlign 0.6547 0.6327 0.5933 0.5727 0.5604

Ours 0.7529 0.7238 0.6451 0.6105 0.5985

Table 2. Performance on DAIR-V2X dataset with pose noise.

5.4. Ablation Study
To validate the effectiveness of each module, we conducted
systematic ablation experiments on the DAIR-V2X dataset

(see Tab. 3). The results are as follows: 1) When all IN-
STINCT structures are removed, the model degrades to a
ConQueR-based late fusion baseline, resulting in a signif-
icant performance drop. 2) Enabling the quality-aware fil-
tering module reduces the communication demand to 1/17
of the baseline (a reduction of approximately 94.1%). 3) In-
troducing a DDR module to separate collaboration-relevant
and irrelevant instances not only recovers the baseline per-
formance while maintaining low bandwidth but also further
increases the AP@0.7 by 3.43 percentage points compared
to baseline. 4) With the CDA module enabled, the interac-
tion of mixed instances combined with DDR to eliminate
interference boosts the AP@0.7 by 11.23 percentage points
compared to baseline. 5) After adding the CALIF mech-
anism, the AP@0.7 further increases by 14.16 percentage
points compared to baseline. The Co-GT Sampling strat-
egy, by increasing the diversity of positive samples, drives
an overall AP@0.7 improvement of 15.51 percentage points
compared to baseline.

QAF DDR CDA GDA GT AP@0.5/0.7 ↑ Comm
(log2)

0.7302/0.5978 17.67
✓ 0.6962/0.6041 13.58
✓ ✓ 0.7198/0.6321 13.58
✓ ✓ ✓ 0.7898/0.7101 13.58
✓ ✓ ✓ ✓ 0.8109/0.7394 13.58
✓ ✓ ✓ ✓ ✓ 0.8191/0.7529 13.58

Table 3. Ablation study results of our proposed core compo-
nents on DAIR-V2X dataset. QAF : Quality-Aware Filtering in
4.3; DDR : Dual-Branch Detection Routing in 4.4; CDA : Cross-
Domain Adaption in 4.5; GDA : Gaussian Distance Attention in
4.5; GT : Co-GT Sampling in 4.6.

6. Conclusion

We propose INSTINCT, an instance-level interaction archi-
tecture based on LiDAR-V2X Systems. To ensure high-
quality instances, we design a quality-aware filtering mod-
ule. INSTINCT further employs a dual-branch detection
strategy that decouple collaborative related and unrelated
instances, thereby preventing interference. Moreover, dur-
ing the fusion of hybrid instances, we introduce a cross-
agent instance interaction mechanism that incorporates both
domain gap compensation and a local interaction attention
mechanism based on Gaussian distances. INSTINCT effec-
tively integrates instances transmitted by multiple agents,
and experimental results shows that it achieves state-of-the-
art performance on benchmark datasets while maintaining
an extremely low communication overhead.
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