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Abstract

Given the increasing scale of model sizes, efficient training strategies like gradual
stacking [Gong et al., 2019, Reddi et al., 2023] have garnered interest. Stacking
enables efficient training by gradually growing the depth of a model in stages
and using layers from a smaller model in an earlier stage to initialize the next
stage. Although efficient for training, the model biases induced by such growing
approaches are largely unexplored. In this work, we examine this fundamental
aspect of gradual stacking, going beyond its efficiency benefits. We propose a
variant of gradual stacking called MIDAS that can speed up language model train-
ing by up to 40%. Furthermore we discover an intriguing phenomenon: MIDAS
is not only training-efficient but surprisingly also has an inductive bias towards
improving downstream tasks, especially tasks that require reasoning abilities like
reading comprehension and math problems, despite having similar or slightly worse
perplexity compared to baseline training. To further analyze this inductive bias, we
construct reasoning primitives – simple synthetic tasks that are building blocks for
reasoning – and find that a model pretrained with stacking is significantly better
than standard pretraining on these primitives, with and without fine-tuning. This
provides stronger and more robust evidence for this inductive bias towards reason-
ing. These findings of training efficiency and inductive bias towards reasoning are
verified at 1B, 2B and 8B parameter language models. Finally, we conjecture the
underlying reason for this inductive bias by exploring the connection of stacking to
looped models and provide strong supporting empirical analysis.

1 Introduction

With the advent of very large deep learning models, efficient training to reduce the compute and
time requirements is becoming increasingly important. Along with efficient optimization procedures,
there has been a surge in interest to design efficient training strategies. One practical approach is
to use smaller models to initialize larger models. Usually, this results in much faster convergence
compared to vanilla training [Chen et al., 2022, 2016, Gong et al., 2019, Reddi et al., 2023, Wang
et al., 2023, Li et al., 2023, Kim et al., 2023, Yao et al., 2024, Wang et al., 2024]. Stacking and
growing based approaches have particularly gained traction recently. For instance, gradual stacking
[Reddi et al., 2023] is a prominent approach where in each stage the last few layers of the model
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Figure 1: (a) Pictorial depiction of gradual stacking and MIDAS. (b) Accuracy improvements (in
%) for model trained with MIDAS over baseline for various task groups, despite having the same
perplexity. For both 1B, 2B and 8B models, we see that improvements are mostly positive, and are
much larger for tasks that require a lot of reasoning.

are stacked onto itself to initialize the model’s next stage, until the desired depth is reached. This
has been shown to significantly speed up BERT pretraining and also has some theoretical justification
for the efficiency aspect. While these methods can speed up training, such changes can also induce
specific biases into the model. However, the effect of stacking-based approaches on generalization
remains a fundamental open question and is largely unexplored.

Modern deep learning models, when trained carefully, have been shown to exhibit interesting inductive
biases, and their success is partially attributed to them. Such biases can arise either from model
architecture, optimization techniques, or training strategies, and these biases come in various forms
including simplicity bias, flatness of learned function, and sparsity. The implicit bias of optimizers,
in particular, has been subject to extensive research. For instance, the implicit bias of first-order
methods like stochastic gradient descent has been studied extensively in overparametrized settings
[Gunasekar et al., 2018, Liu et al., 2023]. Similarly, the inductive biases of architecture components
like self-attention and convolution have also been studied [Edelman et al., 2022, Wang and Wu,
2023]. More recently, there has also been interest in constructs like looped models [Lan et al., 2020,
Dehghani et al., 2018] that share weights across layers. They have been shown to be powerful enough
to emulate programmable computers [Giannou et al., 2023] and have the inductive bias to simulate
iterative solutions [Yang et al., 2023], thereby yielding models with algorithmic abilities. However,
in this vein, very little is known about the implicit biases of newer training strategies (e.g., greedy
layerwise training or gradual stacking) that are gaining popularity.

In this work, we investigate the inductive bias of stacking-based approaches beyond training
efficiency. We uncover an intriguing phenomenon — pretraining with a variant of stacking is not
only efficient, but also has a desirable inductive bias towards improving downstream benchmarks.
First, through comprehensive empirical analysis, we discover a novel variant of gradual stacking
called MIDAS (MIDdle grAdual Stacking) which copies the middle block of layers of a small
network to initialize a larger network (see Figure 1). We demonstrate that MIDAS is more efficient
in training compared to standard training and the previous leading stagewise training approach.
However, remarkably, it also yields significantly better performance on many downstream reasoning
tasks. For instance, we see in Figure 1 that MIDAS has significantly better performance on math
word problems and reasoning primitives. This performance boost should come as a surprise, since
MIDAS uses exactly the same data and fewer training FLOPS compared to standard training. In fact,
the pretraining perplexity of MIDAS on a validation set matches that of standard baseline training.
This strongly suggests that there is some inductive bias for MIDAS at play.

In this paper, we formalize and provide strong evidence for such an "inductive bias" – MIDAS
achieves better downstream evaluations despite performing similarly in terms of pretraining validation
perplexity. Thus, the improved quality of MIDAS is not because of better generalization in the
pretraining objective, but rather due to its ability to extract more skills and abilities from the pretraining
process. This kind of inductive bias phenomenon was first formalized in Saunshi et al. [2022] for
contrastive learning and later in Liu et al. [2023] for language modeling on synthetic data. However,
this is the first evidence of a strong inductive bias for a training procedure in real language model
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training. While our real-world benchmarks already provide strong evidence, in order to better
isolate the contributing factors, we construct simple synthetic tasks that are building blocks for
reasoning, called reasoning primitives. We find that a model pretrained with MIDAS has much better
performance on the reasoning primitives than a model obtained through standard pretraining, as is
evident in Figure 1. In light of the above discussion, we state the main contributions of our paper.

• We propose a novel variant of gradual stacking, called MIDAS, that achieves better training
efficiency than gradual stacking.

• Our investigation of the inductive bias in gradual stacking approaches, particularly with
MIDAS, reveals a surprising benefit: beyond enabling efficient training, it also enhances
performance on downstream tasks. This improvement is especially notable in tasks that rely
on context and reasoning abilities.

• We provide strong evidence of the aforementioned phenomenon on several datasets that
have previously been used to demonstrate reasoning capabilities.

• We construct simple synthetic tasks that are building blocks for reasoning and demonstrate
that MIDAS performs significantly better than baseline training on these tasks. These
datasets may be of independent interest to the LLM reasoning community.

• Finally, we conjecture the reason behind improved reasoning capabilities of MIDAS by
presenting connections between gradual stacking and looped models and provide strong
empirical evidence to support it.

2 Problem Setup

In this section, we first present the problem setup and background material needed for this paper.
Before we discuss the problem setting, we set up the following notation for the rest of the paper.

Notation. For a deep network f , we use fi and #(f) to denote the ith layer and the number of layers
of the network, respectively. With slight abuse of notation, we use fi,b (where i, b ∈ Z+) to denote
the layers between (i− 1) · b to i · b of a deep network f . In other words, fi,b denotes the ith block of
b layers in a deep network f . a1:k is used to denote a sequence of k scalars {a1, . . . , ak}.

Our goal is to learn a function f : X → Y which minimizes the loss E(x,y)∼D `(f(x), y), for some
loss function ` : Y×Y → R+∪{0} and data distributionD on X ×Y . We are interested in functions
of the form f = fL ◦ fL−1 ◦ · · · ◦ f1 where ◦ and L represent function composition and depth of the
network, respectively. We use FL to denote the function class consisting of functions of this form.
Given samples from the distribution D, we typically use an iterative stochastic optimizer (e.g., SGD)
to learn a function that minimizes the loss. We note that the optimization procedure is inconsequential
to the arguments in the paper. For standard training, each iteration is of the form:

f t = f t−1 +A(f t−1,Bt, ηt), (Standard Training)

where Bt is a mini-batch from distribution D and A(f t−1,Bt, ηt) represents the iterative optimizer
update at f t−1 on Bt and learning rate ηt. The computation cost and memory requirement for training
typically increases linearly with the depth, making even simple algorithms, like SGD, slow for very
large models. Throughout this paper, we use T to denote the total number of training iterations.

2.1 k-stage training

Since we primarily focus on stagewise training approaches, it is useful to formally define a stagewise
training procedure. In contrast to standard training, k-stage training involves dividing the training
process into k stages, and at each stage, using the the model from the previous stage to initialize the
model in the current stage. For simplicity, we assume L is divisible by k. The following are the key
ingredients:

1. Function class across stages. At stage i, we use function class Fd(i) where d(i) denotes the
depth of the network at that stage. When d(i)� L, training is more efficient.

2. Training schedules across stages. As training is divided into k stages, we use T1, · · · , Tk steps
across stages such that

∑k
i=1 Ti = T .
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(a) ALBert layer similarity (b) GRADSTACK block similarity (c) MIDAS block similarity

Figure 2: (a) For an ALBert model trained with weight sharing across all layers, we measure the
functional similarity between layers by looking at the top 1% activated neurons in each MLP layer
and measure the intersection-over-union (IoU) metric for each pair of layers. Despite all layers
having the same parameters, a natural functional similarity structure emerges around the middle.
(b) For a UL2 model trained with GRADSTACK, we measure the cosine similarity between every pair
of layer blocks for the first feedforward layer weights. (c) The same similarity measured for MIDAS.
The cosine similarities for stacking based models suggests a strong connection to looped models,
and MIDAS has a closer similarity structure to ALBert style looped models than GRADSTACK.

3. Stage initialization. This is the key component of stagewise training. Given a network f ∈
Fd(i−1) trained in the (i − 1)th stage, letMi(f) denote the network initialization for the next
stage whereMi : Fd(i−1) → Fd(i) is a growth operator.

Almost all the recent stagewise training procedures are different instantiations of this framework, using
different training schedules and stage initializations. We will revisit some prominent instantiations of
the framework in the next section.

2.2 Progressive & Gradual Stacking

Progressive and gradual stacking are two special instantiations of the aforementioned framework. We
provide a brief description of these approaches since they are important for our discussion.

Progressive Stacking [Gong et al., 2019]. This is a simple instance of k-stage training setup where
model in the previous stage is stacked onto itself to initialize the model in the next stage. In particular,
(1) depth d(i) = 2i−1d(1) grows exponentially, (2) schedule Ti is typically T/k or proportional to
d(i), and (3) the growth functionMi(f) = f ◦ f .

Gradual Stacking [Reddi et al., 2023]. In contrast to progressive stacking, gradual stacking linearly
increases the model depth by k in each stage. It only stacks the last L/k layers of model from the
previous stage to initialize the model in the next stage, as follows.

1. The depth d(i) = L·i
k grows linearly with the stage.

2. Ti is typically either T/k or allocated proportional or exponential to depth.
3. Mi(fd(i−1) ◦ · · · ◦ f1) = fd(i−1) · · · ◦ fd(i−1)−(L/k)+1 ◦ fd(i−1) · · · f1. This corresponds

to stacking the last L/k layers onto the network to initialize the next stage model.

In the next section, we study a novel variant of gradual stacking that enables faster training and
exhibits an interesting inductive bias, which we examine carefully.

3 Algorithm: MIDAS

We present the MIDAS algorithm in this section. We first discuss the motivation behind this variant
of gradual stacking and then formally define the algorithm.
3.1 Motivation

The motivation for MIDAS touches upon two crucial aspects: (a) the role of different layers in a
deep network and (b) a connection to looped models. Before delving into more technical details, it is
important to illustrate these points. We present the case for MIDAS based on three observations.
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Observation 1: gradual stacking breaks the natural role of layers. Recall that gradual stacking
initializes a larger model by duplicating and stacking the last block of b from the smaller model.
Thus in the newly initialized model, the second-last block of b layers will be the same as the last
b layers of the smaller model (see Figure 1). Intuitively, this is undesirable since the last few layers
have been shown to play a different role compared to other layers for Transformer models [Belrose
et al., 2023]. We further validate this in Figure 6. Thus, duplicating the last few layers can break
the natural role of layers at the initialization, making it a suboptimal choice. However, it is plausible
that the similarity structure across layers is broken after continued training and the initialization
is inconsequential. The next observation shows that this is not true, and establishes a connection
to looped models – networks with shared parameters between layers.

Observation 2: gradual stacking leads to models resembling looped models. To check the
effect of the initialization, we measure the cosine similarity between weights of layers for a model
pretrained with gradual stacking. In Figure 2b, we observe that indeed the layers continue to have
very high cosine similarity at the end of training, thus establishing a connection between stacking and
looped models like ALBert [Lan et al., 2020] and Universal Transformers [Dehghani et al., 2018].
Unsurprisingly, the similarity structure for gradual stacking is lopsided towards the end of the model,
which raises the question: Is this similarity structure natural for looped models?

Observation 3: looped models exhibit similarity in the middle. In order to study this, we train a
prototypical looped model, ALBert, where all layers share the same parameters. Surprisingly, despite
parameters being shared, a natural similarity structure emerges between layers: yet again the first
and last layers tend to be functionally dissimilar to other layers, whereas the functional similarity
between layers is the highest in the middle (see Figure 2a).

The above observations provides a strong motivation for stacking in the middle rather than at the end,
thus inspiring our MIDAS algorithm.

3.2 MIDAS algorithm

First we define the following mapping operator that is useful for stage initialization in MIDAS.

M(f, b) = fn,b ◦ · · · ◦ fdn/2e,b ◦ fdn/2e,b︸ ︷︷ ︸
Replication

◦ · · · ◦ f1,b, (1)

where n = #(f)/b is the number of blocks of b layers in deep network f . Note that operatorM(f, b)
expands the size of the network by size b. Based on this operator, MIDAS can again be described
as a simple instantiation of the k-stage training framework, as seen below. For completeness, the
pseudocode for MIDAS in listed in Algorithm 1.

Algorithm 1 MIDAS

Require: Schedule T1:k, η1:T , optimizer update
A (see Section 2), data distribution D.
Initialize f1,0 ∈ FL/k.
for s = 1→ k do

for t = 1→ Ts do
Sample batch Bt from D.
fs,t = fs,t−1 +A(fs,t−1,Bt, ηt)

end for
Initializer for next stage:

fs+1,0 =M(fs,Ts , L/k)

(see Equation 1)
end for
return fk,T

Figure 3: Histogram of accuracy improvements
for models trained with MIDAS over baseline.
The data points are MIDAS 1B models listed
in Table 1. The figure shows that MIDAS-based
models have much higher improvement in the
contextual version of TyDiQA compared to the
non-contextual version.
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1. The depth d(i) = L·i
k grows linearly with the stage, similar to gradual stacking.

2. Ti is typically either proportional to i (linear proportional) or i2 (square proportional) or
exp(i) (exponential). We will revisit this during our empirical analysis.

3. We use growth operatorM in equation 1 for initializing the next stage, which corresponds
to replicating the middle L/k layers to initialize the next stage model.

3.3 Experiments: UL2 Pretraining

In this section, we evaluate MIDAS for standard language model pretraining. We train a 24L decoder-
only model with 1.5B parameters using the UL2 objective [Tay et al., 2022] on a mixture of C4,
Wikipedia, Arxiv and Github. The observations also hold for GPT-style autoregressive language
modeling. To enable fair comparison, we cached the pretraining dataset and so all methods are
trained for the same number 500B tokens in the same order, using the same batch size (refer to
Appendix A.1 for more details on the training setup). We pretrain models with three methods:
(a) standard training (Baseline), (b) gradual stacking (GRADSTACK) and (c) our proposed method
MIDAS. The goal is to compare them with respect to validation loss and downstream performance
on several diverse benchmarks. Motivated by the proportional schedules from prior work, we try the
following generalized proportional schedules for gradual stacking and MIDAS.

Definition 3.1 (PROP-α schedule). For a total training budget of T steps, the schedule PROP-α
spends time Ti in each stage such that Ti ∝ iα for all stages i ∈ [k]. Thus Ti = iα∑k

j=1 j
αT

PROP-1 schedule has been found to work very well for BERT pretraining [Reddi et al., 2023]. Since
UL2 pretraining is a harder task, we also explore less aggressive schedules like PROP-2 and PROP-3
that spend more time on larger models.

Efficiency and perplexity findings. We summarize the main results in Table 1, for various stacking
methods and schedules. Firstly, we note that for all schedules, MIDAS has significantly better
validation log perplexity than GRADSTACK at the same speedup level. This suggests that stacking
in the middle is a lot more effective for optimization than stacking at the end of the model. With
the PROP-2 schedule, MIDAS is 24% faster and nearly matches the baseline’s log perplexity.
Additionally, we observe that the findings are robust to the choice of block size for stacking.

Downstream benchmark evaluations. While perplexity can serve as a decent proxy for model
quality, there is growing evidence that it is not the best measure [Liang et al., 2023]. Downstream
benchmark evaluations serve as a more holistic measure for quality and are out-of-distribution
evaluations of skills. To this effect, we evaluate MIDAS on many standard benchmarks and these
are grouped into task categories in Table 1 (refer to Appendix A.2 for more detailed evaluations on
individual tasks). The accuracy for task category is an average over representative tasks from that
group. For instance, for closed book QA task, we consider an average accuracy on TriviaQA, TydiQA
(no context), NaturalQuestions and WebQuestions.

Surprisingly, we find that downstream improvements for MIDAS are significantly larger than the
improvements in perplexity. In particular, MIDAS with PROP-2 schedule has very similar perplexity
to baseline at 24% speedup, but the average downstream performance for MIDAS (26.8%) is much
better than baseline (24.0%). In fact, even MIDAS with PROP-1 schedule which has worse log
perplexity is much better on downstream evaluations. Similar trends of better downstream evals
holds for the 2B parameter model. The improvements are particularly large for open book QA and
math word problems, both of which are tasks that require reasoning abilities whereas memorization
tasks like closed book QA do not improve. We conjecture that these downstream improvements
are due to an inductive bias induced by stacking and we dive deeper into this in the next section.

4 Inductive bias of stacking

Results in Table 1 demonstrate that MIDAS not only yields training speedups, but also improves
downstream evaluations when trained on the same number of tokens as standard training. This
suggests that stacking can extract more skills out of the same data. Here, we take a closer look at
these improvements in downstream evaluations through the lens of an inductive bias of stacking.
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Table 1: Downstream evaluations for UL2 pretrained models with 1B, 2B and 8B parameters.
Comparisons include standard training (Baseline), gradual stacking (GRADSTACK) from [Reddi
et al., 2023] and our proposed method MIDAS. The downstream evaluations are averaged over
tasks within 3 task groups. See Appendix A for precise tasks included in each task group. For
each cateory and model size, we highlight the top model is bolded and the second best model
is underlined. Firstly, MIDAS is much better than GRADSTACK, thus justifying stacking in the
middle. Secondly, MIDAS can match the log perplexity of baseline training while being roughly 24%
faster. Furthermore, even the schedule with 40% speedup has much better downstream evaluations
compared to baseline, even though it has worse log perplexity. The improvements are particularly
large for task groups that require reasoning (open book QA, math word problems).

Loss (↓) Closed Open Math Word All Tasks
d(i)/i Schedule Speedup (validation) Book QA (↑) Book QA (↑) Problems (↑) Average (↑)

(block size) (4 tasks) (5 tasks) (6 tasks) (15 tasks)

1B Parameters
Baseline 24 1x 1.996 13.2 33.3 23.5 24.0
GRADSTACK 4 PROP-1 1.39x 2.045 10.3 31.4 23.5 22.6
MIDAS 4 PROP-1 1.39x 2.028 11.6 34.5 30.3 26.7
MIDAS 3 PROP-1 1.41x 2.032 10.6 36.1 27.0 25.6
GRADSTACK 4 PROP-2 1.24x 2.024 11.0 31.6 17.3 20.4
MIDAS 4 PROP-2 1.24x 2.009 11.7 36.3 29.0 26.8
MIDAS 3 PROP-2 1.26x 2.012 11.9 37.3 29.8 27.5
MIDAS 4 PROP-3 1.16x 1.999 12.5 34.8 33.3 28.3

2B Parameters
Baseline 48 1x 1.926 15.2 39.1 27.1 28.0
MIDAS 8 PROP-1 1.39x 1.947 14.0 38.9 32.0 29.5
GRADSTACK 8 PROP-2 1.24x 1.945 14.2 37.0 24.5 25.9
MIDAS 8 PROP-2 1.24x 1.929 15.7 40.2 38.2 32.9

8B Parameters
Baseline 72 1x 1.841 21.1 39.6 34.9 32.8
MIDAS 9 PROP-2 1.26x 1.844 21.8 40.0 43.1 36.4

4.1 Downstream performance vs log perplexity

A reasonable expectation from pretraining is that improvements in the pretraining objective would
correlate with improvements in model quality and downstream performance. This notion of transfer
has even been theoretically formalized for language modeling in Saunshi et al. [2020], Arora and
Goyal [2023]. Thus, based on this, a natural explanation for the downstream improvements of
stacking would be that it generalizes better on the pretraining objective. However, as we see in
Table 1, downstream performance of MIDAS is better despite having similar or worse validation
perplexity – hence this is not simply the case of better generalization to unseen pretraining data. It is
natural to ask: If not perplexity, what explains this downstream phenomenon?

Since pretraining objective is just a proxy objective for model quality, it is plausible that different
training strategies and model architectures can extract different levels of skills from it. This is because
there are multiple ways of doing well on the pretraining tasks, and some training strategies can be
biased to pick one solution over another one. This behavior has been formalized as the inductive
bias in pretraining by recent work [Saunshi et al., 2022, Liu et al., 2023] – at the same level of
validation pretraining loss, different optimization algorithms could have vastly different downstream
performance. We hypothesize that a similar phenomenon is at play when it comes to stacking.

Isoplots. Inspired by this phenomenon of different downstream performance at the same perplexity,
we visualize the inductive bias of a method by plotting downstream accuracy vs log perplexity isoplots
as training proceeds. We use the UL2 1B models that are pretrained with standard (baseline) training
and with MIDAS using the PROP-2 schedule (refer to Section 3.3 for more details). In Figure 4,
we visualize the downstream vs log perplexity plots for different task groups – closed-book QA,
open-book QA and math word problems. We observe a very interesting trend – MIDAS and baseline
training can have different isoplot behaviors and the divergence is different for different tasks.
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Figure 4: Downstream evalulation vs validation log perplexity isoplots as training proceeds for
baseline and MIDAS 1B models trained on the same data (stacking is 24% faster here). On the y-axis
we track the performance on various task groups – closed book QA, open book QA, math word
problems and our reasoning primitives from Section 5. On the x-axis the log perplexity is presented
in the reverse order, thus downstream performance for both methods improves as log perplexity gets
lower. For closed book QA (memorization) tasks MIDAS has very similar trends to baseline. For
open book QA tasks and math word problems, MIDAS has much better downstream performance
at an equivalent log perplexity. This showcases the inductive bias of MIDAS towards better overall
quality and better reasoning abilities.

4.2 Reasoning vs memorization for QA

For a clearer display of the inductive bias, we measure the improvements due to MIDAS on closed
book vs open book QA tasks. It is reasonable to assume that closed book QA tasks require strong
memorization abilities whereas open book QA tasks require some reasoning abilities to infer answers
from the context that is provided. On average, we see much larger improvements on open book QA
tasks compared to closed book QA tasks, as already evident in Figure 1 and Table 1.

MIDAS is significantly better on Open book QA. To make a direct comparison, we consider
TydiQA-GoldP and TydiQA-NoContext tasks – the datasets are identical and the only difference is
whether or not additional context is provided (the answer for the contextual version is guaranteed to
be inferred from the given context). In Figure 3, we see that the improvements by various MIDAS
based models on the contextual version of TydiQA are much higher than those on the non-contextual
version. This provides direct evidence of the bias of MIDAS towards improving tasks that require
reasoning. Furthermore, we find that the memorization performance of stacking improves as the
schedule spends more time on the larger model.

4.3 Reasoning in math tasks

To test reasoning abilities, we evaluate the language models on various math word problem datasets
like SVAMP [Patel et al., 2021], ASDiv [Miao et al., 2020], AQuA dataset for algebraic word
problems, the MAWPS benchmark [Koncel-Kedziorski et al., 2016]. We report 5-shot evaluation for
the pretrained model on these tasks. Following Wei et al. [2022], we use an external calculator to
do the arithmetic and evaluate the models on their ability to compute the correct expression for the
answer. This is because small models have bad arithmetic accuracy. The choice of using calculator or
not does not significantly affect the trends of the results. For stacking, we use MIDAS PROP-2 model
because it achieves nearly the same perplexity as the baseline model (while being 24% faster), thus,
leading to a fair comparison based on the previous notion of inductive bias.

MIDAS is significantly better on Math/Reasoning tasks. Detailed results can be found in Table 5.
For most math tasks, we observe that the MIDAS-based pretrained model is significantly better than
the baseline model, especially for the MAWPs benchmark. This provides further evidence of better
math and reasoning capabilities of MIDAS.

GSM8K fine-tuning. We also evaluate the 2B and 8B models on harder math problems from the
GSM8k dataset [Cobbe et al., 2021] through few-shot prompting and fine-tuning. Full results are
presented in Table 2. For MIDAS we use the PROP-2 model that has very similar perplexity as the

8



Table 2: Evaluation on math tasks, including math word problems from Table 1 and a harder task
GSM8k. For GSM8k we report accuracy with 8-shot prompts and with finetuning. We also report
accuracy on all tasks after using an external calculator to fix arithmetic errors; this corresponds to
w/ calc. Overall the use of calculator improves the accuracy for all models on all tasks. The benefit
of MIDAS over baseline is even higher with calculator.

Model Pretraining Math WPs (5-shot) GSM8k (8-shot) GSM8k (Finetune)
Loss (↓) W/o calc. W calc. W/o calc. W calc. W/o calc. W calc.

2B Parameters
Baseline 1.926 15.4 27.1 3.0 3.6 5.3 8.5
MIDAS 1.929 22.5 38.3 3.0 4.1 10.4 14.5

8B Parameters
Baseline 1.841 27.3 34.9 4.5 6.6 12.3 15.8
MIDAS 1.844 32.9 43.1 5.5 7.4 15.2 18.7
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Figure 5: Accuracy improvements for model trained with MIDAS over baseline for representative
reasoning primitives, despite having the same perplexity. We see clear improvements for MIDAS
on almost all the primitives, both with 5-shot evaluation and after fine-tuning (FT) for the depth
1 and 2 primitive.

baseline model. We find that MIDAS has much higher accuracy after fine-tuning, thus suggesting
that the benefits of the inductive bias continue after fine-tuning and are not just restricted to few-shot
evaluations. In particular, on the test set, the accuracy metric increased from 5.3% (for the baseline
model) to 10.4% (for MIDAS) for the 2B model (these numbers were produced by computing the
average score over three runs with different random seeds). Similarly the GSM8k accuracy of the 8B
model improves from 12.3% to 15.2%. This suggests that MIDAS not only improves the performance
on harder math tasks, but also that the gains remain or improve after fine-tuning.

Effect of calculator. For LLMs with less than 20B parameters, Wei et al. [2022] found that models
often solve math problems correctly but make arithmetic errors, leading to low accuracy. Wei et al.
[2022] remedied this by computing all arithmetic expressions using a Python program as an external
calculator. In Table 2 we find that this improves the accuracy for our models too. Interestingly, the
gap between MIDAS and baseline gets even larger with calculator use in almost all comparisons. We
believe this is because arithmetic abilities are closer to memorization for smaller models [Razeghi
et al., 2022] and calculator use makes the problem closer to reasoning, since now the model only has
to infer the right expression. We believe this interplay between reasoning and memorization for math
problems deserves further investigation.

4.4 Connection to looped models

Given the nature of the growth operator in each stage, we hypothesize that stacking based models are
close to looped models. The layer duplication that happens at every stage ensures that blocks of layers
start from a common initialization. We measure the similarity between different blocks of layers by
measuring cosine similarities between the parameter vectors (see Figure 2). Since looped models
have been conjectured to solve algorithmic problems [Giannou et al., 2023] by finding iterative
solutions [Yang et al., 2023], we conjecture that the better reasoning abilities of MIDAS are due to
this connection to looped models We believe exploring this further is a very fruitful direction.
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5 Deep dive into reasoning improvements

To further investigate the nature of this inductive bias, we construct various simple synthetic tasks
to help tease apart the model’s capabilities. We conjecture that these simple tasks capture core
basic capabilities needed for contextual reasoning, and we therefore call these tasks “contextual
reasoning primitives”. They are: induction copying, variable assignment, and pre-school math
(PSM), discussed further below. Overall, across various few-shot evaluations and fine-tuning, we
see significant performance gaps between MIDAS and baseline training, suggesting that we have
successfully isolated some of the basic capabilities at which MIDAS excels relative to baseline
training. We refer the reader to Appendix B for more results and the exact input format.

Primitive 1: Induction copying. The “induction copying” primitive presents a sequence of words,
followed by a subsequence selected randomly from within this original sequence, and asks the model
to output the next word in the sequence. A simplified example is: “pum nyj gdq ocu rzk jbw
mlz eny kyx uni rzk jbw mlz eny kyx”, and the expected output is “uni”. This primitive is
inspired by the “induction head” mechanism introduced in Olsson et al. [2022], which is posited to be
the basic mechanism for in-context learning more generally. In Figure 5, task “Copying”, we present
results for 3-letter words of random letters, separated by spaces, with a sequence length of 10 and a
subsequence length of 5.

Primitive 2: Variable assignment. The “variable assignment” primitive tests the model’s ability to
associate a value with a variable name and apply this ability compositionally, which we test by varying
the “depth” of the task. We conjecture that this ability is a core function in contextual reasoning,
particularly in math. An example of the depth-0 variant is “u=1; t=0; v=13; y=4; f=22; y=”,
and the expected output is 4. An example of the depth-2 variant is “y=7; f=0; z=3; b=9; x=8;
q=y; l=f; m=z; h=x; a=b; n=h; j=m; t=a; i=l; g=q; n=”, and the expected output is 8.
Refer to Appendix B for more details.

Primitive 3: Pre-school math (PSM). This tests the model’s ability to solve a very simple “pre-
school math” problem by correctly associating multiple values and variables simultaneously and
applying this association to a particular task. An example is “z=6; b=5; i=-z+b; i=”, and the
expected answer (with chain-of-thought) is “-6+5=-1”.

5-shot evaluation results. Figure 5 presents the results for representative tasks, with more results in
Appendix B. Overall, we see that MIDAS outperforms baseline training across all tasks. In particular,
we see that MIDAS is significantly stronger than the baseline at Depth 0, Copying, PSM-calc, and
Depth 1, in decreasing order of magnitude of the performance gap. Depth-2 is much harder and is at
random guessing (20%) for both models.

Fine-tuning results. Due to the difficulty of the variable assignment task at Depths 1 and 2, we
investigate fine-tuning on these tasks as well. We fine-tune on a mixture of 32 depth-1 examples and
32 depth-2 examples (i.e., only 64 examples total), using full-batch gradient descent. Figure 5 reports
the validation accuracy on Depth 1 and Depth 2 after fine-tuning on this mixture (tasks “Depth 1 (FT)”
and “Depth 2 (FT)”). Overall, we see that fine-tuning with just 64 examples significantly improves
performance, resulting in MIDAS outperforming the baseline by a gap of over 20% validation
accuracy at both depths. See Appendix B for further fine-tuning and evaluation details.

6 Conclusions and future work

In this work we propose a novel stacking method that outperforms previous stacking methods and
speeds up language model pretraining by 25-40%. In the process, we uncover a very intriguing
inductive bias of stacking – its ability to improve downstream reasoning tasks. Through extensive
empirical analysis, the paper makes a strong case for the presence and significance of this inductive
bias. We believe this deserves further attention and exploration since understanding this inductive
bias could unlock new approaches to improving model quality, reasoning in particular. The reasoning
primitives start to provide more insights by isolating the reasoning improvements and we hope that
the dataset is useful for future research on improving reasoning. Finally, understanding the dichotomy
between memorization and reasoning, and how this affects the performance on various tasks, is an
interesting direction to pursue.
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A Experimental Details

A.1 Pretraining details

Model architecture. We use a decoder-only model and train it using the UL2 objective [Tay et al.,
2022] with 60% causal LM, 20% prefix LM and 20% span corruption. The 1B model uses 24 layers,
model dimension of 2048, hidden dimension of 5120 and 32 attention heads. The 2B model is very
similar to the 1B model, except it uses 48 layers instead of 24. The 8B model uses 72 layers, model
dimension of 2048, hidden dimension of 16384 and 16 attention heads.

Dataset. We use a mixture of C4 (57%) [Raffel et al., 2020], Wikipedia (17%), Github (17%),
Arxiv (9%); the proportions are motivated by the dataset used for Llama pretraining [Touvron et al.,
2023]. All models are trained for 512B tokens that are precached so that all model see exactly the
same data in the same order. This corresponds to 0.86 epochs of C4, 9 epochs of Wikipedia, 0.58
epochs of Arxiv and 0.44 epochs of Github.

Training details. For the 1B and 2B models, we use a cosine learning schedule with a peak learning
rate of 0.01 that decays to 0.001 in the end, and use a batch size of 512. For the 8B model we use a
peak learning rate of 0.001 and decay it to 0.0001, and use a batch size of 1024. Peak learning rate
was tuned to be optimal for baseline training. All experiments use the AdaFactor optimizer [Shazeer
and Stern, 2018] and sequence length of 1280.

A.2 Additional downstream evaluations

In this section we share further experimental details related to the results summarized in the Table 1.

Trivia QA TyDi QA Natural Web
d(i)/i Schedule Speedup (w/o Context) Questions Questions

1B Parameters
Baseline 24 1x 28.1 12.0 4.5 8.1
GRADSTACK 4 PROP-1 1.39x 22.4 10.1 3.0 5.8
MIDAS 4 PROP-1 1.39x 25.0 11.7 3.7 5.9
MIDAS 3 PROP-1 1.41x 22.9 9.6 3.5 6.5
GRADSTACK 4 PROP-2 1.24x 22.9 11.4 4.0 5.9
MIDAS 4 PROP-2 1.24x 26.4 10.4 3.7 6.4
MIDAS 3 PROP-2 1.26x 25.5 10.9 3.8 7.4
MIDAS 4 PROP-3 1.16x 26.9 12.0 4.5 6.8

2B Parameters
Baseline 48 1x 33.6 12.8 5.9 8.7
MIDAS 8 PROP-1 1.39x 31.1 11.7 5.6 7.8
GRADSTACK 8 PROP-2 1.24x 32.0 12.5 5.8 6.7
MIDAS 8 PROP-2 1.24x 34.6 13.0 6.3 8.9

8B Parameters
Baseline 72 1x 47.0 15.2 9.6 12.9
MIDAS 9 PROP-2 1.26x 47.9 17.0 9.2 13.1

Table 3: Closed Book QA
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TyDi QA SquadV2 DROP QuAC CoQA
d(i)/i Schedule Speedup (w/ Context)

1B Parameters
Baseline 24 1x 31.4 41.1 22.9 18.8 52.6
GRADSTACK 4 PROP-1 1.39x 34.3 36.9 21.5 17.5 46.8
MIDAS 4 PROP-1 1.39x 36.1 39.1 24.3 18.7 54.4
MIDAS 3 PROP-1 1.41x 37.0 44.9 25.0 18.4 55.1
GRADSTACK 4 PROP-2 1.24x 30.0 41.0 22.1 17.2 47.8
MIDAS 4 PROP-2 1.24x 35.5 46.6 24.4 19.7 55.4
MIDAS 3 PROP-2 1.26x 38.2 46.3 24.8 19.9 57.3
MIDAS 4 PROP-3 1.16x 33.6 40.2 24.7 19.5 55.9

2B Parameters
Baseline 48 1x 42.5 49.6 25.1 20.6 57.8
MIDAS 8 PROP-1 1.39x 37.7 48.9 26.1 20.1 61.8
GRADSTACK 8 PROP-2 1.24x 38.0 47.9 23.6 19.0 56.7
MIDAS 8 PROP-2 1.24x 41.8 48.0 27.9 20.7 62.6

8B Parameters
Baseline 72 1x 39.1 51.8 25.9 19.6 61.6
MIDAS 9 PROP-2 1.26x 38.9 48.9 27.0 20.5 64.8

Table 4: Open Book QA

ASDiv MAWPS MAWPS MAWPS MAWPS SVAMP
d(i)/i Schedule Speedup Add/Sub Multi-Arith Single-Eq Single-Op

1B Parameters
Baseline 24 1x 21.7 39.0 1.7 30.5 34.2 13.9
GRADSTACK 4 PROP-1 1.39x 19.1 38.8 2.0 31.1 35.2 15.1
MIDAS 4 PROP-1 1.39x 27.7 45.1 2.8 40.2 49.1 16.9
MIDAS 3 PROP-1 1.41x 25.8 45.1 2.5 33.1 40.7 14.8
GRADSTACK 4 PROP-2 1.24x 15.2 29.1 1.0 24.6 26.3 7.6
MIDAS 4 PROP-2 1.24x 26.3 51.9 3.3 39.4 40.0 13.0
MIDAS 3 PROP-2 1.26x 28.6 39.0 3.0 41.1 50.4 16.8
MIDAS 4 PROP-3 1.16x 28.9 55.7 1.5 41.1 50.9 21.8

2B Parameters
Baseline 48 1x 27.9 41.5 3.2 37.4 36.5 16.4
MIDAS 8 PROP-1 1.39x 29.0 56.2 1.0 41.9 45.9 18.1
GRADSTACK 8 PROP-2 1.24x 22.7 43.0 3.2 30.5 33.1 14.3
MIDAS 8 PROP-2 1.24x 34.7 58.2 7.3 50.0 57.5 21.8

8B Parameters
Baseline 72 1x 35.0 44.6 3.7 46.0 57.1 22.9
MIDAS 9 PROP-2 1.26x 39.3 60.8 5.2 54.9 66.0 32.2

Table 5: Math World Problems

B Details for contextual reasoning primitives

In this section, we provide further details corresponding to Section 5.

All evaluations in Section 5 were performed on the 1B-parameter models. For MIDAS, we use the
variant with block size 4 and the PROP-2 schedule.

B.1 Exact input format

Expanding on Section 5, here we provide the format of the inputs and target outputs. The only caveat
is that, for simplicity of presentation, we present the inputs in 0-shot form here vs. their 5-shot form.
In 5-shot form, which is how we conduct the 5-shot evaluations, each example is separated by two
consecutive newline characters.
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Figure 6: Measure of linearity for different layers in pretrained BERT-Base and BERT-Large models.
For each layer i, we fit a linear map Ai between inputs Yi and the output of the Transformer block
(without the residual connection), Yi+1 − Yi. We then measure the r2 score and cosine similarity
for the learned linear fit. The first and last few layers demonstrate a much higher level of linearity
compared to the rest of the layers.

For each dataset below, the inputs are separated from the targets by the “|” character (this is not a
token in the input), and the targets are colored in red.

Figure 5 uses the following evaluation datasets, in the following order:

1. Copying (random-letter words)

2. Variable assignment depth 0 (code)

3. Variable assignment depth 1 (code)

4. Variable assignment depth 1 (code)

5. Variable assignment depth 2 (code)

6. Variable assignment depth 2 (code)

7. Pre-school math (PSM)

Copying (random-letter words):

Fill in blank:

pum nyj gdq ocu rzk jbw mlz eny kyx uni rzk jbw mlz eny kyx ___. ->|uni

Copying (real words):

Fill in blank:

eat fit ban sea vet zit pea cat van tea sea vet zit pea cat ___. ->|van

Variable assignment depth 0 (basic):
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Fill in blank:

o=14
s=4
u=8
m=10
q=12
m=___. ->|10

Variable assignment depth 1 (basic):

Fill in blank:

g=21
b=24
v=3
s=23
h=20
k=b
a=s
n=v
f=g
d=h
a=___. ->|23

Variable assignment depth 2 (basic):

Fill in blank:

w=24
l=12
d=16
e=5
j=9
g=j
y=e
r=l
k=d
h=w
v=g
i=r
c=h
t=k
p=y
c=___. ->|24

Variable assignment depth 0 (math):
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The following is a set of simple mathematical equations.
n=22
r=16
w=13
v=6
k=10
What is the numerical value of n?
Answer:|22

Variable assignment depth 1 (math):

The following is a set of simple mathematical equations.
h=20
w=9
c=22
j=11
v=5
g=c
k=w
a=j
s=h
o=v
What is the numerical value of s?
Answer:|20

Variable assignment depth 2 (math):

The following is a set of simple mathematical equations.
g=9
v=24
k=15
p=6
c=10
t=p
s=g
a=c
y=v
n=k
l=s
w=n
j=t
m=y
i=a
What is the numerical value of j?
Answer:|6

Variable assignment depth 0 (code):
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The following is a very short Python program. Use the program to resolve
the value of the variable in the question.

Program:
q=12
k=17
l=1
y=3
a=6

Question:
What is the value of k?

Answer:
|17

Variable assignment depth 1 (code):

The following is a very short Python program. Use the program to resolve
the value of the variable in the question.

Program:
k=11
f=21
e=10
l=7
c=13
y=f
o=c
r=e
u=k
n=l

Question:
What is the value of o?

Answer:
|13

Variable assignment depth 2 (code):

The following is a very short Python program. Use the program to resolve
the value of the variable in the question.

Program:
t=13
j=14
v=4
s=17
y=21
q=j
l=s
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e=y
h=t
x=v
b=x
f=e
n=q
a=h
i=l

Question:
What is the value of i?

Answer:
|17

Pre-school math (PSM):

Fill in blank:

k=1
j=8
l=-k+j
l=___. ->|-1+8=7

Arithmetic:

-3+2=-1

-6+1=-5

+9-7=2

-6-4=-10

-6-1=-7

+1+9=|10

B.2 Fine-tuning details

For fine-tuning, we use the “code” variant of the variable assignment task, depths 1 and 2, in 0-shot
form (i.e., no in-context examples). Due to the randomness of the data generation process and
the rather small size of each dataset (64 examples), we randomly generate 3 different 64-example
fine-tuning datasets (consisting of 32 depth-1 examples and 32 depth-2 examples), fine tune on each,
and report our results as an average across the 3 runs. Table 7 reports the standard deviations as well.

Regarding hyperparameters, we continue to use AdaFactor [Shazeer and Stern, 2018] with the same
hyperparameters as in the pretraining phase, with the exception of learning rate and batch size. We use
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a constant learning rate of 0.001, which was chosen to match the final learning rate of the pretraining
phase. We use full-batch training with our 64-example datasets. We then evaluate performance
separately on depth 1 and depth 2.

For every step i ∈ {200, . . . , 300}, chosen to be significantly after training has converged to 100%
accuracy (we do not observe overfitting in this range as training continues), we evaluate performance
on a 1000-example holdout set. For smoothing purposes, we average over steps 200 through 300 and
report the final averaged performance.

B.3 Full 5-shot and fine-tuning results

5-shot. Table 6 includes 5-shot evaluation results for all contextual reasoning primitives. Rows 1, 9,
10, 11, and 14 are the rows which appear in Figure 5.

When performance is better than random guessing, MIDAS consistently outperforms the baseline in
rows 1-11.

For pre-school math (rows 12-14), the value we report in Figure 5 is “with calculator”. This is because
the pre-school math task actually combines two capabilities: reasoning and arithmetic. Arithmetic
can be thought of as a memorization task. We evaluate arithmetic for MIDAS and baseline training,
and we see that arithmetic is quite poor for both models (7.8% and 9.6%, respectively, in Table 6).
However, by evaluating PSM with chain-of-thought and only assessing the accuracy of the reasoning
chain itself, i.e., “-6+5” vs. “-1”, we can successfully disentangle reasoning and memorization in our
evaluation. This is equivalent to having access to a calculator, so we call it “PSM with calculator” or
“PSM-calc” in Figure 5.

Task MIDAS (%) Baseline (%) Random guessing(%)
Copying (random-letter words) 24.3 14.9 10

Copying (real words) 17.8 10.3 10
Variable assignment depth 0 (basic) 35.6 32.1 20
Variable assignment depth 1 (basic) 20.6 21.9 20
Variable assignment depth 2 (basic) 18.9 17.7 20
Variable assignment depth 0 (math) 92.8 50.1 20
Variable assignment depth 1 (math) 26.5 19.2 20
Variable assignment depth 2 (math) 20.4 18.8 20
Variable assignment depth 0 (code) 86.0 49.7 20
Variable assignment depth 1 (code) 28.3 21.6 20
Variable assignment depth 2 (code) 19.5 19 20

Pre-school math (PSM), no calculator 7.8 9.6 n/a
Arithmetic-only accuracy 9.7 10.3 n/a

Pre-school math (PSM), with calculator 69.5 62 n/a

Table 6: 5-shot results for all variants of the contextual reasoning primitives. This is an expanded set
compared to Figure 5.

Fine tuning. Table 7 presents the fine-tuning results from Figure 5 along with corresponding
standard deviations (across the 3 trials).

Task MIDAS (%) Baseline (%) Random guessing(%)
Variable assignment depth 1 (code) 68.54 ± 7.69 43.75 ± 5.54 20
Variable assignment depth 2 (code) 44.97 ± 7.26 23.88 ± 1.56 20

Table 7: Fine-tuning results corresponding to Figure 5’s 2 fine-tuning tasks. Additionally, this table
reports the standard deviation across the 3 runs with ± std dev.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The Abstract and Introduction provide a good summary of the paper’s contri-
butions. They express measured excitement about the results without overpromising.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: It has been discussed throughout the paper. In particular, MIDAS provides
limited improvement on memorization-based tasks which has been discussed in Section 3.3
and Section 4.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
Justification: No theoretical result is provided in this paper.
Guidelines:
• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Section 3 and Appendix A are sufficient for reproducing the main results
discussed in this paper.
Guidelines:
• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
• If the contribution is a dataset and/or model, the authors should describe the steps taken

to make their results reproducible or verifiable.
• Depending on the contribution, reproducibility can be accomplished in various ways.

For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

23



5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [No]

Justification: We do not provide access to the data and code, but the data and models come
from prior works; where differences between our work and prior work appear, we highlight
them (Section 3 and Section A).

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.
• The authors should provide instructions on data access and preparation, including how

to access the raw data, preprocessed data, intermediate data, and generated data, etc.
• The authors should provide scripts to reproduce all experimental results for the new

proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
• Providing as much information as possible in supplemental material (appended to the

paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The experimental details have been provided in Appendix A.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: Due to the computational demands of exploring a reasonably large set of
experiments, it was not feasible to perform multiple runs per setting.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [No]

Justification: We do not report these details in the submission but can include them in a final
version.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have reviewed the NeurIPS Code of Ethics. To the best of our knowledge,
this work conforms.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [No]

Justification: This a foundational/analytical paper not tied to any specific application or
deployment.

Guidelines:
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• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: No data or models have been released with this paper.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [No]

Justification: The creators of data and models are cited, but we did not include licenses for
all assets.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: The paper does not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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