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Abstract

A report from the European Union Law En-001
forcement Agency forecasts that by 2026, up002
to 90% of online content may be syntheti-003
cally generated (EUROPOL, 2022). This surge004
raises significant concerns among policymak-005
ers, who warn that “Generative AI could act006
as a force multiplier for political disinforma-007
tion. The combined effect of generative text,008
images, videos, and audio may surpass the in-009
fluence of any single modality” (Janjeva et al.,010
2023). In response, California’s Bill AB 3211011
mandates the watermarking of all AI-generated012
content (california legislature, 2023). However,013
existing watermarking techniques remain vul-014
nerable to tampering and can potentially be015
circumvented by malicious actors. With the016
widespread adoption of Large Language Mod-017
els (LLMs) across various applications, there018
is an urgent need for robust text watermark-019
ing solutions. Early watermarking models for020
LLMs proposed by Kirchenbauer et al. (2023a)021
faced criticism after studies by Sadasivan et al.022
(2024) and Chakraborty et al. (2023) demon-023
strated that paraphrasing could effectively re-024
move these watermarks. In this paper, we in-025
troduce PECCAVI, the first text watermarking026
technique that is both resistant to paraphrase027
attacks and distortion-free, surpassing all exist-028
ing methods in performance.029

PECCAVI - at-a-glace

▶ Introducing a robust and flexible “text watermarking
framework”, designed for NLP applications, capable
of marking and detecting model-generated outputs
with high reliability. (cf. Sec. 3).

030

▶ We design an end-to-end “sentence-level watermark-
ing pipeline”, integrating syntactic and semantic con-
straints to generate paraphrases with minimal dis-
tortion while preserving watermark detectability. (cf.
Sec. 3).

▶ We implement a dynamic scoring system to “rank wa-
termarked sentences ”by balancing fluency, semantic
similarity, and watermark strength, ensuring optimal
sentence selection during inference. (cf. Sec. 4).

▶ We evaluate 150 watermarked sentences against 10
paraphrases, each to identify the most effective strat-
egy, using a multi-metric ranking system and validat-
ing results across multiple paraphrase datasets. (cf.
Sec. 4). 031

1 Introduction - the Necessity & Urgency 032

With the rise of prolific ChatGPT, the risk and 033

consequences of AI-generated text has increased 034

alarmingly. However, this rapid evolution and 035

widespread accessibility presents significant chal- 036

lenges, particularly concerning the misuse of AI- 037

generated images. In March 2023, an open letter 038

(Marcus and of Life Institute, 2023) signed by nu- 039

merous AI experts and industry leaders called for 040

a six-month halt on the development of AI systems 041

more advanced than GPT-4. The central concern 042

noted in the letter (Marcus and of Life Institute, 043

2023) is “Should we let machines flood our infor- 044

mation channels with propaganda and untruth?”. 045

While individual viewpoints on the notion of a 046

moratorium may vary, the raised concern cannot 047

be ignored. The findings of the latest (7th) evalua- 048

tion of the European Commission’s Code of Con- 049

duct (European Commission, 2025) that seeks the 050

eradication of mis/dis-information online reveals a 051

decline in companies’ responsiveness. The percent- 052
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z-score p-value

Prompt Will the next great writer be a robot?

Watermarked
text

I’m very skeptical that the next ”great writer” is going to be a robot, or that they’ll be much more effective at

expressing the subtleties and depths of human thought than a human is. However, what is most interesting is the

role that the Internet could play in bringing these ”robot” writers into the public eye. If I could (and I’m very excited

by this possibility), I would pay a small monthly fee to read well-written ...

4.24 1.1× 10−5

De-Watermarked
text by replacing
high-entropy
words

I’m somewhat skeptical that the next ”great writer” is going to be a robot, given that they’ll be far more effective

at grasping deeper subtleties and depths of philosophical thought than a robot is. However, what is particularly

interesting is the role that the Internet may play in bringing new great writers into the public eye. If I did (and I’m

extremely excited by this possibility), I would pay a hefty subscription fee to publish something ...

1.76
(58.5% ↓)

0.039
(3.5× 105% ↑)

De-Watermarked
text by para-
phrasing

I have serious doubts about the possibility of a robot becoming the next exceptional writer and surpassing humans

in expressing the nuances and profoundness of human thoughts. Nevertheless, what fascinates me the most is the

potential impact of the Internet in showcasing these ”robot” writers to the general public. The idea of being able to pay

a nominal monthly subscription fee to access impeccably written and carefully refined works truly thrills me...

-0.542
(112.8% ↓)

0.706
(6.4× 106% ↑)

Table 1: An illustration of de-watermarking by replacing high-entropy words and paraphrasing. p-value is the
probability under the assumption of null hypothesis. The z-score indicates the normalized log probability of the
original text obtained by subtracting the mean log probability of perturbed texts and dividing by the standard
deviation of log probabilities of perturbed texts. DetectGPT (Mitchell et al., 2023) classifies text to be generated by
GPT-2 if the z-score is greater than 4.

age of notifications reviewed by companies within053

24 hours decreased, falling from 90.4% in 2020054

to 64.4% in 2022. This decline likely reflects the055

increased accessibility of Gen AI models, leading056

to a notable influx of AI-generated content on the057

web.058

To tackle the misuse of AI-generated content,059

two primary approaches have emerged: pre-hoc060

and post-hoc techniques. Watermarking is a pre-061

hoc method that involves embedding detectable062

markers into AI-generated content. For watermark-063

ing to be effective, it must be adopted by LLM064

and Gen AI model providers and could become065

widespread only if mandated by government regu-066

lations. In the absence of such regulations, open-067

source LLMs and Gen AI models without water-068

marking continue to proliferate, resulting in a surge069

of AI-generated content online. Therefore, there070

is a pressing need for automated post-hoc tech-071

niques to identify whether text found online was072

generated by AI.073

Governments worldwide have begun discussions074

and have implemented measures to develop poli-075

cies concerning AI systems. The European Union076

(European-Parliament, 2023) has taken a definitive077

stance by enacting legislation, while the United078

States (White-House, 2023) and others have intro- 079

duced preliminary proposals regarding the regula- 080

tory framework for AI. One of the primary con- 081

cerns among policymakers is that “Generative AI 082

could act as a force multiplier for political disinfor- 083

mation. The combined effect of the generative text, 084

images, videos, and audio may surpass the influ- 085

ence of any single modality” (Janjeva et al., 2023). 086

Additionally, AI policymakers1 have raised signifi- 087

cant concerns about the use of automatic labeling 088

or invisible watermarks as a technical solution to 089

the challenges posed by generative AI-enabled dis- 090

information. However, there are ongoing appre- 091

hensions about the susceptibility of these measures 092

to deliberate tampering and the potential for mali- 093

cious actors to bypass them entirely. 094

2 Paraphrase Attack Safety 095

A core idea behind proposing the text watermark- 096

ing technique, is the manipulation of high-entropy 097

words, content-rich terms that contribute signifi- 098

cantly to the semantics of a sentence. These words 099

are selectively replaced with contextually plausible 100

alternatives, chosen by an algorithm that functions 101

1https://cetas.turing.ac.uk/publications/rapid-rise-
generative-ai
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similarly to an encryption key, known only to the102

LLM creator. This design choice stems from the103

distinction between high- and low-entropy words104

in natural language. High-entropy words carry105

the primary informational content, whereas low-106

entropy words (e.g., prepositions, conjunctions)107

mainly serve syntactic and structural roles. Replac-108

ing low entropy words can disrupt the quality of109

text generation. (Bentz et al., 2017) provides more110

details on high-entropy vs. low-entropy words.111

2.1 Related Works - Absence of Fully Secure112

Paraphrase Attack Safety113

The detection of AI-generated text has been a burn-114

ing topic of research for a long time now, especially115

after the exponential growth of Large Language116

Models in daily users’ lives, leading to the devel-117

opment of various watermarking techniques de-118

signed to verify text authenticity. A few notable119

approaches were proposed earlier by Hou, Abe B.120

et al. (2023) and Dathathri et al. (2024).121

SemStamp - A Semantic Watermark with122

Paraphrastic Robustness for Text Generation:123

Traditional token-level watermarking techniques124

(Kirchenbauer et al., 2023b) rely on token distri-125

bution statistics, making them vulnerable to para-126

phrasing (Chakraborty et al., 2023). To address127

this, (Hou et al., 2024a) proposed SemStamp, a128

sentence-level watermarking method that embeds129

sentences into a semantic space and partitions it130

using locality-sensitive hashing (LSH) (Indyk and131

Motwani, 1998) or, in a later refinement, k-means132

clustering (Hou et al., 2024b).133

Watermarked regions are defined within this134

space, and rejection sampling is used during gen-135

eration to ensure outputs fall within those regions.136

Detection involves embedding the sentence and137

checking if it lies in a watermarked partition.138

While more robust than token-level methods, Sem-139

Stamp remains susceptible to inter-sentence para-140

phrasing and loses reliability when watermarked141

content is mixed with human-written text.142

SynthID-Text - Scalable Watermarking for143

Identifying Large Language Model Outputs:144

SynthID-Text, introduced by (Dathathri et al., 145

2024), propose a generative watermarking tech- 146

nique that operates in a pre-hoc manner. This 147

technique integrates a random seed generator, a 148

sampling algorithm, and a scoring function. The 149

language model generates candidate tokens, each 150

token is then assigned scores using multiple ran- 151

dom functions, and the candidate with the highest 152

score is sampled by the tournament sampling ap- 153

proach. 154

3 PECCAVI: A Paraphrase Attack Safe 155

and Distortion Free Watermarking 156

Technique for AI-Generated Texts 157

PECCAVI design addresses the vulnerability of wa- 158

termarks to paraphrase attacks by systematically 159

simulating these transformations to identify opti- 160

mal embedding locations. The study follows a 161

structured approach, beginning with the identifi- 162

cation of Non-Melting Points (NMPs), which re- 163

main stable across paraphrases. Once determined, 164

n masking methods are applied to mask specific 165

words or word groups, and the outputs are pro- 166

cessed using m sampling methods, yielding n×m 167

unique combinations. Each variation is then para- 168

phrased 10 times to evaluate watermark distortion 169

and detectability based on the average changes ob- 170

served. This process is repeated for every sentence 171

in the dataset, ultimately identifying the most ef- 172

fective balance between high detectability and low 173

distortion. 174

3.1 Dataset 175

The dataset used in this study is the NY Times 176

dataset, which consists of a diverse collection of 177

news articles and tweets. This dataset provides a 178

rich and varied textual corpus, ensuring a robust 179

evaluation of watermarking techniques across dif- 180

ferent writing styles and topics. 181

3.2 Where to Add the Watermark? 182

Determining where to insert a watermark is cru- 183

cial in text watermarking. Traditional approaches, 184
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Paraphrase Generator

Input Sentence 10 paraphrases10 paraphrases10 paraphrases10 Paraphrases

Entailment Filter (> 0.7)

Entailment Analysis

Accepted ParaphrasesAccepted ParaphrasesAccepted ParaphrasesAccepted Paraphrases
Accepted ParaphrasesAccepted ParaphrasesAccepted ParaphrasesRejected Paraphrases
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  The quick brown fox jumps over small cat the lazy dog everyday
again and again. 

Non Melting Points

  The quick brown fox jumps over small cat the lazy dog everyday
again and again. 

  The quick brown fox jumps over small cat the lazy dog everyday
again and again. 

T5-Base

Paraphraser

1 2 3

Highest Entropy Point
Masking

Pseudo-random
Masking

Random 
Masking

  ...brown fox jumps over
small...
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small
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How to Watermark

  The quick brown fox
jumps above small cat the

lazy dog everyday again
and again. 

1

2

  The quick brown fox
jumps past small cat the
lazy dog everyday again

and again. 

[MASK] : Over

...

Figure 1: Illustration of PECCVAI Text section 1. The Paraphrase Generator (left) produces paraphrases, which
undergo Entailment Analysis, filtering with some threshold. The Watermarking Process (right) consists of “Where
to Watermark”—using Highest Entropy Point Masking, Pseudo-random Masking, or Random Masking—and
“How to Watermark”, which applies different sampling methods (Greedy, Temperature, Exponential Minimum,
Transform, and Tournament Sampling) to replace masked words. This method embeds detectable watermarks
while preserving text coherence.

such as embedding in high-entropy words, are frag-185

ile against simple attacks like word replacement186

and ineffective against sentence-level paraphras-187

ing as illustrated in Figure 1. To address these188

limitations, the proposed method identifies **Non-189

Melting Points (NMPs)** words or N-grams that190

remain consistent across paraphrased versions of191

a sentence. At least 10% of the words in a sen-192

tence should qualify as NMPs, serving as reference193

points for selecting watermark locations. Words be-194

tween consecutive NMPs are identified as potential195

candidates, and three different masking techniques196

are applied to determine the optimal embedding197

strategy while preserving robustness and readabil-198

ity.199

In the example sentence: The quick brown fox200

leaps over a small cat and a lazy dog every day201

again and again, the identified NMPs are ”brown202

fox,” ”small cat,” and ”lazy dog.” The words be-203

tween these NMPs are potential watermarking can-204

didates.205

In Highest Entropy Masking, the word with 206

the highest entropy between consecutive NMPs 207

is masked, ensuring that the most unpredictable 208

and meaningful words are altered. This enhances 209

watermark detectability and robustness against sub- 210

stitutions. Applied to the example, the sentence 211

transforms into: The quick brown fox [MASK] over 212

a small cat and a lazy dog [MASK] day again and 213

again, where ”leaps” and ”every” are masked due 214

to their high entropy. 215

In Random Masking, a word between two 216

NMPs is selected at random, introducing varia- 217

tion and making the watermarking pattern less pre- 218

dictable while preserving readability. Applied to 219

the example, the sentence transforms into: The 220

quick brown fox leaps over a small [MASK] and a 221

lazy dog every day again and again, where ”cat” 222

was randomly chosen for masking. 223

In Pseudo-Random Masking, a fixed seed en- 224

sures consistent word selection across runs while 225

remaining unpredictable to attackers. Applied to 226
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Figure 2: Illustration of PECCVAI Text Section 2. The
re-paraphraser generates 10 paraphrases per sentence,
evaluated using distortion and detectability metrics. Dis-
tortion includes BERTScore, Mover Score, and Edit
Distance, forming the Distortion Score. Detectability
includes Z-score and P-value, forming the Detectability
Score. The metrics section shows example paraphrases
with minor lexical and structural variations, highlight-
ing how watermarked text remains detectable while
preserving meaning. Metrics are averaged across para-
phrases.

the example, the sentence transforms into: The 227

quick brown fox leaps over a small cat and a lazy 228

[MASK] every day again and again, where ”dog” 229

was masked based on the pseudo-random selection 230

process. 231

Selecting multiple words for watermarking en- 232

sures that multiple watermarks are embedded 233

within the text, increasing robustness. These mask- 234

ing techniques enhance resistance to common at- 235

tacks like word replacement and sentence para- 236

phrasing while preserving readability and coher- 237

ence. 238

3.3 Watermarking Strategies 239

Once the target word or word group is selected 240

for watermarking, the choice of how to embed it 241

is equally crucial. The effectiveness of a water- 242

marking technique depends not only on where it 243

is inserted but also on the how, making sampling 244

methods essential. Sampling in text watermarking 245

involves selecting the optimal replacement or mod- 246

ification while preserving readability and meaning. 247

A systematic approach ensures detectability while 248

minimizing distortion and enhancing resistance to 249

attacks like paraphrasing, synonym replacement, 250

or adversarial transformations. 251

Greedy sampling selects the candidate with the 252

highest probability at each step, ensuring consis- 253

tent and predictable watermark placement. Exam- 254

ple output: The quick brown fox jumps over the 255

lazy dog 256

Temperature sampling adjusts randomness us- 257

ing a temperature parameter. Higher temperatures 258

increase variation, while lower ones make selec- 259

tion more deterministic, balancing predictability 260

and diversity. Example output: The fast brown fox 261

leaps over the lazy dog 262

Exponential minimum sampling favors low- 263

probability candidates by applying an exponential 264

transformation, often selecting rare but plausible 265

substitutions. Example output: The agile brown 266

fox soars over the lazy dog 267

Transform sampling applies a nonlinear trans- 268

formation to probability scores, adapting to sen- 269
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tence structures and enhancing contextual integra-270

tion. Example output: The speedy brown fox vaults271

over the lazy dog272

Tournament sampling selects a random sub-273

set of candidates before choosing the best option,274

combining randomness with robustness. Example275

output: The swift brown fox hurdles over the lazy276

dog277

By incorporating these sampling methods, our278

watermarking framework ensures a balance be-279

tween detectability, robustness, and linguistic co-280

herence. The combination of different strategies281

allows for flexibility in watermark placement, mak-282

ing it adaptable to various types of textual data and283

resistant to common attacks.284

4 Performance of Watermarking285

4.1 Detection and Distortion Metrics286

The effectiveness of a text watermark is determined287

by two key factors: distortion and detectability.288

Distortion is the degree to which a paraphrased289

sentence deviates from the original sentence. Here290

the deviation can be in terms of lexical, syntac-291

tic, and semantic properties. A higher level of292

distortion can lead to loss of factual accuracy and293

alteration of the original idea or meaning.294

Detectability assesses how easily the watermark295

can be identified by a detector.296

Distortion is evaluated using a combined score297

based on three metrics:298

Minimum Edit Distance: Levenshtein distance299

or minimum edit distance is a metric that quanti-300

fies the effort required to paraphrase and it does301

that by keeping track of elementary operations like302

insertions, deletions, and substitutions required to303

convert sentence 1 to its paraphrase sentence 2.304

Levenshtein distance is a good metric to calculate305

the surface-level distortion but it does not take se-306

mantic similarity into consideration - a paraphrase307

with different words but the same meaning can308

have a high Levenshtein distance which can signal309

a higher distortion, however, the meaning may still310

be retained along with the factual accuracy.311

BERTScore: To capture the semantic similarity 312

between the original sentence and the paraphrased 313

versions, the study used BERTScore (Zhang et 314

al). BERTScore utilises the contextual embed- 315

dings from transformer-based language models 316

like BERT to calculate the similarity between any 317

two sentences. Unlike Levenshtein distance which 318

relied on calculating the exact difference between 319

the string pairs, BERTScore calculates token-wise 320

cosine similarity between the embeddings of to- 321

kens in the sentence 1 and sentence 2. 322

Mover Score: Captures semantic differences 323

by measuring similarity between the original and 324

watermarked text. MoverScore builds on Word 325

Mover’s Distance by measuring the semantic dis- 326

tance between two sentences using word embed- 327

dings. It uses cosine similarity to assess closeness 328

between word pairs and applies the Hungarian al- 329

gorithm for optimal word matching. Additionally, 330

TF-IDF weights are used to prioritize important 331

words. The result is a TF-IDF-weighted similarity 332

score, higher MoverScore means higher similarity. 333

In our case, since we focus on dissimilarity, we 334

compute it as: Dissimilarity = 1 – MoverScore 335

The final distortion score is obtained by averag- 336

ing these metrics over 10 paraphrased versions of 337

the original sentence and the sampled watermarked 338

sentence. 339

Detectability is evaluated using a combined 340

score based on two statistical methods, specifically 341

the Z-score and P-value: The Z-score indicates 342

how significantly the watermark deviates from the 343

expected distribution, while the P-value determines 344

whether the observed difference is statistically sig- 345

nificant. 346

4.2 Results 347

4.3 Which watermarking technique works 348

best? 349

The watermarking strategy which offers lower dis- 350

tortion and at the same time higher detectability is 351

the optimal watermarking strategy. Lower distor- 352

tion means that the watermarked sentence does not 353
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Random Masking Pseudo Random Masking Highest Entropy Masking
Distortion Detection Distortion Detection Distortion Detection

Greedy Sampling 0.53 0.81 0.54 0.85 0.46 0.88

Temperature Sampling 0.5 0.82 0.63 0.91 0.56 0.83

Tournament Sampling 0.49 0.84 0.49 0.84 0.46 0.89

Transform Sampling 0.57 0.90 0.51 0.84 0.48 0.77

Exponential Minimum Sampling 0.52 0.82 0.53 0.84 0.47 0.79

Table 2: Comparison of Masking Methods with Sampling Techniques, including Distortion and Detectability

change much in meaning compared to the original354

sentence and high detectability means that the sen-355

tence still shows signs of watermarking after it is356

paraphrased. The distortion vs detectability results357

are shown in 2358

5 Conclusion359

With the rapid proliferation of AI-generated text,360

ensuring content authenticity has become a crit-361

ical challenge. Existing watermarking methods362

remain vulnerable to paraphrase attacks, where363

minor rewording can effectively erase embedded364

markers. In response, we introduced PECCAVI,365

a novel watermarking technique designed to be366

both paraphrase attack-resistant and distortion-367

free, ensuring watermark retention while maintain-368

ing linguistic coherence. Our approach leverages369

Non-Melting Points (NMPs) to identify stable em-370

bedding locations and applies a combination of371

entropy-based masking and adaptive sampling to372

generate robust watermarks. Through extensive373

experimentation, we demonstrated that PECCAVI374

outperforms existing watermarking techniques, of-375

fering a higher degree of resilience against para-376

phrasing while preserving the readability of AI-377

generated content.378

6 Discussion and Limitations 379

Overlapping boxes, distorts the wm pattern, 380

computation time Discussion: On June 14th, 2023, 381

the European Parliament successfully passed its 382

version of the EU AI Act (European-Parliament, 383

2023). Following this, many other countries 384

began discussing their stance on the evolving 385

realm of Generative AI. A primary agenda of 386

policymaking is to protect citizens from political, 387

digital, and physical security risks posed by 388

Generative AI. While safeguarding against misuse 389

is crucial, one of the biggest concerns among 390

policymakers is the occurrence of unwanted 391

errors by systems, such as hallucination (source: 392

https://cetas.turing.ac.uk/publications/rapid-rise- 393

generative-ai). 394

Limitations: The empirical findings indicate 395

that classifying temporal issues poses the greatest 396

challenge, as shown in Figure ??. (Gurnee and 397

Tegmark, 2023) claimed that LLMs acquire linear 398

representations of space and time across various 399

scales, it is expected that LLMs hold such informa- 400

tion internally and can classify accordingly. Perfor- 401

mance on temporal issue 66% is not bad but could 402

be seen as a future direction to improve. 403

Despite its strengths, PECCAVI is not without 404

limitations. Its computational overhead remains 405

a concern, particularly for real-time applications, 406

and its effectiveness across diverse LLM archi- 407

tectures warrants further evaluation. Addition- 408

ally, evolving adversarial techniques may necessi- 409

tate continuous refinements to improve robustness 410

against more sophisticated attacks. 411
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Looking ahead, several future directions can fur-412

ther enhance the applicability and effectiveness of413

PECCAVI. Key areas for exploration include opti-414

mizing computational efficiency, improving cross-415

model generalization, and integrating hybrid wa-416

termarking approaches that combine statistical and417

semantic techniques for greater robustness. More-418

over, policy-level considerations will play a crucial419

role in encouraging the adoption of watermarking420

solutions within AI governance frameworks.421

By addressing these challenges, PECCAVI has422

the potential to become a standard for AI text au-423

thentication, ensuring transparency and security in424

an era where generative AI continues to reshape425

digital content creation.426

7 Ethical Considerations427

Through our experiments, we have uncovered the428

susceptibility of LLMs to hallucination. While429

emphasizing the vulnerabilities of LLMs, our goal430

is to underscore their current limitations. However,431

it’s crucial to address the potential misuse of our432

findings by malicious entities who might exploit433

AI-generated text for nefarious purposes, such as434

designing new adversarial attacks or creating fake435

news that is indistinguishable from human-written436

content. We strongly discourage such misuse and437

strongly advise against it.438
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