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Abstract001

We introduce WiCkeD, a simple method to002
increase the complexity of existing multiple-003
choice benchmarks by randomly replacing a004
choice with "None of the above", a method of-005
ten used in educational tests. We show that006
WiCkeD can be automatically applied to any007
existing benchmark, making it more challeng-008
ing. We apply WiCkeD to 6 popular bench-009
marks and use it to evaluate 18 open-weight010
LLMs. The performance of the models drops011
12.1 points on average with respect to the origi-012
nal versions of the datasets. When using chain-013
of-thought on 3 MMLU datasets, the perfor-014
mance drop for the WiCkeD variant is simi-015
lar to the one observed when using the LLMs016
directly, showing that WiCkeD is also chal-017
lenging for models with enhanced reasoning018
abilities. WiCkeD also uncovers that some019
models are more sensitive to the extra rea-020
soning required, providing additional informa-021
tion with respect to the original benchmarks.022
We relase our code and data at github.com/023
anonymized.024

1 Introduction025

Multiple choice question (MCQ) benchmarks are026

widely used to evaluate Large Language Models027

(LLMs). This format consists of a question and a028

limited set of options, which include a correct (or029

best) answer and several distractors that are either030

incorrect or less appropriate (see Figure 1). There031

are various MCQ datasets that focus on different ca-032

pabilities, including factual knowledge and reason-033

ing as in MMLU (Hendrycks et al., 2021) and Arc-034

challenge (Clark et al., 2018), common sense as035

in Commonsense-QA (Talmor et al., 2019), truth-036

fulness as in TruthfulQA (Lin et al., 2022), and037

domain-specific knowledge (Alonso et al., 2024;038

Hosseini et al., 2024). Unfortunately, most of these039

benchmarks got quickly saturated in the recent era040

dominated by LLMs, motivating harder datasets to041

better gauge the abilities of newer models. How- 042

ever, developing benchmarks is a laborious and 043

expensive process. 044

Motivated by this, several recent works have 045

explored strategies to make existing benchmarks 046

harder, which can serve as an alternative to creating 047

new benchmarks from scratch. For example, Gema 048

et al. (2024) identified erroneous questions in the 049

MMLU benchmark, and re-annotated 3k questions 050

to be harder and more robust. Similarly, Wang et al. 051

(2024) presented MMLU-Pro, a harder version of 052

the MMLU benchmark that replaces noisy ques- 053

tions with harder ones and expands the number 054

of distractors to include more plausible yet incor- 055

rect ones. While increasing the number of distrac- 056

tors reduces the probability of correct guesses by 057

chance, creating plausible and coherent distractors 058

is challenging and often requires manual verifica- 059

tion (McIntosh et al., 2024). 060

In this work, we propose a simple yet effec- 061

tive method to make existing benchmarks more 062

challenging without the need to add distractors. 063

Namely, we present the Wild-Card Distractor 064

(WiCkeD) which creates a variant of any exist- 065

ing MCQ benchmark by keeping the question 066

unchanged, and randomly replacing one of the 067

choices with a wild-card distractor, None of the 068

above (see Figure 1). We create WiCkeD variants 069

of 6 popular benchmarks, and use them to evalu- 070

ate 18 open-weight LLMs varying in size, model 071

family, and training recipe. The WiCkeD datasets 072

suffer a performance drop of 7.2-19.7 points with 073

respect to the original datasets, depending on the 074

model being evaluated. Using chain-of-thought 075

does not prevent the drop (1.4-14.6), showing that 076

WiCkeD can be used to assess reasoning capabili- 077

ties. The large variance across models shows that 078

WiCkeD is not only challenging, but it also uncov- 079

ers differences in model capabilities that are not 080

captured by the original benchmarks. 081
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Figure 1: Two samples from MMLU-Pro (left) and its WiCkeD variant (right), where Hydrogen and Centrifugal
were removed. Correct answers in bold. Llama-3.1 8B correctly answers both original questions but fails on the
WiCkeD variant for the second question. The probability distribution of the model for each answer is also shown.

2 Related Work082

2.1 Challenges in LLMs MCQ Benchmarks083

Several works raised concerns about the effective-084

ness of MCQ benchmarks in LLM assessment. For085

example, Balepur et al. (2024) showed that some086

LLMs can answer MCQs using only the answer087

choices, without seeing the questions, and perform088

well-above baselines. Furthermore, more works089

suggested that LLMs are biased towards certain090

answer keys (A/B/C/D) due to unbalanced prior091

probabilities rather than actual knowledge (Myrza-092

khan et al., 2024; Clark et al., 2018). Another line093

of research attributes LLMs hallucinations to be-094

ing unable to identify when they lack sufficient095

knowledge about the subject matter (Li et al., 2024;096

Ji et al., 2022). Nonetheless, current evaluation097

benchmarks do not assess this capability effectively.098

We view our work as an addition towards efficient099

evaluation of LLMs to avoid spurious correlations100

and account for knowledge and reasoning gaps.101

2.2 None of the Above in Educational Tests102

Multiple-choice questions (MCQs) are effective as-103

sessments when they include plausible distractors,104

as they encourage deeper processing to think not105

only about why a given choice is correct, but also106

why other choices are wrong and improve knowl-107

edge recall (Little et al., 2019; Little and Bjork,108

2015). The use of None of the above as a distractor109

in MCQs is an area of research and debate. It can110

provide unique insight into the understanding of the111

examinees and potentially differentiate their abil-112

ities (David DiBattista and Fortuna, 2014; Dochy113

et al., 2001). However, None of the above can af-114

fect the confidence of the examinee, leading them115

to avoid selecting None of the above as the correct116

answer, even when it is true (Little, 2023; Ode- 117

gard and Koen, 2007). Nevertheless, incorporating 118

None of the above into practice tests can enhance 119

the learning process by encouraging deeper en- 120

gagement with the material (David DiBattista and 121

Fortuna, 2014; Pezeshkpour and Hruschka, 2024; 122

Zheng et al., 2024). 123

3 Methodology 124

We propose a method to automatically create a 125

more challenging version of any existing MCQ 126

benchmark without requiring any manual annota- 127

tion. The difficulty of MCQ has been linked to 128

the reasoning necessary to discriminate between 129

competing options (McIntosh et al., 2024; Wang 130

et al., 2024). We hypothesize that detecting the 131

absence of the correct answer within the provided 132

options is more challenging than selecting the cor- 133

rect one. To that end, we propose to add a wild-card 134

choice None of the above. Note that adding None 135

of the above as an additional option would not 136

make sense, as the correct answer is always the 137

correct option, we thus propose to replace one of 138

the options instead. 139

3.1 The WiCkeD Algorithm 140

Given a benchmark that consists of M examples 141

where each has N choices (one correct answer and 142

N−1 distractors), we uniformly sample one option 143

to be omitted, and append the wildcard option None 144

of the above. When the correct option is replaced, 145

the new correct option is None of the above. When 146

a distractor option is replaced, the correct option 147

continues to be correct. Figure 1 shows the result 148

of applying WiCkeD to two examples. The goal 149

is to produce a variant for each benchmark that 150

contains the same number of M examples. 151
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Figure 2: Applying WiCkeD on a single best answer
(SBA) example (best answer D, second best answer A)
would lead to an incoherent WiCkeD variant (incorrectly
having None of the above as the gold correct answer
instead of A). We thus copy SBA examples verbatim,
see § 3.2 for details.

3.2 Coherence of WiCkeD Examples152

The above algorithm does not always produce co-153

herent examples. In some cases, there are more154

than one correct candidate, but only one of them is155

the most appropriate (see Figure 2, where D is the156

best answer and A is the second best answer). With157

the above procedure, when the replaced option is158

the correct one (e.g. option D in the figure), the159

WiCkeD variant would add None of the above and160

take this option as the correct one. However, this161

would be incoherent, because having removed D,162

A becomes the next best option. We call these ex-163

amples Single Best Answer (SBA) as opposed to164

Single Correct Answer (SCA, where the distractors165

are all incorrect). As we want to keep the same166

number of examples we avoid adding None of the167

above to SBA examples and copy them unchanged168

to the WiCkeD variant of the benchmark.169

In order to train an example classifier to de-170

tect SBA examples, we selected four representa-171

tive benchmarks (MMLU, MMLU-Pro, Truthful-172

QA and Commonsense-QA), sampled 4000 exam-173

ples, and split them into evaluation (25%) and train174

(75%). We used GPT-4o-mini to automatically175

label the examples as SBA or SCA, and further176

annotated the evaluation split manually. Given the177

cost and slow speed of GPT-4o-mini, we used the178

synthetic labels to train a classifier based on BERT1
179

(Devlin et al., 2019).180

The recall on SBA examples for the classifier181

is over 98.9%, showing that we are able to detect182

nearly all SBA examples, and would thus have183

1.1% noisy WiCkeD examples (that is, examples in184

the benchmark that have None of the above as the185

correct option even if a correct option exists). See186

Appendix A for more details about the training187
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Model Size IT Original WiCkeD ∆

DS-R1-Llama 8B - 56.6 48.6 -7.9 ±1.1%

DS-R1-Qwen 7B - 60.8 53.4 -7.3 ±1.6%

Llama-3.1

8B - 61.4 52.2 -9.2 ±1.7%

8B ✓ 66.0 55.0 -11.0 ±0.9%

70B - 76.8 67.0 -9.8 ±2.1%

70B ✓ 77.1 64.5 -12.6 ±1.3%

Mistral 7B - 59.8 46.5 -13.2 ±1.2%

7B ✓ 59.0 47.2 -11.8 ±1.1%

Qwen-2.5

7B - 74.7 54.9 -19.7 ±1.5%

7B ✓ 73.5 59.0 -14.5 ±1.3%

14B - 78.9 66.3 -12.6 ±2.1%

14B ✓ 78.9 66.6 -12.3 ±1.8%

72B - 84.6 72.6 -12.0 ±0.9%

72B ✓ 82.6 69.3 -13.3 ±1.0%

Gemma-2

9B - 67.3 56.3 -10.9 ±1.2%

9B ✓ 73.3 57.6 -15.7 ±1.2%

27B - 68.0 54.6 -13.4 ±2.0%

27B ✓ 74.8 61.9 -12.9 ±2.3%

Average 70.78 58.52 -12.2 ±26.3%

Table 1: Average performance on original and WiCkeD
variants of the six benchmarks. IT: instruction-tuned.
∆: degradation from original performance

and evaluation procedure. 188

4 Experimental Setup 189

4.1 Benchmarks 190

We apply WiCkeD to six popular MCQ bench- 191

marks that assess the knowledge, language com- 192

prehension, reasoning, and truthfulness of LLMs: 193

MMLU, MMLU-Pro, MMLU-Redux, Common- 194

senseQA, Truthful-QA, and Arc-challenge. To en- 195

sure reproducibility, we use Eval-Harness (Gao 196

et al., 2024). Given that the selection of the op- 197

tion to be replaced is random, we generate five 198

WiCkeD variants for each benchmark, and report 199

mean and standard deviation. 200

Regarding the amount of SBA examples, 201

MMLU, MMLU-Redux and MMLU-pro have the 202

largest amount (∼ 20%), with the rest of the bench- 203

marks having less than 5% (see Appendix A). SBA 204

examples are copied verbatim to the WiCkeD vari- 205

ants, but the fact that at least 80% of the exam- 206

ples are effectively altered makes the WiCkeD vari- 207

ants significantly more challenging, as we will see. 208

Other benchmarks have less than 5% SBAs; we 209

also leave them unchanged. 210

4.2 Models 211

We evaluate WiCkeD on 18 open-weight models 212

covering different families and sizes. Namely, 213

we evaluate the base and instruction-tuned mod- 214

els of Qwen2.5 7B, 14B and 72B (Qwen et al., 215

2025), Llama3.1 8B and 70B (Grattafiori et al., 216
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Direct CoT

Model Size IT WiCkeD ∆ WiCkeD ∆

DS-R1-Llama 8B - 30.3 -4.1 80.1 -2.0
DS-R1-Qwen 7B - 30.6 -4.3 74.9 -2.5

Llama-3.1 8B - 39.7 -3.2 53.9 -5.8
8B ✓ 43.6 -2.7 57.2 -3.4

Mistral 7B - 35.9 -3.4 36.3 -11.62
7B ✓ 33.5 -5.7 43.8 -4.97

Qwen-2.5

7B - 45.5 -6.9 43.0 -14.62
7B ✓ 47.1 -5.3 55.4 -1.73

14B - 55.6 -3.6 61.5 -3.97
14B ✓ 56.7 -3.4 64.0 -1.43

Gemma-2

9B - 36.1 -12.2 41.2 -8.93
9B ✓ 44.1 -9.3 56.3 -4.36

27B - 36.1 -10.8 59.2 -4.07
27B ✓ 51.3 -3.8 60.3 -3.77

Average 41.86 -5.62 56.26 -5.24

Table 2: Performance on WiCkeD variants for MMLU,
MMLU-pro, and MMLU-Redux without and with CoT.
IT: instruction-tuned. ∆: degradation from the original
benchmark.

2024), Gemma2 9B and 27B (Riviere et al., 2024),217

and Mistral-7B (Jiang et al., 2023). We also se-218

lected two DeepSeek-R1 models for their improved219

reasoning capabilities: distill-Lllama3.1-8B and220

distill-Qwen7 (DeepSeek-AI et al., 2025).221

The LLM models are evaluated on the bench-222

marks following the standard multiple-choice223

prompting procedure (Robinson et al., 2023), see224

Appendix C. We set the number of few-shot exam-225

ples to five, in order to ensure that in most cases226

there is at least one example where None of the227

above is the correct option.228

In addition, we also evaluate the LLM models us-229

ing zero-shot chain-of-thoughts prompting (CoT)230

on the three benchmarks commonly used to as-231

sess the reasoning capabilities of LLMs: MMLU,232

MMLU-Pro, and MMLU-Redux. We set the maxi-233

mum generation length to 4096, unless limited by234

the model itself.235

5 Results and Discussion236

5.1 Main Results237

Table 1 shows the mean accuracy of the models on238

the original and WiCkeD benchmarks, with a signif-239

icant drop in performance. Qwen2.5-7B suffers the240

largest degradation (19.73%), while its DeepSeek-241

R1 distilled version (DeepSeek-R1-Qwen7B) suf-242

fers the least (7.35%). This suggests that models243

with better reasoning capabilities, like R1, are bet-244

ter equipped to deal with the added complexity.245

Prominently, the WiCkeD variants shuffle the246

ranking of models. For example, the Qwen2.5-7B247

and Qwen2.5-7B-IT models originally performed248

close to the Llama-3.1-70B model. However, on 249

the WiCkeD variants, they lag behind it by 13% 250

and 8%, respectively. Similar patterns can be seen 251

in Gemma-2-9B-IT and Gemma-2-27B-IT, which 252

lag behind Llama-3.1-70B by 9.5% and 5.3%, re- 253

spectively. Qwen2.5-72B and Llama-3.1-70B are 254

the models that perform best in WiCkeD. There 255

is no clear advantage from instruction-tuning, as 256

results vary depending on the model family. 257

5.2 Chain of Thought Results 258

Table 2 shows the performance of the models2
259

on the MMLU, MMLU-pro, and MMLU-Redux 260

WiCkeD benchmarks. The drop for these three 261

benchmarks without CoT (direct columns in the 262

table) is lower than the other three benchmarks, but 263

applying CoT does not reduce the drop in WiCkeD 264

variants, which stays above 5%. This is remarkable 265

given that CoT is very effective at improving results 266

on MMLU and related benchmarks. Instruction- 267

tuned models experience significantly less degrada- 268

tion than their base models, especially when using 269

CoT (see Appendix B for additional details). No- 270

tably, the DeepSpeed-R1 distilled models, Qwen7B 271

and Llama3.1-8B, suffer 2% each. Similarly, In- 272

struction tuned Qwen2.5 7B and 14B suffer less 273

than 2%. We hypothesize this is due to their en- 274

hanced reasoning capabilities. 275

6 Conclusion 276

In this paper, we introduced a simple automatic 277

method to create more challenging variants from 278

existing MCQ benchmark. The large drop in the re- 279

sults shows that WiCkeD challenges the knowledge 280

and reasoning of LLMs, as they need to identify 281

the absence of the correct answer, even when using 282

CoT. We showed that models with better reasoning 283

capabilities suffer less in WiCkeD, such as the orig- 284

inal Qwen7B and its distilled version of DS-R1. 285

We see WiCkeD as an addition towards efficient 286

evaluation of LLMs to avoid spurious correlations 287

and challenge reasoning and knowledge gaps. A 288

deeper look into why some models are more sensi- 289

tive to WiCkeD than others can provide significant 290

insights about uncovered limitations. We release 291

all the code and data under open licenses. 292

2Due to computing constraints we could not run CoT for
the ∼70B models
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Limitations293

We manually confirmed the applicability of294

WiCkeD on some popular multiple-choice bench-295

marks whose questions can be categorised into296

SBAs and SCAs. However, for other benchmarks,297

WiCkeD might need further verification. Further-298

more, we focus the evaluation of WiCkeD on open-299

weight LLMs only, the performance of closed mod-300

els, such as GPT-4 and Claude, has not been ex-301

plored yet.302
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A Detecting Single Best Answer examples464

To ensure the reliability of the automatic identifi-465

cation of single-best-answer (SBA) questions, we466

uniformly sample 4K questions from the MMLU,467

MMLU-Pro, Commonsense-QA, and Truthful-QA468

benchmarks, which we divide into 1K and 3K splits.469

We then manually annotate the 1K samples and op-470

timize GPT-4o-mini prompt on them for best recall.471

Table 4 shows the prompt template for GPT-4o-472

mini, which we used to annotate the 4K questions.473

The 3K split was then used to train our Bert-based474

SBA classifier on them. The classifier was trained475

for 2 epochs, using a learning rate of 1e-04. The476

model was frozen, except for the last layer and the477

classification head.478

Table 3 shows the percentages of SBA ques-479

tions on the 1K split as determined by our manual480

annotations, GPT-4o-mini, and the SBA classifier.481

The classifier is the preferred one, as it is the most482

conservative, that is, it detects the most SBA ex-483

amples, which would be copied verbatim to the484

WiCkeD variant of the benchmark. The evalua-485

tion figures in the table confirm this choice, as the486

classifier has higher recall. The small drop in pre-487

cision is harmless, as it means that we will not488

add None of the above option to those examples,489

and will be copied verbatim. In other words, we490

can estimate that WiCkeD contains 1% of incoher-491

ent examples (where there is a valid option even if492

None of the above is recorded as the correct option),493

and 5% of examples which do not have a None of494

the above option even if we could have added it495

if the classifier had 100% precision. These figures496

confirm the high quality of the WiCkeD variants.497

Table 5 shows the final SBA percentages for each498

benchmark as determined by the classifier.499

Figure 3: The changes in models’ answers of the origi-
nal benchmarks and the WiCkeD variant using chain-of-
thoughts.

B Instruct vs Base Models on Chain of 500

Thought 501

Results of CoT suggest the instruct models experi- 502

ence less degradation than their base models. To 503

better understand why this happens, we analyze 504

their answers. Figure 3 shows the change in an- 505

swers from the original to the WiCkeD variants. 506

Instruction-tuned models are less prone to reverse 507

correct answers and can correct original mistakes 508

in WiCkeD. This suggests that WiCkeD is useful 509

for better gauging the reasoning capabilities of the 510

models. 511

C Multiple Choice Prompting 512

In multiple choice prompting, the model is 513

prompted with few-shot demonstrations c and 514

a question q and the set of choices A = 515

{A,B,C,D}. It generates a probability of the an- 516

swer label aϵA conditioned on the prefix prompt 517

given by: 518

P(a∣c, q) =
T

∏
t=1

p(at∣c, q < T ) (1) 519

The model’s answer is set to: 520

argmax
aϵA

(P (a∣c, q)) (2) 521

Figures 4, 5, 6, and 7 show example prompts 522

for the MMLU college computer science, Arc Chal- 523

lenge, Common-sense QA, and MMLU-Redux 524

benchmarks, respectively. 525
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MMLU MMLU-Pro TQA CSQA Recall Precision

Manual 17.3 12.3 3.3 3.8 – –
GPT-4o-mini 18.2 13 4.2 3.9 98.5 97.4

SBA Classifier 19.6 14.2 4.5 4 98.9 95.1

Table 3: The Percentage of Single Best Answer (SBA) questions in 1K questions sampled uniformly from MMLU,
MMLU-Pro, TruthfulQA (TQA), and CommonsenseQA (CSQA) as determined by our manual Annotations,
GPT-4o-mini, and our trained SBA classifier. Recall and precision are computed with respect to the manual
annotation.

"A single correct answer question is a question that can have exactly one correct answer from a given set of choices.
A single best answer question can have a most appropriate answer (for example, if this answer is omitted, another answer will be correct).
Classify the following questions into SBA and non-SBA questions. Assign a label of 1 if the question is a SBA question and a label of 0 otherwise.
Question: {question} Class:"

Table 4: SBA Annotation Prompt Template

MMLU MMLU-Pro MMLU-Redux TruthfulQA Commonsense QA Arc Challenge

20.3% 16.8% 14.7% 3.2% 3.7% 5.2%

Table 5: The Percentage of Single Best Answer (SBA) questions in the benchmarks as determined by our SBA
classifier. We do not apply WiCkeD to SBA questions as it can break their coherence.

Figure 4: Examples from the MMLU computer science
task using WiCkeD. We show 3-shot for brevity, but
5-shot was actually used in the experiments for the main
results.

Figure 5: Examples from the AllenAi Arc challenge
using WiCkeD. We show 3-shot for brevity, but 5-shot
was actually used in the experiments for the main results.
The first few-shot example does not include None of the
above option because it was classified as SBA question.
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Figure 6: Examples from the Common-sense QA using
WiCkeD. We show 3-shot for brevity, but 5-shot was
actually used in the experiments for the main results.
The first few-shot example does not include None of the
above option because it was classified as SBA question.

Figure 7: Examples from the MMLU-Redux using
WiCkeD. We show 3-shot for brevity, but 5-shot was
actually used in the experiments for the main results.
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