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ABSTRACT

Large language models (LLMs) such as ChatGPT have exhibited remarkable
performance in generating human-like texts. However, machine-generated texts
(MGTs) may carry critical risks, such as plagiarism issues, misleading informa-
tion, or hallucination issues. Therefore, it is very urgent and important to detect
MGTs in many situations. Unfortunately, it is challenging to distinguish MGTs
and human-written texts because the distributional discrepancy between them is
often very subtle due to the remarkable performance of LLMs. In this paper, we
seek to exploit maximum mean discrepancy (MMD) to address this issue in the
sense that MMD can well identify distributional discrepancies. However, directly
training a detector with MMD using diverse MGTs will incur a significantly in-
creased variance of MMD since MGTs may contain multiple text populations due
to various LLMs. This will severely impair MMD’s ability to measure the differ-
ence between two samples. To tackle this, we propose a novel multi-population
aware optimization method for MMD called MMD-MP, which can avoid variance
increases and thus improve the stability to measure the distributional discrep-
ancy. Relying on MMD-MP, we develop two methods for paragraph-based and
sentence-based detection, respectively. Extensive experiments on various LLMs,
e.g., GPT2 and ChatGPT, show superior detection performance of our MMD-MP.
The source code is available at ht tps: //github.com/ZSHsh98/MMD-MP.

1 INTRODUCTION

With the advancement of large language models (LLMs), texts generated by these models, such as
GPT3 (Brown et al., 2020), are natural, fluent and of high quality. These machine-generated texts
(MGTs) closely resemble human-generated texts (HWTs) and have many promising applications in
natural language processing, e.g., text summarization (Liu & Lapata, 2019), dialogue generation (Li
etal., 2016) and machine translation (Bahdanau et al., 2014). However, existing LLMs may generate
fake news (Zellers et al., 2019), spam (Guo et al., 2020), and phishing (Hong, 2012), suffering from
factual errors, hallucination and bias (Zhang et al., 2023b; Li et al., 2023). This poses threats to
online information’s credibility and security (Liu et al., 2023; Zhou et al., 2023a;b), necessitating
advanced MGT detection techniques. Unfortunately, it is challenging to distinguish MGTs and
HWTs because the distributional differences between them are inherently subtle (Tian et al., 2023).

To detect MGTs, existing metric-based methods (Gehrmann et al., 2019; Mitchell et al., 2023; So-
laiman et al., 2019) use some statistics (e.g., log-likelihood) to score the probability of the test texts
being MGTs, which is less effective when a large language-domain gap exists between the texts
used to train the scoring model and the tested MGTs. Another strategy, model-based methods (So-
laiman et al., 2019; Guo et al., 2023), relying severely on specific MGT types, struggles to adapt
to other types of MGTs. These methods face challenges in effectively capturing the distributional
discrepancy between MGTs and HWTs, thus limiting their detection capabilities.
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Figure 1: Illustration of MMD values, MMD variances, and the test power of MMD-D and our
MMD-MP during the optimization process. As the number of S(g“ populations (i.e., g) increases,
MMD-D shows an increase in MMD, accompanied by a sharp rise in variance, resulting in unstable
test power during testing. In contrast, our MMD-MP exhibits minimal variance in MMD values,
leading to higher and more stable test power during testing.

In this paper, we seek to exploit maximum mean discrepancy (MMD) to address the above issue,
given its powerful ability to identify distributional discrepancies (Liu et al., 2020; 2021). However,
directly applying MMD cannot effectively detect MGTs. This task often involves data from various
populations, e.g., texts generated by different LLMs (e.g., GPT-3 (Brown et al., 2020), ChatGPT
(OpenAl, 2022)) or different LLM settings (e.g., temperature, top-k sampling (Vilnis et al., 2023)).
These populations can substantially differ in language styles and syntactic structures, resulting in
significant variations of MGTs. Training a deep kernel MMD (MMD-D, Liu et al. (2020)) under
such circumstances will incur the issue of high variance (i.e., the large variance of MMD-D in Fig-
ure 1 (b)). This means the estimated discrepancy between HWTs and MGTs fluctuates considerably
and thus lead to unreliable and unstable detection (the low test power of MMD-D in Figure 1 (c)).

This paper pioneers exploring the optimization mechanism of kernel-based MMD. As we train the
kernel with data from multiple populations, the estimated MMD increases with its variance growing
significantly (see Figures 1 (a)-(b) and more explanations in Section 2.3). This phenomenon arises
due to the intra-class distance within MGTs in kernel-based MMD’s optimization objective. This
distance largely hinders the optimization process that aims to aggregate MGTs, resulting in highly
fluctuating MMD for MGT detection. In this paper, we propose a novel multi-population aware
optimization method for MMD called MMD-MP, which uses a multi-population proxy to remove
the constraint on aggregating all instances in MGTs. In this way, we can achieve a low variance
of the MMD between MGTs and HWTs, resulting in more stable discrepancy estimation and more
reliable detection (see MMD-MP results in Figures 1 (b)-(c)). Furthermore, with the trained deep
kernel, we develop two approaches for paragraph-based detection and sentence-based detection,
respectively. Empirical evidence on various LLMs such as ChatGPT, GPT2 series, GPT3 series and
GPT-Neo series cexhibits the superiority of our methods. Our contributions are summarized as:

1) We delve into the optimization mechanism of MMD and reveal that high variance of the MMD
when handling training data from multiple different populations can result in an unstable discrepancy
estimation for MGT detection.

2) We propose a novel multi-population aware optimization method for training kernel-based MMD
(called MMD-MP), which can alleviate the poor optimization of MMD-D and improve the stability
of discrepancy measures.

3) Relying on the proposed MMD-MP, we devise two novel MGT detection methods. Extensive ex-
periments across numerous LLMs, including ChatGPT, GPT2 series, GPT3 series, GPT-Neo series,
demonstrate that our methods consistently outperform existing baselines.

2 PRELIMINARIES AND MOTIVATIONS

2.1 PRELIMINARIES

Two-sample test (2ST). Let P, Q be Borel probability measures on X CR?. We observe independent
identically distributed (IID) data Sp={x; }}"_; ~P" and Sp={y;}7>;~Q™. 2ST aims to determine
if P and Q come from the same distribution, i.e., P = QQ (Borgwardt et al., 2006; Liu et al., 2020).

Single-instance detection (SID). Let IP be a Borel probability measure on X CR¢ and /ID observa-
tions Sp={x; }1_;~P™, SID aims to tell if the test instance ¥ is from the distribution P.
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Maximum mean discrepancy. Following Gretton et al. (2012); Liu et al. (2020), maximum mean
discrepancy (MMD) aims to measure the closeness between two distributions, which is defined as:

Definition 1. Let k : X XX —R be the bounded kernel of a reproducing kernel Hilbert space Hy,
F be a class of functions f : X—=R, and X ~P,Y ~Q be two random variables,

MMD (P, Q; H) = . ELf(XOI-E[f(V)][=VE[k (X, X') +k (Y, Y") —2k(X,Y)].

Intuitively, we could view k(X, X’) or k(Y,Y”) as an intra-class distance and k(X,Y") as an inter-

class distance. When n=m, we can estimate MMD via a U-statistic estimator unbiased for MMD?2:
1

MMD,, (S, So: k):m ;Hﬁ, where Hiji=k(xi,%;)—k(xi,y;)—k(yi, x;)+k(yi, y;). (1)
In this paper, we consider a kernelj-based MMD (Liu et al., 2020), where the kernel is defined as:
ko (%, ¥)=[(1=€)r(0 (%), ¢ 1)) +ela(f (x), f(¥)), 2)
where e € (0,1), ¢7(x) = o f(x)) is a deep neural network with feature extractor f, x
and ¢ are Gaussian kernels with bandwidth o, and bandwidth o, respectively, e.g., x(a,b) =
exp (—||a - b||2/2035). Since f is fixed, the set of parameters of k,, is w = {e, ¢, 0¢,0q}
Test power. Test power is the probability of rejecting the null hypothesis (g : P = Q) when P # Q.

A higher test power indicates a greater level of certainty regarding the distributional discrepancy. For
reasonably large n, Liu et al. (2020) find that the power is nearly proportional to

J(Pa Q; kw) = MMDQ(Pa Q; kw)/aﬁl (]P)a Q; kw)v where 0—5231 =4 (E [HUHZE] —E [Hl ]2) :
We can estimate J (P, Q; k,,) with a regularized estimator by

> n / m 2 non 2

A MMD,, (Sp, So; kw . 4 4

J (S, So; ku)=—F= (S, Soi k) , where 6, :=— > (E H¢j>—4<§ > Hij)- 3)
\/0'%1(5]?,5@§kw) + A i e L i

2.2 HIGH VARIANCE PROBLEM OF KERNEL-BASED MMD IN MULTIPLE POPULATIONS

In practice, we may collect training data S& with multiple different populations from a mixture of
texts generated by different LLMs such as GPT3 (Brown et al., 2020), ChatGPT (OpenAl, 2022).
Due to the diverse language styles generated by different language models, this can result in sig-
nificant variations in the generated text. Under such circumstances, although we can maximize the

criterion J (3) to optimize the kernel &, a high-variance discrepancy exists.

To validate the above phenomenon, we demonstrate the MMD value and its variance during training
by maximizing Eqn. (3) under different numbers of S@T populations (i.e., ¢). According to Figures |
(a)-(b), the MMD between Sfff and S@’” for MMD-D increases, which is desirable for MGT detection,
but its variance simultaneously increases, which will deteriorate the detection performance. The
impact of this phenomenon worsens with the increase of g. This indicates that the population S@T
with larger variations makes the optimization of the original MMD more challenging.

High variance causes poor optimization of kernel-based MMD. Although kernel-based MMD is
widely used to identify distributional discrepancies, limited literature has explored its optimization
mechanism, possibly due to its complex mathematical format. Specifically, when maximizing J in
Eqn. (3), it is challenging to determine the individual changes of the MMD value and its variance,
resulting in intricate analyses of each term in MMD. To address this, we decompose the variance
of MMD as below and conduct empirical studies to demonstrate the trends of each component and
their variances during training in Figure 2. Further detailed analyses are provided in Section 2.3.

Components in MMD’s variance. We introduce H*=k, (x,x)—k,(x,y")—ko(y’,x) with its
variance Var(E[H*])=Var(E[k, (x,x')]) —2Cov(E[k, (x,x")], E[2k, (x, ¥)])+ Var (E[2k, (x, ¥)])-
Here, E denotes taking expectations across two populations sampled from MGTs and HWTs and
Var denotes taking variances within these sampled populations. The variance of MMD can
then be decomposed into: Var(E[H*])+Var(E[k, (y,y’)])+2Cov(E[H*], E[k,(y,¥y’)]). By this
decomposition, we find the changes of MMD'’s variance are essentially from the changes of variance
of k,(x,x), ky(x,y) and k., (y,y’), presented as kxx, kxy and kyy in Figure 2.
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Figure 2: E(k) in MMD and their variances under two optimization methods (MMD-MP is ours).
Subfigures (a) and (b) depict the value of each E(k) in MMD during training by MMD-D and MMD-
MP with g=1 and ¢g=3, respectively. Subfigures (c) and (d) illustrate the variances of some terms
associated with MMD, i.e., 0%1 when training by MMD-D and MMD-MP, respectively.

2.3  OPTIMIZATION MECHANISM OF KERNEL-BASED MMD

We conclude that we should exclude the intra-class distance in SE" during the optimization. To
elucidate this, we illustrate some critical observations, followed by explaining these phenomena.

Observations: i) In Figures 2 (a)-(b), both E[k,, (x,x’)] and E[k,, (y,y’)] exhibit generally increas-
ing trends, while E[k, (x,y)]| shows relatively minor changes. ii) As the number of populations ¢
increases, E[k, (y,y’)] becomes smaller than E[k,, (x,x’)], and their gap between them widens. iii)
In Figure 2 (c), the variance of MMD is mainly determined by the variances of E[k,,(x,x’)] and
Elk,(y,y")] rather than other terms. iv) When MGTs in S’ comprise multiple distinct populations
(e.g., ¢ = 3 in Figure 2 (¢)), E[k,,(y,y’)] optimized by MMD-D has a significant variance, as well
as B[k, (x, x")], which is consistent with the results of different ¢ in Appendix H.

Explanations: First, i) and ii) indicate that as g increases, aggregating instances in S@T (MGTs) is
more challenging than aggregating instances in S§" (HWTs) when using Gaussian kernel to optimize
both k,(x,x’) and k,(y,y’) simultaneously since optimizing smaller E k,, is more challenging.
Second, iii) and iv) indicate that the objective J (3) affects the optimization of each term regarding
St and SQ in a similar manner. Thus, the characteristics of their distributions after mapping by the
same kernel function, such as the mean and variance of k,,, exhibit similar changing trends.

Furthermore, the optimized kernel function E[k,,(y,y’)] will not only a) map random pairwise
MGT instances (y,y’) in S@T close to each other, making the mapped MGTs more uniform; but also
b) enforce implicit “pairing rules” for aggregating MGTs in S(t@’”. These rules are shared to pair
HWT instances in SE” throughout optimization. When MGTs in S(g comprise different populations,
the differences in Sf@r -pairs might be large. Applying the paring rules may inadvertently map HWT
instances in SE" far from their center, leading to increased fluctuations of k,,(x,x’) and thus larger
Var(E[k,, (x,x')]). Similarly, the pairing rules for HWTs in Sf” negatively affect MGTs in S but to
a lesser extent because Sp is ID, meaning Sp-instances share more similar statistical characteristics.
Pairing rules for HWTs in S£" do not need to be as strong as those for aggregating non-/ID MGTs
in S&’. Therefore, we will exclude the intra-class distance in S{;" associated with E[k,,(y,y’)]
throughout optimization. We also explore the case of excluding E[k,, (x,x’)] in Appendix G.

3 PROPOSED METHODS

3.1 PROBLEM DEFINITION

Problem Definition. Let P be a Borel probability measure on a separable metric space X CR® and
IID observations Sp={x;}_, from the HWT distribution P, we aim to tell if the upcoming data
So={y; };“:1 is from the distribution IP. Note that Sg can be HWTs or MGTs generated by multiple
different LLMs. When m=1, the problem can be regarded as a single-instance detection task.

Challenges of MGT detection. The distinctions between HWTs and MGTs (e.g., text from LLMs
like GPT-4) are inherently small, especially in shorter texts like single sentences, making it challeng-
ing to distinguish between them. Moreover, the diversity of LLMs leads to significant variations in
the generated language style, which further increases the difficulty of MGT detection. Although
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deep kernel MMD (MMD-D) is effective in measuring distributional discrepancies, texts generated
by multiple LLMs with substantial variations pose challenges in training the deep kernel, e.g., high
variance of the MMD. Such high variance in MMD will lead to unstable estimations of distributional
discrepancies, ultimately resulting in unsatisfactory performance in MGT detection.

3.2 MMD-MP FOR MGT DETECTION

As aforementioned, we do not consider optimizing the intra-class distance in S@’ Instead, we pro-
pose a multi-population aware optimization for kernel-based MMD (MMD-MP) with a proxy
MPP by maximizing a novel objective as Eqn. (4), and show the training algorithm in Algorithm 1.

J(P,Q; k) = MPP(Pa Q; kw)/aﬁf (P, Qs k), 4)
MPP (P, Q; Hy) := E [k, (X, X/) —2k,(X,Y)]. 4)

Empirically, we can approximate MPP with an unbiased estimator

MPP,,(Sp, Sg; ku Z +j» where H =k, (Xi, Xj) =Ko (Xi, ¥i)—ku (yi, Xj). (6)
175]
Moreover, we can estimate Eqn. (4) by Algorithm 1 Training deep kernel with MMD-MP
— tr tr £
) MPP,(Sp, So; ke, Input: S;", Sy, a frozen feature extractor f;
J(SP,S@kw) = ( 520 ) s w4+ wo; A — 1078,
\/6%T(SP,S@;ICW)+A for T=1,2,..., Tmas do
(7) k. < kernel function using Eqn. (2);
n n 2 M(w) + MPP (SE", S&'; k) using Eqn. (6);
0T Z QZ Hm) (ZZH;) Va(w) + 03-] +(SE", SE; k) using Eqn. (8);
i=1j=1 ® I (w) w)//Va(w) as in Eqn. (7);

w4 w+ nvAdamJ)\( )
We next provide some theoretical analyses end for
to elaborate the objective function Eqn. (4). Output: k.,
Unlike MMD (Borgwardt et al., 2006; Gretton et al., 2012), the proxy MPP in Eqn. (6) does not in-

_— _—2
corporate k,, (y,y) related to Sg. However, MPP,, is still a U-statistic (Serfling, 2009) like MMD,,,
with numerous desirable statistical properties that facilitate convenient theoretical analysis. Note

that although maximizing 1\TP\PU for kernel training is straightforward, it ignores the variance and
could lead to an unstable discrepancy (see more details in Appendix E). To address this, we analyze

the asymptotics of mu and derive its test power as follows.

Proposition 1. (Asymptotics of mu ) Under the alternative $)1 : P # Q, based on a standard
central limit theorem, we have:

Vn(MPP,, — MPP) % N(0,02.), ©)
where G%I =4 (E[HTQH}},] — IE[H{‘Q]Q), HY,, His denote different H;.

Corollary 1. (Test power of mu ) For reasonably large n, the probability of rejecting the null
hypothesis g : P = Q when P #£ Q is given by:
MPP + R(S
Pr%/lpf . q)(\/ﬁ( +R(Sg)) 7 ) (10)
Oh; Vnog;

where Pr%[;f :=Pr (n [mu + R(S@)] > 7’) and R(Sp) = ﬁ Dizj ko(yiyj) >0, @is
the standard normal cumulative distribution function.

Remark 2 Note that we do not exclude the term R(Sg) in Egn. (10) due to the uncertain con-

— /\2
vergence of nMPP,, (which could be related to the kernel k) when P=Q. Instead, nMMD,, =

n[@u—i—R(SQ)] has been proven to be convergent (Gretton et al. (2012), Theorem 12). This
enables us to find an approximate power with a rejection threshold as r (Liu et al., 2020).
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Algorithm 2 Testing with MMD-MP for 2ST

Algorithm 3 Testing with MMD-MP for SID

Input: Testing texts St°, S&, f, ku;
2
est<MMD,, (SE°, S&'; ko) using Eqn. (1);
fori=1,2,...,nperm do
Shuffle 53° U Sg into Sx and Sy;
3
perm,;<MMD,, (Sx, Sy;
end for

k) using Eqn. (1);

Referenced HWT Sp°, testing texts

for x;,y; in S3°, S& do
o
P;+~MMDy,, (Sp°, {x:}; k.,) using Eqn. (11);

—2
Q;«MMD,, (53°,{y;}; k) using Eqn. (11);
end for

Output: p-value S 1 (perm,; > est) Output: AUROC value with two sets {P; }, {Q; }

Nperm

Corollary (1) shows that, given r and o4 being constants, for reasonably large n, the test power
of MPP is dominated by the first term inside ®. As suggested by Section 2.3, when removing the
intra-class distance in Sg o (i.e., R(Sg)>0), we last optimize Eqn. (4) for MGT detetcion.

We now study the uniform convergence of our proposed optimization function as follows.

Theorem 1. (Uniform bound of MMD-MP) Let w parameterize uniformly bounded kernel
functions k,, in a Banach space of dimension D with |w||<Rgq, k, be uniformly bounded by
SUP,,cq SUPy e x Kuw (X, X)) <v with Ly-Lipschitz, i.e., |k, (x,x") =k (x,x")| < Ly||w—w'||. Let
Q) be a set of w for which O’%T >52>0. Taking A=n""/3, with probability at least 1—6, we have

)

Detailed constants and proofs are given in Appendix A.3. Theorem | shows that our estimator

J (Sp, Sg; kw) converges uniformly over a ball in parameter space as n increases. With enough
training data, the estimator converges the optimal solution if the best kernel exists.

sup ||.J(Se, So; ke
wEQs

)_J(PankwM':O(S 5

v 1
2178 [V2 \/D log(Ran)+log = + vLi +

3.3 EXPLORING MMD-MP FOR MGT DETECTIONS

We consider MGT detection in two scenarios: paragraph-based detection and sentence-based detec-
tion. The former aims to detect whether the test paragraph follows the distribution of human-written
paragraphs. We address this as a two-sample test. The latter focuses on distinguishing one single
machine-generated sentence from HWTs. We consider this as a single-instance detection task.

MGT Detection Under two-sample test (2ST). For paragraph-based detection, we consider each
sentence within the paragraph as an instance. The detailed procedure for 2ST using MMD-MP can
be found in Algorithm 2. Note that we only optimize the kernel using MMD-MP during training and
employ the MMD instead of the MPP to measure the distance between Sp and Sp during testing.
The rationale behind this is that we prefer the distance between Sp and Sg to be zero when P=Q,
rather than a negative value, i.e., —R(Sg)<0. Empirically, the performance of these two strategies
is almost identical. We defer more discussion in Appendix F.

MGT detection under single-instance detection (SID). While paragraph-based detection is widely
employed, there exist practical applications that require single-sentence detection, e.g., online con-
tent filtering or false information recognition. Despite numerous works have shown MMD as a
powerful means to measure the discrepancy between two distributions or populations, we still hope
it can be employed to single-instance detection due to the powerful deep kernel. To achieve this,
with a trained kernel, we calculate the distance between a set of referenced HWTs Sp° and a test
text y with Eqn. (11). The detailed procedure for SID using MMD-MP is shown in Algorithm 3.

n

re ind 1
SJP’ 7{y};kw) :E Z XHX]

i,j=1

NIMD, ( Zk xo¥) + k(3 9). (D

Advantages of MMD-MP for MGT Detection over MMD-D. We highlight two key benefits of
MMD-MP over MMD-D: 1) More stable discrepancy estimation: While MMD-D has a similar
E[k(x,x)] with MMD-MP, its variance is much greater than MMD-MP (see Figures 2 (a), (c)-
(d)), indicating that MMD-D exhibits poorer aggregation effects for SE" compared to MMD-MP.
Moreover, training MMD using MMD-MP results in a significantly lower variance (see Figures 2
(c)-(d)), mitigating the challenge of high variance in MMD optimization and thereby enhancing the
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Table 1: Test power/100 on HC3 given 3, 100 processed paragraphs in training data.

Method ‘ ChatGPT ~ GPT3-S Neos | CRaGET  ChaGPY
C2ST-S 62.832000 43.641500 30681547 | 34621575  46.66100
C2STL 89.82:1 00  T5.Tdrso0  60.9711s7 | 68501181  78.22451s
MMD-O 26432140 21171312 19831081 | 25230047 25.184; 41
MMD-D 91.764158 86.984253 75451496 | 86.441107 91.4610.47
MMD-MP (Ours) | 93215155 89.361501 79.68:04 | 89.63:101 91.96:0 6

Table 2: Test power/100 on HC3 given 1, 000 processed paragraphs in training data.

ChatGPT ChatGPT ChatGPT
Method ChatGPT ~ GPT3-S Neos | CRuGET ChaGPT | Gpros Neo-S Neo-S

GPT2-M GPT3-S Neo-L
C2ST-S 60.324256  38.061449  27.651234 | 34484370 40.891379 | 24.971205 32.041241  24.5313.08
C2ST-L 87.8111.48 74.2914.16 61.0543.35 67474317 75494091 56.241353 67.1042.69 54.9143.94
MMD-O 27.2313.53 19.9615.03 19.5819.02 273411 40 26.03+1.63 20.0542.86 23.9110.92 20.9241.10
MMD-D 01382500 8400401 T2.8lasos | 74225108 83292305 | 62.34c400 T7.764905  63.150 s
MMD-MP (Ours) | 92.311530 86.341537 76.351351 | 85.304199 89.051164 | 79.921355 85.5411935 79.6910.78

stability of discrepancy estimation. 2) Enhanced transferability: Our MMD-MP prioritizes fitting
HWTs Sf" compared to MMD-D when training the deep kernel, reducing its reliance on MGTs.
This manner enhances the transferability in detecting unknown MGTs (as verified in Section 4.4).

4 EXPERIMENTS

Datasets and LLM architectures. We evaluate our method on Human ChatGPT Comparison Corpu
(HC3) (Guo et al., 2023), which is a ChatGPT text detection dataset with both long and short-level
corpus, and XSum dataset (Giiera & Delp, 2018), which is a news dataset. We choose paragraphs
with more than 5 sentences for testing in paragraph-based detection and sentences with more than
5 words for testing in sentence-based detection. For LLMs, we consider ChatGPT (OpenAl, 2022),
GPT2 series (Radford et al., 2019), GPT3-S (Toan, 2023), GPT-Neo series (Black et al., 2021),
GPT4all-j (Anand et al., 2023). For each experiment, except for ChatGPT using MGTs in the
original HC3, for other LLMs, we generate MGTs with the first 20 prompts of HWT in HC3.

Two-sample test baselines. 1) MMD-O: MMD with a Gaussian kernel whose bandwidth is opti-
mized; 2) MMD-D: MMD with a trained deep kernel (Liu et al., 2020); 3) Classifier two-sample
tests: C2ST-S (Lopez-Paz & Oquab, 2017) and C2ST-L (Cheng & Cloninger, 2022).

Single-instance detection baselines. 1) Metric-based detectors: Log-Likelihood (Solaiman et al.,
2019), Entropy, Rank (Gehrmann et al., 2019), Log-Rank and DetectGPT (Mitchell et al., 2023);
2) Model-based detectors: OpenAl-D (Solaiman et al., 2019) and ChatGPT-D (Guo et al., 2023).
We also use cross-entropy loss to optimize a deep neural network as a baseline, called CE-Classifier,
whose model is the same as that of MMD-D and MMD-MP except for an additional binary classifier.

Evaluation metrics. We evaluate the detection performance using test power for two-sample
test (Gretton et al., 2012) and the area under the receiver operating characteristic curve (AUROC)
(Jiménez-Valverde, 2012) for single-instance detection. Through all experiments, we randomly take
100 paragraphs or 1, 000 sentences for testing and repeat the experiments 10 times for synthetic data
or 5 times for real-world data. We use bold numbers to indicate the best results in tables.

4.1 RESULTS ON SYNTHETIC DATA

We investigate the impact of variation (i.e., variance) of training data on test power. To this end, we
synthesize a four-center Gaussian mixture data. Specifically, let 1¢ and I¢ represent a d-dimensional
all-one vector and a d-dimensional identity matrix, we denote P=N (0%, I¢) and Q(u, §) as:

1 1% 1 1% 1 1% 1 1%
@(“’5):ZN (u [13] ,51d>+4/v (u [‘13 } ,51‘i)+4/\/ (,u {—15] ,51d>+4/\/ (“[:13] ,51d>.

We consider various Q by setting £€{0.2+0.02xi}1%; and §=1.3 with d=100. Note that we use
these four-center Gaussian mixture data for training the kernel but only sample a center Gaussian
data for testing. We use Lo-norm of the variance of data in QQ to represent its variance.

From Figure 3, we draw two observations: 1) As u increases, the test powers of MMD-D and our
MMD-MP become higher since the distributional discrepancy between P and each single-center
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Table 3: AUROC/100 on HC3 given 3, 100 processed paragraphs.

ChatGPT ChatGPT

100-

Method ‘ ChatGPT GPT3-S Neo-S

Neo-S GPT3-S P
Likelihood 89.8240.03 60.564132 61.184195 | 75814051  75.0540.25 3 80-
Rank 73.2041.49  T1.9641.01  72.0940.51 | 72.744074  72.3441.38 5 —4¢- MMD-D
Log-Rank 89.5810.07 63.784129 64.9211 04 T7.57+L0.55 76.47+0.12 3 70- -~ MMD-MP
Entropy 31.5310.00 54.3411 33 56.1910.33 44.0810.04 42.0812.01 g
DetectGPT-d 77924074  53.41i041  52.074038 | 66.0140.29  65.7041.14 4 60
DetectGPT-z 81.0710.77 53451053  52.2840.31 67.5410.19  67.3241.02 e ‘__H.*-H"‘—H-‘
50- -14
OpenAl-D 78.57+1.55 84.0510.71 84.86+0.87 81.2040.95 80.68+1.64 —&— Variance
ChatGPT-D 95.6440.13 61.8941 .04 54.4510.10 75.47 +0.63 78.9541.00 40+ . . . ©-12
0.2 0.25 0.3 0.35 0.4
CE-Classifier 96.1940.17 92444063 88.8810.19 | 90931072  92.9710.28 [}
MMD-O 56.3410.66 959.904087 63.191076 | 60.461128  57.7941.95 : . :
MMD-D 95831047 94865045 91121088 | 91392086  93.4940 46 Figure 3: Impact of variance
MMD-MP (Ours) | 96.201928 95.081032 92.041058 | 92.48,037 94.61.022 mn tralnlng data on test pOWer.

Table 4: AUROC/100 on HC3 given 1, 000 processed paragraphs in training data.

ChatGPT ChatGPT ChatGPT
Method ChaGPT  GPT3-S  Neos | CRUOPT  CHAGFT | GPras  Neoss Neo-S

GPT2-M GPT3-S Neo-L
CE-Classifier 95.99.040 91404037 87271052 | 88.1340.44 91.594036 | 84.891061 88914051 84.154130
MMD-O 54.641160 61.524918 61934090 | 58284165 57.924132 | 57.864139  59.784061  58.07+1.20
MMD-D 93.86+0.70 91.50+124 81101083 | 89.2840091  90.281159 | 85.504085 88.07x087  84.20+233
MMD-MP (Ours) | 95.9540.42 94.281057 89.611044 | 90.831079 93.461052 | 87.031050 91.254055 86.931052

Gaussian data in Q becomes larger; 2) When the variance of data in Q increases with p, the test
power of MMD-MP surpasses that of MMD-D by a maximum margin of approximately 9% power.
This suggests that forcing the aggregation of all data in Q will hinder MGT detection performance
when the variance of training data is significant.

4.2 TEST POWER ON PARAGRAPH-BASED DETECTION

We compare our MMD-MP with the state-of-the-art (SOTA) two-sample test method for detecting
MGTs on HC3 in terms of test power and defer the results on XSum in Appendix J.1. To broadly
evaluate detection performance, we conduct experiments on various scenarios, including training on
full training data, a limited number of training data, and unbalanced training data.

Test power on full training data. We conduct this experiment using 3, 100 processed paragraphs
to train the model. Table | shows the detection performance under different training populations
in terms of test power compared with other baselines, including one and two populations. The
results show that MMD-MP exhibits superior test power compared with other methods, particularly
in detecting Neo-S texts, where the test power is approximately 6% 1 higher than MMD-D.

Test power on a limited number of training data. We utilize 1, 000 processed paragraphs to train
the models with one, two, and three training populations, respectively. Table 2 demonstrates that our
method achieves significantly higher test power performance compared with others. Remarkably,
our method outperforms MMD-D by an average of 8.20% 1 on test power over the two training
populations and exhibits a 13.97% 7 increase over the three training populations, suggesting that
extreme instability of discrepancy estimation of MMD-D when dealing with multiple populations.

Test power on challenging unbalanced training data. In real-world scenarios, obtaining HWTs
is easily feasible, while collecting MGTs poses more challenges. To thoroughly assess the per-
formance of our approach, we conduct an evaluation with 2,000 processed HWT and 400 MGT
training paragraphs. As illustrated in the top of Figure 4, our approach exhibits significantly supe-
rior performance compared with other methods, e.g., surpassing the test power of 6.96%~14.40% *
than MMD-D, highlighting its stability in detecting MGT's under unbalanced training data scenarios.

4.3 AUROC ON SENTENCE-BASED DETECTION

In this section, we compare our MMD-MP with the SOTA single-instance detection method for
detecting MGTs on HC3 in terms of AUROC and defer the results on XSum in Appendix J.2.

AUROC on full training data. Table 3 shows that our MMD-MP achieves better AUROC than
other baselines. Notably, our MMD-MP outperforms the SOTA model-based method, i.e., ChatGPT-
D with 1.20% 1 of AUROC when detecting ChatGPT texts. Moreover, MMD-MP achieves an
improvement of 0.22%~1.71% 1 on AUROC over MMD-D and 0.61%~2.64% 1 over the CE-
Classifier method, illustrating the superiority of our method in detecting the single sentence.
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Figure 4: Test power and AUROC on HC3 given 2,000 HWT and 400 MGT training paragraphs.
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AUROC on a limited number of training data. From Table 4, our MMD-MP achieves perfor-
mance comparable to CE-classifier in detecting ChatGPT texts and surpasses other baselines in other
scenarios. Particularly, our method outperforms MMD-D by 2.46%1 and CE-Classifier by 1.39%%
on average. Note that although the model of CE-Classifier is the same as MMD-D and MMD-MP
except for an additional classifier, our MMD-MP demonstrates superior detection performance over
CE-Classifier, indicating the powerful distinguishability of our method.

AUROC on challenging unbalanced training data. From the bottom of Figure 4, our approach
consistently outperforms baselines for sentence-based detection. Critically, our MMD-MP achieves
an improvement of 3.89%~9.01% 1 on AUROC over MMD-D and 0.38%~1.79% 7 over the CE-
Classifier method. Combining Tables 3, 4 and Figure 4, we conclude that our method is superior in
detecting a single sentence under various scenarios on different LLMs compared with other methods
in total, suggesting the stability of our method for MGT detection.

4.4 RESULTS ON UNKNOWN LLM TEXTS Table 5: Test Power/100 on unknown LLMs.

Method | NeoL GPTj-6b  GPT4all-j
In light of poor performance for MGT detection  c2sTS 11204330 7724072 1430123
baselines on unknown LLM-text, we evaluate our ~ C2STT B e 26hesr 2T
method in the context of this type of detection. We MMD-D 3818000s 319241  5L28s001
train the models using texts generated by ChatGPT, =~ _MMD-MP ©urs) | 61794351 59.57:133 77.69+0.4

GPT?2 and GPT2-m on HC3, and then test on texts

Table 6: AUROC/100 on unknown LLMs.
generated by GPT-Neo-L, GPT-j-6b and GPT4all-j.

Method | NeoL GPTj-6b  GPT4all-

From Tables 5-6, our method outperforms the base- g cpGifer 78000100 74561100 52571001
lines by a large margin on test power and AUROC.  MMD-0 54.861031  53.854086 52921133
. } : ;. MMD-D 77914087  T5ATa1a  82.11i05
Critically, our MMD-MP achieves an absolute im MMDMP (Ours) | 8106 T84T 8575

provement of 23.61%~27.65%71 on test power over
MMD-D. Moreover, our method outperforms MMD-D by 3.25% 7 and CE-Classifier by 3.37% 7
of AUROC on average. These results demonstrate the superior transferability of our method.

MMD-D

MMD-MP

4.5 VISUALIZATION OF KERNEL FEATURE ¢

We visualize the feature (d=300) extracted by ¢
over two LLM-texts via t-SNE (Van der Maaten &
Hinton, 2008) for MMD-D and MMD-MP. In Fig-
ure 5, two types of LLM-text features by MMD- :
D are entangled and disorganized, while the MGT -40 -20 0 20 40 60 -20 -20 0 20 40
features obtained by our MMD-MP exhibit lower ~ Figure 5: Features Visualization via t-SNE.
overlap, confirming that our method indeed relaxes the constraint of aggregating all MGT instances.

< ChatGPT
* GPT3-S
o HWTs

5 CONCLUSION

In this paper, we propose a multi-population aware optimization method for training kernel-based
MMD called MMD-MP, which alleviates the poor optimization of MMD. With a trained deep ker-
nel, we design two MGT detection approaches for paragraph-based and sentence-based detection
tasks, respectively. Extensive experiments on a variety of LLMs demonstrate the superiority of our
methods in terms of test power and AUROC, especially in detecting unknown LLM texts.
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A THEORETICAL ANALYSIS

Given a kernel k,, we define MPP and its unbiased estimator as:
MPP (P, Q; Hy) = E [k, (X, X') — 2k (X, V). (12)
— 1 * *
MPP,, (Sp, So; kw):m Z H;, where Hij::k‘w(xi, Xj)—kw (X, y;)—ko(yi, x;5). (13)
i#]
For simplicity, we denote 7, = MPP,, = ST 2uiny Hiy and n, = E[H,).

A.1 PROOF OF PROPOSITION 1

Proposition 1. (Asymptotics of mu ). Under the alternative $1 : P # Q, based on a standard
central limit theorem, we have:

——— d 2
Vn(MPP,, — MPP) — N(0, UYJT)’ (14)
where 03, := 4 (E[H{yHY3] — E[H{,)?), Hiy, Hi denote different Hy;.
Proof. Let U denote a pair (x,y) and h(U,U’") = ko, (x;,%;)—ko (X, yj)—kw(yi,x;). Based on
the property of U-statistic and Lemma A in Section 5.2.1 of Serfling (2009), when n — oo, we have
nVar[f,] — 4€, =: 02, (15)

where we use 02 to denote 0'5273;{ for simplicity, and &, is represented as:
&, = Vary [Ey [R(U,U")]]
= Ey [Eor [W(U, U")] By [1(U, U")]] = Ev [Eo [(U, U")))*
= E[H{,H{3] - ]E[Hfz}g-
Via Theorem A in Section 5.5.1 of Serfling (2009), we obtain the conclusion. O

A.2 PROOF OF COROLLARY 1

Corollary 1. (Test power of Mﬁ?u ) For reasonably large n, the probability of rejecting the null
hypothesis g : P = Q when P #£ Q is given by:

oL T VI O

(16)

where Pr%{;f :=Pr (n [@u + R(S@)} > r) and R(Sg) = ﬁ Dz ko(Yisyj) >0, ®is
the standard normal cumulative distribution function.

Proof. Via Proposition 1, we obtain

Pr (n[NIPP, + R(S)| > r) = Pr (W(mu —MPP) , 7o nMPP - R(So)

097 \/ﬁaﬁf
. —n]MPP + R(Sp)]
=1-o Vnos; )
_ _(VA(MPP+ R(Sp))
o (I)( O'yji* \/ﬁ O—YJT ) ’
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A.3 PROOF OF THEOREM 1

To analyze the convergence of our method, we first describe the following relevant technical as-
sumptions that have been analyzed by Liu et al. (2020).

(A) The kernels k,, are uniformly bounded by sup,,cq Sup, ¢y ku(z,z) < v.

(B) The possible kernel parameters w lie in a Banach space of dimension D. Furthermore, the
set of possible kernel parameters {2 is bounded by Rq, i.e., Q2 C {w | ||w|| < Ra}.

(C) The kernel parameters is L-Lipschitz for all data x,x’ € X and w,w’ € 9, i.e.,
|k (x, x") =k (x,X')] < Li|jw—d'|.

We first provide some results on the uniform convergence of 7),, and 62 based on e-net argument
(Vershynin, 2018), which will be used to prove Theorem 1.

Proposition 2. Under Assumptions (A) to (C), we have that with probability at least 1 — 6,

6 2
sup M — Nl < Tn [V\/ﬂog 5 +2Dlog (4Rqv/n) + Ly,

Proof. We denote a random error function

D(w) =y — M-

Based on Assumption (B), we can use at most T = (4Rq/q)” points {w;}Z_, such that for any
w € Q, min; ||w — w;|| < ¢ (Cucker & Smale (2002), Proposition 5).

Recall that 7, = m > 2; H;;, we construct a new population by replacing one data pair
(x1,¥1) in Sp and Sq with (x/, y}), and thus obtain 7}, = ;b= 3=, ; F;, where F is the same
as H except when ¢ or j equals to 1.

We calculate the difference

| — 1,] < Z\ Z|Hz*1 1|+ Z|H1g Frj|

L;éj L>1 J>1

T

T
= ZPY(VM - 77w7;\ Z 6) = ZPI‘ (qu - E[ULJ
i=1 1=1

2¢2 2¢*
< 2T exp (—W> = 2T exp <_(121/)2/n) .

Let 2T exp (—%) = §, we obtain ¢ = 12~ log 55~ 2L Thus, with probability at least 1 — 4,

> )

=

12v oT  6v 2 4Rq
B(w;)| < —=—1/log = < == [2log = + 2D log —=. 17
ieg{f}fﬂ\ (Wz)|_\/% g _\/ﬁ\/ 0g 5 08— (17)

We next deviate the Lipschitz of ®(w) based on Assumption (C).

il = | < gy DM —H;‘f“>|sm—zsmnw W' = 8Ly flw - /],
l#] i#]

we have

17
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e =l = [E[B5)] —E [H5] | <E|HS - B < 3Lullw — oI
Thus, we have
[@(w) = (W) = [l = N = (o = M) < (Ao = Tl ) + (Mor = 1) | < 6 L[| = | (18)
Combining the results of (17) and (18) and setting q:ﬁ, we have that with probability at least 1—¢

sup [D(w)] = [2(w)] = |P(w") = D(ws) + Blw)] < [D(w)] +|P(w7) — D(ws)]

< D (w; 6L
< Jnax [[®will +6Lkg

6v 2 4RQ 6Lk
< —4/2log - +2Dlog — + —
< /m og(sﬁL og p + n

b

= — [1/\/2 logg + 2D log (4RQ\/5) + Ly,

where w* = arg,, sup |®(w)| and w, = arg,, miny, e {w,...wp} llW* — wil|. O
Next, we present some lemmas to lay the foundation for establishing the uniform convergence of
2. For simplicity, we denote 6y, = Ogy and o = 0y,

Lemma 1. Under Assumption (A ), we have that with probability at least 1—9.

2 2
|62 —E 62| < 252v%/ = log ~.
n

Proof. We first estimate |62 — (67,)?| when changing one data pair in Sp and Sgp. To this end, we
construct a new population by replacing one data pair (x1,y1) in Sp and Sg with (x],y}), and thus

2 2
obtain (67,)% = 4 (nl3 Do (ZJ F;}) — (% D i F;;) >, where F is the same as H except when
1 or j equals to 1. Recall that

2 2

R 1 . 1 .
62 =4 EZ ZHU - EZH“
2 7 ()

After changing one data pair, the difference of the first term changes with

2 2

2
SE(Zm) -5 () |s5T|(Tm) - (2s
[ J 1 J J J

i

2

DS > 5y

- H* H* — R < — HXHY — F*I*

n3 ijt+tid - gl = n3 ‘ % k14 it il
J

i | gl ijl
=3 it = Fiplie] T 03 ity — L'y
=1 je i>1j=1¢=1
1 1
* * * Tk * * * Tk
3 E E ’Hij i — Lile| + 3 E E ’Hij i — il

i>1 j=1,0#1 i>1 j#1,0=1

IN

1
— (n*180% + (n — 1)9v° + 2(n — 1)*181%)
n

6 7 3\,
(n‘nﬁns)g“
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where the penultimate line follows by the facts that: 1) ‘H L HY, — FF| <1802 due to |Hyy| <
3v, |Fij| < 3v;2) |HAHY — FAFL| < max{HjH}y, FiFq} < 9v% 3) wheni > 1, £ # 1,
|Hj Hyy — Fy | = [Hy H — FR HS| < \HG[|HY — Fiy| < (6v)(3v) = 18v.

After changing one data pair, the difference of the second term changes with

2 2

1 * 1 *
wom) - (5
i i

]

'S

1
ij ij ij ij

1 * *
—(2-3v)- > |H}; — Fjj

<
n .
¥
1 * * * *
= 5(23v) Yo HG - FGl+ Y HG - F
i=1,j#1 j=1,i#1
< E(Q -3v) - (2n — 1)6v

= 3612 21
n n2)’

jal 2 2 2
|O' *(O’l) |<4 <nn2+n3> 91/ +361/ (nnz):|

4 11 3
= 3617 {n—+}

Thus, we have

>
(]

n2 n3

50412
< .
n

Using McDiarmid’s inequality (Mohri et al., 2018), with probability at least 1 — §, we have
2 2
|62 —E 62| < 2520%/ = log ~.
n )

Since 42 is not unbiased, we next estimate |E 62 — o2|.

Lemma 2. Under Assumption (A ), we have

64812
E62 — 02| < .
n

Proof. Recall that o2 and the expectation of 52

03 =4 (E[Hszikg] - E[HEF)

~ 1 * * 1 * *
Eo6Z =4 EZE[ it je]*ﬁZE[Hij ab)
ije ijab

We decompose the summation term into terms with non-repeated indices and terms with repeated
indices.
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For the first term in E 62,

>Rl

il

~n(n—1)(n—2)

Thus, we have

n3

3ZEH J*f

¥IA

n3

§(3—2)182
n  n?

Similarly, for the second term in E 52, note that

H* * 1
2Bl .

oy

_ ‘(n(n— 1)(n —2)

(2

-5 Y Em

ijL:|{4,5,0}|=3

* * nn —
E[H7, ) + (1 ol

E[H}, H3)

>, EH

Thus, we have

— 1) E[H],His) + (1 —

)|IEH12H13] E[H, ;é”

n(n—1)(n—2)(n

ijab ijab:|{i,j,a,b}|=4
n(n—1)(n—-2)(n-3) .,
i E[H,)* + (1 -
4ZE HHoy) — E[H{,Hi)

ijab

_ ‘ (n(n ~D(n—2)(n—

6 11 6
n n

6 11
R
n n

n4

6 2

Therefore, we conclude that

2
|E&fjai§4{<zn>18 +<

3)—1) E[H},)?+ (1—

) i - Bl )

9 13 6 )
(n_n2+n?»)72”

64812
—

Next, we deviate the Lipschitz of ¥(w) := 62 — o2.

Lemma 3. Under Assumptions (A) and (C), the Lipschitz of ¥(w) := 62

|W(w) — W(w')| < 288Lv.

20

nn—1)(n—2)(n

S EHLHY)
ij@:\{i,j,f}\<3
‘”)E[H 5.

"("_2)3(“_2))&1{ 4]
E[H}, H2,

ijab:|{i,j,a,b}|<4

=) sy )

n

— -+

4

=) mirr

)

2 . .
— o is given by
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Proof. We first deal with the Lipschitz of ¥(w) by

U (w) — V()| =162 — 02 — 62, +02,| <62 — 62|+ |02 — 2.
The first right term is bounded by
62 — 52,

_ *(w) *(w *(w') rpx(w’) 1 *(w) *(w *(w’) (
= 3ZHM Hjq sZHu& H =i Y HG Hy s ZH H,
ijl igl ijab ijab

4 #(@) pre(w) _ e )|, 4 *(@) pp(w) _ pra(@) ppe(w)
< EZ Hil Hje _Hiz Hje + EZ ’Hij Hab - Hij Hab ‘
ije ijab

4 *(w *(w *(w *(w’ *(w *(w *(w’
<$Z‘HM( )ng()_Hw( )sz( )’+‘Hi£( )H( )+ng( )Hﬂ( )‘
70

4 *(w) pr(w) #(w) prx(w’) #(w) prx(w’) #(w') ppx(w’)
+EZ‘H@‘ H,, "~ —H;;""H, ‘+‘Hij H, ' —H;""H,

ijab
< *<w>’ ’Hj}“) Y )‘ N ’H*w )’ 'H*(m e >‘
4 #(w) #(w) *(w) #(w') #(w')
WZ\% L o ||| - )
322 (Bv - 3Ly|lw — ') + 422 (3v - 3Lk |lw — ')
ij0 ij0
= 144v Ly|jw — o]

Similarly, the second term is bounded by

o2 = a2l < e [ ) < [ ]

2
E {Hfz(“)} —E a1 ‘
< 4E ‘H*(w Hféw) B HE(W )Hi‘é‘“')] +4E‘HT2(W)H;£M) _ HTQ(UJ/)H;EM)‘
< 144vLy|jw — o'||.

Thus, we obtain the result
|¥(w) — U(w')] < 288vLy|w — ']

Relying on Lemmas 1 to 3, we provide the result of the uniform convergence of 52.

Proposition 3. Under Assumptions (A) to (C), with probability at least 1 — §, we have

64812 n 288v Ly,
vnoo

2 2 2

sup |62 — 02| < 2521/2\/ log = + —Dlog(4v/nRq) +

weN n 1 n

Proof. Similar to Proposition 2, we denote a random error function
U(w) =62 —0o?

Based on Assumption (B), we can use at most 7' = (4Rq/q)” points {w;}7_, such that for any

w € Q, min; |lw — w;|| < ¢ (Cucker & Smale (2002), Proposition 5). Accordmg to Lemmas 1 and
2 and a union bound, we have that with probability at least 1 — 9,

T

64812
max [U(w;)| < max |65 —Eé. +E67 —o5 | < max_ |&i, ~E&2 |+ v
ie{l,....T} ie{l,...,.T} ° ‘ ie{l,..., i °
2 2T 4812 2 4 4812
< 2522 | 2 1og 2L 4 U8 9592 log + Dl g | 64807
n é n 6 q n
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Combing Lemma 3 and setting q:ﬁ, we have that with probability at least 1—§

sup [U(w)| = [¥(w")] = [W(w) = U(w.) + U(w)] < [W(wa)]+ ¥ (W) = U(w.)|
< a W(w;)|| 4+ 288v Ly
= iy e (ws)l vkl
2. 2 2 64807  288vL
< 252y2\/ log = + = Dlog(4v/nRq) + ——t 4 2272k,
n -8 n n vn
where w* = arg,, sup |¥(w)| and w, = arg,, ming, e {u, ...} |0 — will. O

Next, relying on the results of Propositions 2 and 3, we begin to prove Theorem 1.

Theorem 1. (Uniform bound of MMD-MP.) Let w parameterize uniformly bounded kernel
functions k,, in a Banach space of dimension D with |w|<Rgq, k, be uniformly bounded by
SUPy, e SUPy xr e Ko (X, X)) <v with Ly-Lipschitz, i.e., |k, (X,X')—ko (x,X')| < Li||w—w'||. Let
Q) be a set of w for which U%,{ >52>0. Taking A=n""/3, with probability at least 1—5, we have

)

. 1
sup ||J(Sp, Sg; kw) — J(P,Q; k)| = O (2 V1/3 [VQ\/D log(Raon)+log = + vLi +
wed, sn 0

Proof. Leto? | := o2 + )\, we have

sup |1~ 1o < qup e Ty gy T Ty e T
weQs Tw,A UUJ wey 0w A Ow,\ weQs Tw,A Ow weQ, Ow Ow
R 1625 — 02, . o2 5 — a5 1

< sup || s + sup |1 = + sup — My — M|

wes  OwATwA(Bwn T 0wn)  weq,  Twalw(Owr+0w)  weq, Ow
< 3v 52 2) | 3vA 1| |

sup ————— 162 — o
- weg As + v/ As2 e v (s2+ N)s+ vs2+ )\32 weQ o = The

3vA 1

< — sup |62 — 0%+ 22 + = su .
7R o2 el g+

According to Propositions 2 and 3, with probability at least 1—4, the error bound is at most

6v 75613 \/ 2 86412 6 ) v\ 194413
— 21o +2Dlog(4R —_— — + ——
(Swﬁl 52v/n\ ) 55 B(4Ravn) + (82v7%X sv/n 2s%  $2py/A

Taking A\ = n~1/3, we get

6 756 2 86412 6 3 194413
( id id >\/210g+2Dlog(4RQ\/ﬁ)+<52an/3+s)Lk+ A

S\f s2nl/3 0 Vn 2s3n1/3 ~ §2p5/6
1 6vs 2 65 v 194413
= 251/ [( 76 +756v ) \/2 log g—I—QD 10g<4RQ\/ﬁ)+ (864V +1/6) Lk+%+W1
(19)

Thus, we have that with probability at least 1—4,

. v 1
sup ||J(Sp, Sg; kw) — J(P, Qs k)| = O<s2nl/3 [VQ\/D log(Ran)+ log 5 +vLly +
weg

)

Note that the error bound of the optimization is close to the result of Liu et al. (2020), however, the
detailed coefficient of each term in Eqn. (19) is totally different due to the different H and H*.

O
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B RELATED WORK

B.1 LARGE LANGUAGE MODELS

Large Language Models (LLMs) hold significant importance in various fields due to their capabil-
ities in natural language understanding (Ouyang et al., 2022; Bender & Koller, 2020; Allen, 1995;
Wang et al., 2018), and demonstrate exceptional performance in several downstream tasks such as
dialogue generation (Li et al., 2016; Huang et al., 2018; Ma et al., 2020), machine translation (Bah-
danau et al., 2014; Wu et al., 2016; Caron et al., 2021) and text annotation (Pei et al., 2023; Pangakis
et al., 2023; Tang et al., 2023b).

The transformer architecture (Bahdanau et al., 2014; Vaswani et al., 2017; Xiong et al., 2020) plays a
pivotal role in language modeling by introducing a self-attention mechanism, enabling the model to
selectively focus on different segments of the input sequence. Building upon the transformer, Devlin
et al. (2018) introduce the Bidirectional Encoder Representations from Transformers (BERT), a
standout model in the series of masked language models. Moreover, Liu et al. (2019) introduce
RoBERTa, which employs a robust optimization strategy applied to the BERT pretraining method,
achieving superior performance across various tasks compared to BERT.

Another well-known category of language models belongs to the GPT series (Radford et al., 2018;
2019; Black et al., 2021; Toan, 2023; Black et al., 2021). For example, Radford et al. (2018) intro-
duce the generative pre-trained Transformer (GPT), which demonstrates remarkable performance
across diverse language generation tasks due to extensive training on large-scale text data. Sub-
sequently, GPT2 (Radford et al., 2019), GPT3 (Toan, 2023), and GPT-Neo (Black et al., 2021),
expand the model structure, incorporating more parameters and training on a broader corpus, con-
sequently surpassing the performance of their predecessors. OpenAl releases ChatGPT (OpenAl,
2022), which is trained on the GPT-3.5 architecture. This excellent model continually enhances its
generative capabilities through Reinforcement Learning from Human Feedback (RLHF) (Christiano
et al., 2017; Stiennon et al., 2020). With its revolutionary performance in generating coherent and
contextually relevant text, GPT-4 (OpenAl, 2023) is expected to further advance the capabilities of
large language models, pushing the boundaries of language understanding and generation.

B.2 MGT DETECTION

Various machine-generated text (MGT) detection methods (Solaiman et al., 2019; Dou et al., 2022;
Yang et al., 2021; Mitchell et al., 2023; Kirchenbauer et al., 2023; Tang et al., 2023a) have been
developed and shown promising performance. In general, current detection methods can be roughly
divided into two categories, i.e., metric-based methods and model-based methods. Specifically, the
former employ statistical metrics (e.g., likelihood and entropy) extracted by LLMs to detect outliers,
while the latter finetune a pre-trained LM (e.g., ROBERTa (Liu et al., 2019)) to identify MGTs.

Metric-based MGT detection methods. These approaches leverage pre-trained LLMs or scoring
models to measure the statistical discrepancy between human-written texts and machine-generated
texts. Among them, the commonly used metrics involve log-likelihood (Solaiman et al., 2019), en-
tropy, rank (Gehrmann et al., 2019) and log-rank (Mitchell et al., 2023). Different from the above,
DetectGPT (Mitchell et al., 2023) proposes to compare log probability of texts under multiple per-
turbations, based on the assumption that the MGTs are more likely to lie in the local optimal of log
probability, which achieves higher AUROC compared with other metrics. However, these metric-
based detection methods are compromised with inferior performance when encountering a large
language-domain gap between the generated text model and the scoring model.

Model-based MGT detection methods. These methods usually train a classification model us-
ing texts provided by both humans and LLMs. To be specific, OpenAlI-D (Solaiman et al., 2019)
finetunes a RoOBERTa model with GPT2-generated texts and is used in detecting GPT2 outputs.
ChatGPT-D (Guo et al., 2023) devises two manners (i.e., using pure answered text or QA pairs) to
train the model using HC3 dataset (Guo et al., 2023). Besides, Kumarage et al. (2023) train a clas-
sifier by combining standardized stylistic features and LLM-based text embeddings. Abburi et al.
(2023) propose an ensemble neural network model using probabilities from pre-trained language
models as features to train a text classifier. These methods train the classifier severely relying on
MGTs, leading to unsatisfactory transferability for MGT detection.
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More recently, an alternative detection paradigm is the watermark-based detection (He et al., 2022;
Kirchenbauer et al., 2023), which is defined as unseen modifications to texts that hide identifying
information. For example, Kirchenbauer et al. (2023) propose to inject the watermark by selecting
a randomized “green token” set before a word is generated, and softly promoting “green tokens”
while sampling. Such a watermark is hard to remove and can be detected by a statistical test with
p-values. However, these methods rely on a tailored language model to add the watermark and thus
only distinguish the texts generated by this model, limiting their application scenarios.

B.3 TWO-SAMPLE TEST

Two-sample test (Gretton et al., 2012; Liu et al., 2020; Lopez-Paz & Oquab, 2017; Cheng &
Cloninger, 2022) is a hypothesis test that aims to determine whether two populations are from a
congruent distribution (Borgwardt et al., 2006). Since the traditional statistical methods such as
t-tests and Kolmogorov-Smirnov tests (Larsen & Marx, 2013) are stuck with complex assumptions
and low-dimensional spaces, a board set of kernel-based methods have surged to prominence, which
construct a kernel mean embedding for each distribution and measure the difference between them.

Maximum mean discrepancy (MMD) serves as a highly efficacious metric to distinguish between
two distributions (Gretton et al., 2012; Gao et al., 2021; Zhang et al., 2023a). Tolstikhin et al. (2016)
further derive lower bounds for MMD estimation based on finite data for a radial universal kernel. To
address kernel adaptation for the quadratic-time MMD, Liu et al. (2020) propose to choose the best
kernel by splitting data. In addition, Kim et al. (2022) propose an adaptive two-sample test for testing
equality between two Holder densities supported on the real d-dimensional unit ball. Nonetheless,
limited research has explored the optimization mechanism of kernel-based MMD. In this paper,
we delve extensively into this through comprehensive empirical investigations and propose a novel
optimization method to further improve the stability of training for kernel-based MMD.

An alternative strategy to compare distributions involves training a classifier between them, subse-
quently evaluating its accuracy. These approaches are commonly referred to as classifier two-sample
tests. Among them, C2ST-S (Lopez-Paz & Oquab, 2017) uses the output of the softmax layer as
representation, while the C2ST-L (Cheng & Cloninger, 2022) uses the output logits instead. These
several methods are provable to be encompassed by kernel-based MMD (Liu et al., 2020).
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C MORE DETAILS FOR EXPERIMENT SETTINGS
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Figure 6: Ilustration of statistical distributions of texts in HC3 and XSum.
Table 7: Parameter size of the pretrained LLMs adopted in the experiment.

Model | GPT2 Neo-S GPT2-M GPT3-S Neo-L GPTj-6b GPT4all-j
Parameters | 124M  125M 355M 551M 2.7B 6B 6B

Human-written texts (HWTs) in our experiment come from the Human ChatGPT Comparison Corpu
(HC3) dataset (Guo et al., 2023) and the Extreme Summarization (XSum) dataset (Giiera & Delp,
2018). Specifically, HC3 contains 24, 322 question-answer pairs in the form of both long short-level
paragraphs or sentences, covering a wide range of domains such as open-domain, computer science,
finance, medicine, law, and psychology. Meanwhile, XSum contains 226, 711 news articles from
BBC ranging from 2010 to 2017 and covering domains including news, politics, sports, weather,
business, technology, science, health, family, education, entertainment and arts. For paragraph-
based detection, we choose paragraphs with more than 5 sentences for testing, while for sentence-
based detection, we choose sentences with more than 5 words since shorter sentences with fewer
than 5 words could be difficult for us to classify into some category. We also provide statistical
distributions of texts from both HC3 and XSum in Figure 6, including the length of paragraphs, the
length of sentences and the number of sentences in one paragraph.

For machine-generated texts (MGTs), we consider commonly used LLMs to generate, including
ChatGPT (OpenAl, 2022), GPT2 series (Radford et al., 2019), GPT3-S (Toan, 2023), GPT-Neo
series (Black et al., 2021), GPT4all-j (Anand et al., 2023), where the model parameters are shown
in Table 7. Since HC3 already provides the texts generated by ChatGPT, we utilize the remaining
models to generate texts according to the first 20 prompts of HWTs. The text generation strategy is
similar to that of Mitchell et al. (2023).

C.2 IMPLEMENTATION DETAILS OF OUR METHOD

Architecture Design of Deep Kernel. The deep kernel ¢ 7 in our MMD-MP is a neural network ¢

equipped with a feature extractor f . For the feature extractor f , we employ OpenAl’s RoBERTa-
based GPT-2 detector model (Liu et al., 2019), which is the same as that of OpenAI-D (Solaiman
et al., 2019), and consider its last hidden state as the feature of the input text. Each token in this
feature extractor has a dimension of 768, and we set a maximum of 100 tokens per sentence. The net-
work ¢ consists of a hidden-layer transformer followed by a projector and a multi-layer perceptron
(MLP), where the projector reduces the data dimension from 768 to 512, while the MLP reduces the
flattened data dimension from 51, 200 to 300. The data dimension during the whole procedure when
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feeding a sentence into the kernel follows the sequence: 100x768—100x512—51, 200—300. Note
that we only optimize the network ¢ and fix the extractor f during training through all experiments.

More detailed algorithms. Our method is designed to effectively detect whether the given texts are
from humans. To summarize, we first extract features from both HWT and MGT sentences using
the fixed feature extractor f . Then, we train the deep kernel ¢ i by maximizing the objective .J in
Eqn. (10) (Algorithm 1) for both paragraph-level and sentence-level detection scenarios.

For paragraph-level detection, we compute the estimated MMD between given HWTs and test para-
graph sentences (“est”). We then iteratively randomize and split these mixed sentences, calculating
MMD values as “perm;”. We obtain test power by comparing “perm;” with “est” (Algorithm 2).
For sentence-level detection, using a set of HWTs as a reference set, we compute the MMD distance
between the test single sentence and reference samples (Algorithm 3).

We conduct our experiments using Python 3.9 and Pytorch 2.0 on a server with 1x NVIDIA A800
GPU. We use Adam optimizer (Kingma & Ba, 2015; Yang et al., 2023) to optimize the kernel
parameters. In Algorithm 1, we set A to 10~® and batch size to 200, and learning rate to 0.00005
on HC3 and 0.00001 on XSum in all experiments. Following the setting of two-sample test in
(Liu et al., 2020), we set the threshold a = 0.05 to determine whether to reject or accept the null
hypothesis when testing for two-sample test.

C.3 IMPLEMENTATION DETAILS OF BASELINES

Two-sample test baselines. For two-sample test, we compare our method with MMD-O, MMD-D
(Liu et al., 2020), C2ST-S (Lopez-Paz & Oquab, 2017) and C2ST-L (Lopez-Paz & Oquab, 2017).
The architectures of the first two baselines are the same as our MMD-MP, and the latter two are
classifier two-sample test methods that use the same architecture as our MMD-MP except for an
additional binary classifier. We run these baselines using the code ' from Liu et al. (2020). More-
over, we set the learning rates of these four baselines to be 0.00005, 0.00005, 0.0001 and 0.0001,
respectively on HC3, while 0.00001, 0.00001, 0.0005 and 0.0005 on XSum.

Single-instance detection baselines. For single-instance detection, we compare with metric-based
detectors, e.g., Log-Likelihood (Solaiman et al., 2019), Entropy, Rank (Gehrmann et al., 2019), Log-
Rank and DetectGPT (Mitchell et al., 2023) and model-based detectors, e.g., OpenAl-D (Solaiman
et al., 2019) and ChatGPT-D (Guo et al., 2023). We implement these methods based on the code >
from He et al. (2023). In addition, we use cross-entropy loss to optimize a deep neural network as
a baseline, called CE-Classifier, whose model is the same as that of MMD-D and MMD-MP except
for an additional binary classifier. Similar to the training of MMD-D and MMD-MP, we fix the
extractor and only update the kernel network and the binary classifier, where the learning rate is set
to 0.0001 on HC3 and 0.0005 on XSum, respectively.

Kernel hyper-parameters selection. For all experiments, we set e=1071? and ¢,=30. In the
case of our MMD-MP, we set 04=55 when the sample size n=3, 100 and 04=45 when n=1, 000.
Accordingly, for MMD, we set 0,=20 when the sample size n=3, 100 and 04=55 when n=1, 000.

Through all experiments, we evaluate the methods under the training set with 3, 100 or 1, 000 para-
graphs. During testing, we randomly take 100 paragraphs for two-sample test and 1, 000 sentences
for single-instance detection. For each method, we repeat the experiments 10 times for synthetic
data or 5 times for real-world data to ensure experimental reliability.

C.4 IMPLEMENTATION DETAILS ON SYNTHETIC DATA

For the toy experiment in Section 4.1, we use the network following high-dimensional Gaussian
mixtures settings of Liu et al. (2021). We train the deep kernel using synthetic data consisting of 200
instances with a learning rate of 0.00005 and test using 1,000 sets, each containing 10 instances.
Moreover, we consider different u to represent data with different variances, i.e., larger © means
larger variance. Furthermore, we use Lo-norm of the variance of data in Q to represent its variance.

https:/ /github.com/fengliu90/DK-for—-TST
zhttps ://github.com/xinleihe/MGTBench
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D MORE INTUITIVE EXPLANATIONS FOR THE OPTIMIZATION OF
KERNEL-BASED MMD
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Figure 7: Illustration of the optimization of MMD-D and our MMD-MP under different ¢ MGT
populations, where the red dots represent HWT samples, while the triangles of other colors represent
MGT samples.

In Section 2.3, we have offered some insights into our motivation through empirical observations
and detailed analyses to comprehend the optimization process of MMD-D and our MMD-MP. To
gain a clear understanding, we provide additional intuitive figures, as demonstrated in Figure 7.
For MMD-D optimization, it intuitively tends to separately aggregate human-written texts (HWTs)
and all possible different-population machine-generated texts (MGTs), such as decreasing the intra-
class distance, and simultaneously push them away from each other like increasing inter-class dis-
tance. When the MGT population S(g comprises different populations, e.g., ¢ = 3, this optimization
presents challenges due to significant fluctuations (as discussed in Section 2.3). In contrast, our
MMD-MP relaxes constraints on aggregating all MGTs populations (i.e., removing the k(Y,Y”)
from MMD), focusing more on fitting HWTs. This stabilizes MMD values and enhances transfer-
ability of detection (as discussed in Section 3.3).
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E IMPACT OF USING VARIANCE IN j DURING TRAINING

In our MMD-MP, we train the deep kernel k,, by minimizing the objective Jin Eqn. (7), which is the
ratio of MPP,, and &52’3?‘ In this experiment, we investigate the impact of variance &%I' To achieve

this, we remove the variance and only minimize MPP,, instead. Tables 8 and 9 show test power

and AUROC of our method compared with that without using variance in J on HC3 given 3,100
processed paragraphs generated by different LLMs. Obviously, MMD-MP demonstrates significant
performance drop when variance optimization is omitted (e.g., 6.62% J. of test power and 2.95% |
of AUROC on average). This decline emphasizes the significance of incorporating variance &%T

within the training process of kernel-based MMD to ensure stability in discrepancy estimation.

Table 8: Impact of using variance &52'31‘ in J during training in terms of test power/100 on HC3 given
3,100 processed paragraphs in training data.

ChatGPT ChatGPT
Neo-S GPT3-S

73.87+3.25  81.09+2.00
89.6311.94 91.9610.62

Method ‘ ChatGPT GPT3-S Neo-S ‘

MMD-MP (W/O variance) 90.78i1.11 80~74i2.88 69.76i2.70
MMD-MP (W/ variance) 93.211135 89.361291 79.681242

Table 9: Impact of using variance &5251‘ inJ during training in terms of AUROC/100 on HC3 given
3,100 processed paragraphs in training data.

ChatGPT ChatGPT
Neo-S GPT3-S

90.0640.75  92.47+0.45
92.48,037 94.61.0.22

Method ‘ ChatGPT GPT3-S Neo-S ‘

MMD-MP (W/O variance) 89~39i1,66 88.933:1‘32 88.533:1,()7
MMD-MP (w/ variance) 96.20p98 95.081032 92.041(58

F IMPACT OF USING MPP FOR TESTING

In our approach, we exclusively employ our proposed MPP during the training of the deep kernel
but calculate MMD as a metric during testing. In this experiment, we investigate the impact of using

MPP during testing. To this end, we replace l\fl\ﬁ)i in Algorithms 2 and 3 with I\TP\PU, denoting it
as MMD-MP (MPP), which is distinct from our original method, MMD-MP (MMD). In Table 10,
we synthesize a four-center Gaussian mixture data as used in Section 4.1 with £€{0.02xi}2% ), and
distinguish them from the standard Gaussian distribution A/(0¢,1%). In Table 11, we directly test the
transferability on unknown texts to further demonstrate the impact of using MPP during testing. The
results in Tables 10 and 11 reveal that the performance of these two strategies is almost identical,
which verifies the claim on the impact of MPP during testing in Section 3.3.

Table 10: Impact of using MPP during testing in terms of test power/100 on Synthetic data with
different p.

Data () | 0.40 0.38 0.36 0.34 0.32 0.30 0.28

MMD-MP (MPP) | 99.8440.07 99.6310.13 99.224021 98.484:043 97114071 94.7441928  90.9549.19
MMD-MP (MMD) | 99.8440.06 99.6410.14 99.244026 984741037 97204073 94774121 91.0342.06

Data () ‘ 0.26 0.24 0.22 0.20 0.18 0.16 0.14

MMD-MP (MPP) 85.5843.13 78014414 69114502 59.754534 51184501 44.601456 39.5944.22
MMD-MP (MMD) | 85.534+3.23 78.1344923 69.094+4.94 59.614548 51.1745923 44.774461 39.5544.28

Data () | 0.12 0.10 0.08 0.06 0.04 0.02 0

MMD-MP (MPP) 36.0343.47 33294085 31484903 30.1741.97 29.5041.98 29.044195 28.8741.92
MMD-MP (MMD) | 35.894+351 33.224073 31.434008 30464210 29.621013 29.174204 28.9841.96

Table 11: Impact of using MPP during testing in terms of test power/100 on HC3 given 3,100
processed paragraphs in training data, where the deep kernel is trained by ChatGPT, Neo-S and
GPT3-S but tested on other unknown texts.

Method | Neo-L GPT-j-6b  GPT4all-j

MMD-MP (MPP) 61.014090 55.3413.44 74.9310.36
MMD-MP (MMD) | 61.00+2.17 55.644348 74.99+0.39
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G REPLACING k, (X, X') WITH k,(Y,Y’) IN MPP

In this section, we conduct an ablation study on HC3 by replacing the &, (X, X’) with k., (Y, Y”) in
our proposed MPP in Eqn. (5) to comprehensively investigate its effectiveness.

We report test power and AUROC in Tables 12 and 13 given 1, 000 processed paragraphs in training
data, where MMD-MP* replaces k., (X, X') with k., (Y, Y”) in MPP when training. We observe that
MMD-MP* has a large performance gain on test power compared with MMD-D when training with
one-population data, but it degrades test power compared with MMD-MP and this gap widens as the
number of population i.e., g increases. This phenomenon arises due to the challenge of optimizing
the terms related to Sf@r when ¢ increases, as suggested by the first conclusion in Section 2.3.

Moreover, from Table 13, in the context of sentence-based detection, the performance of the MMD-
MP* exhibits a substantial deterioration in terms of AUROC. One potential explanation for this
phenomenon lies in the requirements of single-instance detection, which necessitates a referenced
set Sp¢ to calculate the distance between the test instance and the instances in Sp°. If we optimize
k. (y,y’) while neglecting optimization of k,,(x,x’), it could result in an effective aggregation of
HWT instances while causing the MGT instances to diverge relatively. This could potentially lead
to HWT instances “enveloping” MGT instances in a relatively divergent manner, thereby resulting
in a situation where the distance between those referenced HWT instances and an HWT instance
is likely greater than the distance between them and an MGT instance. Furthermore, even if we
interchange the labels of MGT and HWT instances during testing, i.e., replacing the results in the
penultimate row of Table 13 with their complements to 100, the performance of MMD-MP* still
remains inferior to that of our MMD-MP. In total, training with our proposed MMD-MP achieves
consistent and significant performance improvements regardless of AUROC.

Table 12: Test power/100 on HC3 given 1, 000 processed paragraphs in training data, where MMD-
MP* replaces k,, (X, X') with k,,(Y,Y”) in MPP when training.

ChatGPT  ChargpT | ChaGPT  ChatGPT  ChatGPT

Method ChatGPT GPT3-S Neo-S GPT2-M Neo-S Neo-S
NeoS — GPT3S | Gpras  GPT3-S  Neol
MMD-D 91.3840.09 84.01i504 728143923 | 74.224406 83.294305 | 62.341400 77.761293 63.151933

MMD-MP#* (Ours)
MMD-MP (Ours)

9232115 84.404997 75.01137s8
92311230 86.341537 76.351351

81.114330 85.71+3.36
85.304+1.99 89.0541 64

76.2213.03 81.0049.29 75.24 076
79.921383 85.5441193 79.69:078

Table 13: AUROC/100 on HC3 given 1, 000 processed paragraphs in training data, where MMD-
MP* replaces k,, (X, X') with &k, (Y,Y”) in MPP when training.

ChatGPT  ChargpT | CHatGPT  ChatGPT — ChatGPT

Method ChatGPT GPT3-S Neo-S GPT2-M Neo-S Neo-S
Neo-§ GPT3-S | GpT2.s  GPT3-S Neo-L
MMD-D 93.8640.70 91.501124 81.104083 | 89.284091 90.281159 | 85501085 88.0710s7 84.201233

MMD-MP* (Ours) | 6.631076 10484170 12.501150 | 11461136  11.0740.92 | 18.761125  11.574043  18.8541.05
MMD-MP (Ours) | 95.95.0.42 94.284057 89.61404s | 90.83:1079 93.46.055 | 87.031050 91.251056 86.9310.5
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H MORE RESULTS ON OPTIMIZATION MECHANISM OF MMD-D

In this section, we provide more consequences of E(k) in MMD and their variances under two
optimization methods with different g to further verify the conclusions obtained in Section 2.3.

From Figures 8 (a)-(d), we draw two observations: 1) Both E[k,, (x,x’)] and E[k, (y,y’)] exhibit
a generally increasing trend, while E[k,, (x, y)] shows relatively minor changes. 2) As the number
of populations ¢ increases, E[k, (y,y’)] becomes smaller than E[k, (x,x’)], with the gap between
them widening. These two observations coincide with those of Figure 2 and Section 2.3.

From Figures 9 (a)-(d), we obviously find that 1) The variance of MMD is predominantly determined
by the variances of E[k, (x,x’)] and E[k, (y,y’)], while the impact of other terms is relatively
minor. 2) When S§ comprises ¢ = 4 or ¢ = 5 populations, E[k,,(y,y’)] optimized by MMD-D
has a significant variance, as well as E[k,,(x, x’)]. These two phenomena corroborate the third and
fourth observations made in Section 2.3, respectively.
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Figure 8: E(k) in MMD when training by MMD-D and MMD-MP (ours) with different q.
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I MORE COMPARISON RESULTS OVER UNKNOWN TEXTS ON HC3

In this section, we conduct more experiments on unknown LLM-text to further evaluate our method.
We train the models using texts generated by ChatGPT, GPT-Neo-S and GPT3-S on HC3, and then
test on texts generated by GPT-Neo-L, GPT-j-6b and GPT4all-j. From Tables 14-15, our method
outperforms the baselines by a large margin on test power and AUROC. Specially, our MMD-MP
achieves an absolute improvement of 8.20%~14.31%71 on test power over MMD-D. Moreover, our
method outperforms CE-Classifier by 3.44% 1 and MMD-D by 3.55% 1 of AUROC on average.
These results further demonstrate the superior transferability of our method.

Table 14: Test POWCI'/lOO on unknown LLM-text. Table 15: AUROC/lOO on unknown LLM-text.
Method |  Neo-L GPT-j-6b GPT4all-j

Method | NeoL GPTj-6b  GPT4allj

C2ST-S 10995015 8794078  14.6710.48 i S TRV S——

%\TD—LO j”gﬁiﬂ-” 277;311*3'12 ‘11(7)'8?3-59 MMD-O 54851031 53.85:085  52.9241s3
B - +1.52 - +2.66 - +1.14 - " . ’
MMD-D 49134495 41333109  66.7941 39 MMD-D 75974073 74211160 81.62:06

MMD.MP (Ours) | 610050 55,640 74.990 0 MMD-MP (Ours) | 79.79.0.17 77.731086 84.9310.51
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J COMPARISON RESULTS ON XSUM

In this section, we provide more experimental results on XSum to further demonstrate the effective-
ness of our proposed MMD-MP.

J.1 TEST POWER ON PARAGRAPH-BASED DETECTION

In this part, we compare our MMD-MP with the state-of-the-art (SOTA) two-sample test method
for detecting MGT on XSum and show test power on paragraph-based detection in Table 16. In this
experiment, we use 1, 000 processed paragraphs to train the model. Experimental results in Table 16
demonstrate that our method significantly outperforms other methods on XSum. Specifically, our
MMD-MP surpasses MMD-D by 5.91 1 on average even with one training population. Moreover,
MMD-MP outperforms MMD-D by an average of 9.43% 1 on test power over the two training
populations and exhibits an 8.54% 1 increase over the three training populations. These results are
consistent with the results on HC3, demonstrating the effectiveness of our proposed method.

Table 16: Test power/100 on XSum given 1, 000 processed paragraphs in training data.

GPT2-M GPT2-M
Method GPT2-M GPT3-S Neo-S GI\I;CTOZ_-SM %1;523__1\; Neo-S Neo-S

GPT3-S Neo-L
C2ST-S 9.04+3.60 38124964 38314295 203741295 22434939 25.9413.99 17.6741.56
C2ST-L 32.64+484 73.644903 76.07+1.61 54.5141.76  54.85+12.46 61.9541947  50.6241.93
MMD-0 8361161 16261050 18.764143 | 12804157 13254003 | 14254179  10.5141 45
MMD-D 39.994378  73.5844.41 76.87+1.63 53.884+282  H7.33+253 63.4342.10  55.0642.74
MMD-MP (Ours) | 45514161 80.712199 81.951045 | 65814516 64.272950 | 70784179 64.8021 05

J.2  AUROC ON SENTENCE-BASED DETECTION

In this part, we compare our MMD-MP with the SOTA single-instance detection method for detect-
ing MGT on XSum in terms of AUROC given 1, 000 processed paragraphs in training data. From
Table 17, our MMD-MP consistently achieves the highest AUROC performance compared with
other methods. These results further demonstrate the powerful distinguishability of our proposed
method when detecting MGTs.

Table 17: AUROC/100 on XSum given 1,000 processed paragraphs in training data.

GPT2-M GPT2-M
Method GPT2M  GPT3-S Neos | GCTZM G| Neos Neo-S

GPT3-S Neo-L
Likelihood 61.931137 45971062 43331136 | 52.7411.07 54461095 | 50414075  53.3310.72
Rank 72114065 64.814110 63.9317134 68.18 082  68.7210.60 66.731063 66.7210.48
Log-Rank 65374135 50971056 49.4641.39 57.664126  58.78+1.03 55.1640.93  57.984+0.92
Entropy 54924151 64344100 69.854163 | 61931111 59.754114 | 63471025 61114515
DetectGPT-d 60.084+0.70 444111920 40.2841.03 50.09+0.81 52414131 48.3410.61 50.96.+0.99
DetectGPT-z 61.394070 44451120 40.6149.07 50.971084 53.0541.17 | 48.824057 51.9040.04
OpenAl-D 75114057 84.5640.71 86.69+0.12 80.74+0.91 79914102 82.3611.07 76.88+0.46
ChatGPT-D 54204150  50.921099  53.60+1.40 54.4041.38  53.47+0.08 53.69+088  93.7110.99
CE-Classifier 785841 41 91.3610.87  92.891¢0.35 84.711080 85.61+0.64 87.57+0.30 84.06+0.43
MMD-0 60.291066 65622002 67562008 | 62.010075 64100150 | 64465007 63144110
MMD-D 72371116 914841039  90.01:q.82 82.731073 87.59+0.80 86.5410.92  82.7840.68
MMD-MP (Ours) | 82.161079 91.73.1041 93.7040.45 | 86.464060 87.794077 | 88.271011 85.7040.54

J.3 RESULTS ON CHALLENGING UNBALANCED TRAINING DATA

In this part, we evaluate our method on unbalanced training data containing 2,000 HWT and 400
MGT training paragraphs over XSum. In Figure 10, we observe that our approach consistently
outperforms baselines in terms of test power and AUROC. Critically, our MMD-MP surpasses the
test power of 4.85%~9.84% 1 than MMD-D, highlighting the stability of our method in detecting
MGTs under unbalanced training data scenarios.
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Figure 10: Test power and AUROC on XSum given 2,000 HWT and 400 MGT training paragraphs.

K RESULTS ON DETECTING PARAGRAPH-LEVEL SENTENCES

It’s crucial to note that our method can treat an entire paragraph as a single sentence for detection.
However, it’s important to note that excessively long paragraphs may exceed the processing capabil-
ities of the pre-trained LLM. When detecting paragraph-level sentences, those that exceed maximum
tokens will be truncated by the LLM. Even under this setting, we provide the results of our model to
directly test with the random sampled 1, 000 paragraph-level sentences in Table 18. The results still
demonstrate the effectiveness of our methods.

Table 18: AUROC/100 on HC3 given 3,100 processed paragraphs for detecting paragraph-level
sentences.

ChatGPT ChatGPT
Method ChatGPT GPT3-S Neo-S Neo-S GPT3-S
Likelihood 99~34i0.11 74.6210.73 835410.21 90~7610.06 86.47i1.33
Rank 91.88i0_40 81.67i0‘75 87.56i0'42 89.52i0'10 86.83:5:0_55
Log-Rank 99-37:|:0.12 7959:5:0.64 88.00i0,25 93-26:|:O.18 89.01i1_23
Entropy 7.0410.08 50.3540.14 47941491 28.60+0.30 28.7341.13
DetectGPT-d 94.3149.03 86.63+0.92 87.3140.88 91.2340.66 90.4340.75
DetectGPT-z 96.28+9.00 86.55+0.94 87.60+0.85 92.1340.46 91.36+0.73
OpenAI-D 98-75:|:0.08 99.62i0‘05 99-41:|:O,09 98.94:|:0'14 98.96:5:0_04
ChatGPT-D 99.794005 69.034003 67.4041.10 | 82.8540.88 85.88+0.05
CE-Classifier 99~13i0.15 98.29i0.13 96.33i0_40 95-71i0.12 94'59i0.33
MMD-0O 76.2941.92 87.3410096 86.644042 | 81.631074 81.3240.48
MMD-D 97424019  99.6540.07 99464016 | 98.6540.16  99.2640.05
MMD-MP (OUI'S) 99-59:|:0.08 99.71;‘;0_05 99.65:&0.08 99.01:&0.17 99-32:|:O.13
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L EXAMPLES OF CHATGPT TEXT DETECTION

To gain a clearer understanding of the effectiveness of our approach, we illustrate some examples
of ChatGPT text detection, including storytelling, article writing, and text rewriting. As shown in
Figures 11-13, we observe that most of the contents originating from ChatGPT, such as storytelling
and article writing, are readily distinguishable by the detector. Sometimes, for some instances of text
rewriting, such as human rewriting of ChatGPT text or ChatGPT rewriting human text (as shown in
Figure 14), detection is less straightforward. This aligns with the experimental results in Mitchell
et al. (2023).

Please write a short story
about Alice who is studyin
g in a big city and comes
home from school.

&

Alice navigated the bustli
ng streets of the big city,
her backpack slung over
one shoulder, and the wei
ght of a challenging day a
t school on the other. The

city, with its towering skys
crapers and constant hum
of activity, felt both exhilar
ating and overwhelming t
o the young student...

Detection: Al

CHAT GPT

Please write a short story
about Alice going to Bob's
house alone to play

&

One sunny Saturday mor
ning, Alice's adventurous s
pirit led her to a new expl
oration—she was headed
to Bob's house for a day
of play. The journey, usuall
y taken with a group of fri
ends, now had an air of e
xcitement and a tinge of n
ervous anticipation as she
walked the familiar path t
o his home...

Detection: Al

Figure 11: Examples of ChatGPT text detection on storytelling.

CHAT GPT
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Please write a short story
about Alice going to a res
taurant to eat

&

One evening, Alice found
herself with a craving for
a delicious meal, and the
prospect of exploring a n
ew restaurant filled her wi
th excitement. She chose
a quaint bistro known for
its eclectic menu and coz
y ambiance, and with an a
dventurous spirit, she set
out for a solo dining expe
rience...

Detection: Al

CHAT GPT

Please write a short story
about Alice and her broth
er going to the mall

&

On a bustling Saturday aft
ernoon, Alice and her you
nger brother, Jake, set out
for a shopping adventure
at the mall. The air was fill
ed with a mix of laughter,
the hum of conversation,
and the distant melody of
a street musician. The sibli
ngs, eager for a day of ex
ploration, navigated throu
gh the crowds with enthu
siasm...

Detection: Al

CHAT GPT
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Please write a short story Please write a short story
b about Alice and her friend [T/ about Alice and her friend
s going to school s going mountain climbin

g.

On a typical Monday mor
ning, the city was alive wit
h the hustle and bustle of
daily life. Among the myri
ad of people navigating t
he busy streets, Alice walk
ed with purpose, her back
pack slung over one shou
|der. She was on her way t
o school, and her friends j
oined her on the familiar j
ourney...

One crisp and clear week
end morning, Alice gather
ed her adventurous friend
s for a thrilling escapade
— a mountain climbing ex
pedition. The towering pe
aks stood as silent sentine
Is against the azure sky, b
eckoning the intrepid gro
up to ascend their heights
and conquer the challeng
es that lay ahead...

CHAT GPT

CHAT GPT

Detection: Al Detection: Al

9 Plbeasf;nl_rite a‘ShOtrt tsﬁory 9 Please write a short story
about Alice going to the a about Alice going to play

W musement park W in the forest.

One sunny Saturday mor
ning, Alice woke up with a
contagious excitement bu
bbling within her. Today w
as the day she had been
eagerly anticipating — a tri
p to the amusement park.
The city's skyline was pain
ted with hues of pink and
orange as Alice, her eyes
sparkling with anticipation,
made her way to the livel
y carnival grounds...

On a bright and sunny we
ekend, Alice woke up with
a spark of adventure in he
r eyes. The city, with its to
wering buildings and cons
tant buzz, felt stifling, and
Alice yearned for the emb
race of nature. Determine
d to escape the urban jun
gle, she packed a small b
ackpack with snacks, a wa
ter bottle, and her favorit
e book...

CHAT GPT

CHAT GPT

Detection: Al Detection: Human x

Figure 12: More examples of ChatGPT text detection on storytelling.

M DISCUSSIONS AND FUTURE DIRECTIONS

Although we have empirically demonstrated that our MMD-MP has a lower variance of MMD
value than the MMD-D method and provides a superior distributional discrepancy estimation when
training on data from multiple populations, future research could explore the theoretical explanation
of these findings to further justify its effectiveness. Additionally, our findings suggest that even when
the kernel is trained on single-population data, our MMD-MP still outperforms MMD-D in terms of
MGT detection performance. This observation motivates further investigation into the impact of the
variance of data for training deep kernel-based MMD.

Furthermore, in the context of paragraph-based detection, we have not yet considered the inherent
issue of not independent and identically distributed (Non-1ID) text data in paragraph, which could
break a basic assumption of the MMD tests (Grosse et al., 2017; Carlini & Wagner, 2017). The
presence of data dependence within the observations can make it appear that two datasets from the
same distribution are tested as different, rendering the test meaningless (Chwialkowski et al., 2014;
Gao et al., 2021). One potential solution to this issue is using a wild bootstrap technique (Leucht
& Neumann, 2013; Chwialkowski et al., 2014) to resample the MMD value during testing. This
approach has already demonstrated success in adversarial detection (Gao et al., 2021), where adver-
sarial examples are probably Non-IID since they are always generated with a pre-trained classifier.
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&

Please write an essay on t
he topic of snow mountai
ns

In the heart of a winter's d
ream, the Snow Mountain
stood as a majestic sentin
el, its peaks cloaked in a p
ristine blanket of glistenin
g white. As if touched by t
he frosty breath of giants,
the mountain's slopes spa
rkled under the soft glow
of the moon, transformin
g the landscape into an o
therworldly realm.

Detection: Al

CHAT GPT

&

Please write a paragraph
with the theme of the sea

The sea, vast and untame
d, stretches to the horizon,
an endless expanse that w
hispers tales of ancient m
ysteries and timeless jour
neys. Its rhythmic dance,
orchestrated by the ebb a
nd flow of tides, echoes th
e heartbeat of the Earth.
As the sun dips below the
horizon, the sea transfor
ms into a canvas of liquid
gold.

Detection: Al

CHAT GPT

&

Please write a text with th
e theme of rainbow after t
he rain

After the rain, when the st
orm clouds part and the s
un's gentle rays pierce thr
ough the lingering mist, n
ature unveils one of its m
ost enchanting displays —
the rainbow. This kaleidos
cope of colors stretching
across the sky serves as a
vivid reminder that even i
n the midst of life's storms,
beauty and hope persist.

Detection: Al

CHAT GPT

&

Please write a prose para
graph on the topic of poli
ce

In the urban tableau, the
presence of the police is b
oth a shield and a sentinel.
Clad in uniforms that ech
o authority, they stand as
guardians of order in the |
abyrinth of society. Each o
fficer embodies a delicate
balance, holding the weig
ht of responsibility on one
shoulder and the mandat
e to protect on the other.

Detection: Al

Figure 13: Examples of ChatGPT text detection on article writing.
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Please rewrite the followin
[\1/] g sentences: Our study is
the first to show that grap
e consumption beneficiall
y impacts eye health in hu
mans, which is very exciti
ng, especially with a growi
\ng, ageing population.

Our research is groundbr
eaking as it is the initial de
monstration of the positiv
e impact of grape consu
mption on human eye he
alth. This discovery is part
icularly thrilling, especially
considering the increasing
and aging global populati
on.

CHAT GPT

Detection: Human x

&

Please rewrite the followin
g sentences: The world p
opulation is projected to k
eep growing despite decli
ning fertility rates. In fact,
we estimate the number
of infants already peaked i

\n 2017.

Despite declining fertility r
ates, the global populatio
n is expected to continue
its growth trajectory. In fa
ct, our estimates suggest t
hat the number of infants
reached its highest point i
n 2017.

CHAT GPT

Detection: Al

Consuming fructose has b
een connected to a declin
e in metabolism and a di
minished ability to control
appetite. At the same tim

¢, fatty foods play a crucia
| role in contributing to ca
lorie intake, resulting in w
eight gain.

[rewriting]Fructose is what

[\1/] triggers our metabolism t
0 go into low power mod
e and lose our control of
appetite, but fatty foods b
ecome the major source
of calories that drive weig
ht gain.

| Detection: Human I

&

Despite declining fertility r
ates, the global populatio
n is expected to continue
its growth trajectory. In fa
ct, our estimates suggest t
hat the number of infants
reached its highest point i
n 2017.

[rewriting]Although there\
is declining in fertility rate

s, the global population is
expected to continue gro
wing. In fact, our estimate

s indicate that the numbe

r of babies reached its hig
hest level in 2017.

Detection:

Figure 14: Examples of ChatGPT text detection on text rewriting.
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