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Abstract

News Image Captioning aims to create captions001
from news articles and images, emphasizing002
the connection between textual context and vi-003
sual elements. Recognizing the significance004
of human faces in news images and the face-005
name co-occurrence pattern in existing datasets,006
we propose a face-naming module for learning007
better name embeddings. Apart from names,008
which can be directly linked to an image area009
(faces), news image captions mostly contain010
context information that can only be found in011
the article. We design a retrieval strategy using012
CLIP to retrieve sentences that are semantically013
close to the image, mimicking human thought014
process of linking articles to images. Further-015
more, to tackle the problem of the imbalanced016
proportion of article context and image context017
in captions, we introduce a simple yet effec-018
tive method Contrasting with Language Model019
backbone (CoLaM) to the training pipeline. We020
conduct extensive experiments to demonstrate021
the efficacy of our framework. We outper-022
form the previous state-of-the-art by 7.97/5.80023
CIDEr scores on GoodNews/NYTimes800k.024

1 Introduction025

Online news consumption heavily relies on news026

images as a key source of supplementary informa-027

tion alongside articles. These images, paired with028

engaging and informative captions, play a crucial029

role in capturing readers’ attention. Typically, a030

news image illustrates a portion of the article, with031

the caption linking the image content to the article.032

Ideally, readers should be able to grasp the essence033

of the news article by browsing through its images034

and their corresponding captions.035

News Image Captioning, the task of generating036

a caption for an image using the contextual infor-037

mation derived from the corresponding article, con-038

trasts with generic image captioning, where the039

image contains all necessary information for gen-040

erating a descriptive sentence. Figure 1 shows a041

News Image Caption:
Elizabeth Warren, a Democrat running for 
the Senate, at a diner in Shrewsbury, Mass.

Generic Image Caption: 
A woman shaking hands with other people 
at a table

Figure 1: Two types of image captions. The image con-
tains all context needed for the generic image caption,
while in the news image caption, we find more named
entities, including the name of a celebrity whose face
appears in the image, and context that is retrieved from
the corresponding news article. Most of the context in
the news image caption requires linking the image to
the article.

generic image caption, and a news image caption 042

from the GoodNews (Biten et al., 2019) dataset1. 043

In the news image caption, Elizabeth Warren acts 044

as a pivotal word. As a celebrity, Elizabeth Warren 045

can also be recognized from the image. Further- 046

more, the news image caption contains context that 047

is retrieved from the article. Moreover, all colored 048

text in news image caption requires linking the 049

image to the article, showing large imbalances in 050

the proportion of article context and image context 051

reflected in the caption. In contrast, the generic im- 052

age caption simply serves as a descriptive sentence 053

of the image without any additional information. 054

Given the distinct nature of news image captions 055

compared to generic image captions, an important 056

question arises: How can visual inputs in News Im- 057

age Captioning be used more effectively? Current 058

methods primarily incorporate visual features from 059

pretrained image encoders through cross-attention 060

modules (Tran et al., 2020; Yang et al., 2021) or 061

visual prefixes (Zhang et al., 2022a) to pre-trained 062

language models. This straightforward integration 063

method is commonly applied in generic image cap- 064

tioning. However, as also indicated by Zhang and 065

Wan (2023),there is a need for more effective uti- 066

1The generic caption is generated with BLIP-2 (Li et al.,
2022). More examples can be found Appendix H.
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lization of images in News Image Captioning.067

We draw inspiration from studies on the human068

cognitive system, where studies indicate that faces069

uniquely capture human attention more than other070

objects in images (Ro et al., 2001). Additionally,071

recognizing familiar faces enhances the recall of072

detailed "person knowledge," like personal traits073

and intentions (Gobbini and Haxby, 2007). In074

News Image Captioning, this insight is particu-075

larly relevant, as news images frequently focus on076

human subjects. This understanding of how faces077

impact attention and memory guides our strate-078

gies for handling images centered around people.079

In two commonly used News Image Captioning080

datasets, GoodNews (Biten et al., 2019) and NY-081

Times800k (Tran et al., 2020), there is a notable082

pattern where over 56% of samples feature both083

faces and names, while about 32% have neither.084

All samples with significant faces in images also085

include names in their captions2. This pattern,086

aligned with cognitive science’s emphasis on the087

importance of faces in image perception, motivates088

the differentiation of faces from other objects in089

images for distinct treatment. We design a face-090

naming module to help the model to selectively091

attend to relevant names from the accompanying092

article. The face-naming module includes a prefix-093

augmented attention module (Zhao et al., 2022)094

and is trained with a weakly supervised face-name095

alignment method (Qu et al., 2023).096

Apart from the names, news image captions, un-097

like generic ones, often include contextual informa-098

tion (like "a Democrat running for the senate" in099

Figure 1) that cannot be directly linked to image ar-100

eas. To generate these captions accurately, linking101

image content with relevant article segments is es-102

sential. We use a CLIP-based (Radford et al., 2021)103

sentence retrieval strategy to find article sentences104

closely related to the image, aiding our caption105

generation process.106

Moreover, news captions typically emphasize107

more context derived from the articles to engage108

readers and abstractly illustrate the article’s content.109

Instead of explicitly modeling the image context110

and the article context, which requires detailed an-111

notations, we propose Contrasting with Language112

Model backbone (CoLaM) which implicitly guide113

the model to prioritize article context. We align the114

embedding space of the multimodal models to the115

embedding space of their frozen language model116

2We provide more detailed statistics in Appendix C.

backbones using a margin loss. This approach en- 117

sures the model with multimodal inputs focus more 118

effectively on article-related context. 119

To sum up, we introduce a novel framework for 120

News Image Captioning that utilizes visual inputs 121

differently than previous works. Our main contri- 122

butions include: 123

1. We are the first to introduce distinct modules 124

tailored for different visual inputs in News 125

Image Captioning, establishing the new state- 126

of-the-art on two datasets. 127

2. For visual inputs like faces that can be di- 128

rectly linked to textual context, we design a 129

face naming module to utilize the commonly- 130

occurred pattern of face-name co-occurrence 131

in News Image Captioning datasets. For vi- 132

sual inputs that cannot be directly visually 133

grounded, we design a sentence retrieval strat- 134

egy using CLIP to bridge the gap between 135

the article segments and the images. The pro- 136

posed modules result in significant improve- 137

ment in performance. 138

3. Addressing the imbalance between article and 139

image context in the captions, we propose Co- 140

LaM, a universal method using a margin loss 141

to enhance article context learning, further im- 142

proving captioning performance. 143

2 Related Work 144

In contrast to generic image captioning methods 145

(Karpathy and Fei-Fei, 2015; Donahue et al., 2015; 146

Vinyals et al., 2015; Xu et al., 2015; Anderson et al., 147

2018; Lu et al., 2017), which rely solely on images 148

as input, News Image Captioning takes both images 149

and news articles as input. It dictates that models 150

should prioritize captions that not only depict im- 151

age content, but also summarise the corresponding 152

article segments. 153

Early approaches to the task focus on learning 154

the representation of a news article and its con- 155

nection with an image, including utilizing n-gram 156

language models for extracting phrases seen in the 157

article (Feng and Lapata, 2013), or building an 158

encoder-decoder based architecture with VGG (Si- 159

monyan and Zisserman, 2015) for encoding the 160

image, Word2Vec (Mikolov et al., 2013) for encod- 161

ing the article, and an LSTM as caption decoder 162

(Ramisa et al., 2018). They all fail to achieve sat- 163

isfactory performance. Biten et al. (2019) propose 164
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Figure 2: Method illustration. Our model is an encoder-decoder model built on BART (middle). Our method
consists of: (a) Integrating Features into BART: In BART encoder, we concatenate visual (HV ) and name features
(HE) to obtain keys and values for the added cross-attention module; (b) Face Naming Module: We first get the
embedding HN of the chain of person names in the article. Then we prepend the face features HF to HN to obtain
keys and values for the prefix-augmented self-attention module; (c) CLIP Retrieval: We conduct sentence retrieval
using CLIP to learn from more accurate article context. (d) Contrasting with LM backbone (CoLaM): We contrast
the multimodal BART with frozen pure-text BART to force the model to focus more on the article context.

the first large-scale dataset GoodNews for the task,165

and a two-stage template based captioning method.166

Following Biten et al. (2019), several works adopt167

transformer-based models with different types of168

features like Places 365 (Zhou et al., 2018) used169

by Yang and Okazaki (2020) or face and object170

features used by the Tell model (Tran et al., 2020).171

Since then, the focus of the community has172

shifted to learning better entity representations. Vi-173

sualNews (Liu et al., 2021) adopts a multi-head174

attention-on-attention module (Huang et al., 2019)175

and visual selective gates. JoGANIC (Yang et al.,176

2021) brings external knowledge from a Wikipedia177

database to train an entity embedding. On top of178

Tell, Zhou et al. (2022) show that an entity-aware179

retrieval method can improve the performance fur-180

ther. Zhang et al. (2022a) propose a prompt-based181

model NewsMEP with pre-trained BART (Lewis182

et al., 2020) and CLIP features as the backbone.183

NewsMEP follows ClipCap (Mokady et al., 2021)184

to generate visual prompts from CLIP representa-185

tions. Instead of differentiating between different186

types of entities like our method, all entities are187

treated equally by NewsMEP, where a bi-LSTM is188

trained to learn the most important entities from the189

article as part of prompts to the decoder of News-190

MEP. We design different modules for different191

types of textual context information based on their192

connection to the various types of visual inputs,193

which yields superior performance than NewsMEP.194

We present a detailed comparison in Section 4.3. 195

Finally, in contrast to our work, where no addi- 196

tional paired datasets are used, recent works (Zhang 197

et al., 2022b; Rajakumar Kalarani et al., 2023) ex- 198

plore the use of extra large-scale datasets on the 199

task and obtain satisfactory results. 200

3 Methodology 201

3.1 Model Architecture 202

We present our model in Figure 2, which is an 203

encoder-decoder model built upon the generative 204

pre-trained language model BART (Lewis et al., 205

2020). We add a cross-attention module to the 206

BART encoder to integrate the visual and name 207

features, while keeping the BART decoder un- 208

changed. To obtain the name features, we use 209

a prefix-augmented self-attention module (Zhao 210

et al., 2022) to softly select person names in the 211

article that are similar to the detected faces. We 212

also design a retrieval strategy using CLIP to re- 213

trieve article sentences that capture crucial context 214

that cannot be directly inferred from the images. 215

The retrieved segments serve as input to our model. 216

Section 3.5 presents our training pipeline. 217

3.2 Integrating Features into BART 218

We add a cross-attention module to the BART en- 219

coder to incorporate visual (HV ) and name fea- 220

tures (HE). We use a simple MLP network as 221

suggested by Mokady et al. (2021) to get visual 222
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representations denoted as HV from the frozen223

CLIP image encoder. As shown in Figure 2 (a),224

We concatenate HV and HE as [HV ;HE ], which225

is linearly transformed to get the keys KA and val-226

ues VA. Together with the linearly transformed227

query QA from the article hidden states, in each228

encoder layer, we compute the cross-attention as229

softmax(QAKA
T /

√
dH)VA, with 1/

√
dH as the230

scaling factor.231

3.3 Face Naming Module232

As stated before, there is a strong face-name co-233

occurrence pattern in the News Image Captioning234

datasets. We design a novel face naming mod-235

ule to learn a face-aware representation of person236

names, as shown in Figure 2 (b). Given a chain237

of person names in the article (e.g. "Dayan Vi-238

ciedo ⟨ENT⟩ Kerry ⟨ENT⟩ ..." with ⟨ENT⟩ being a239

special token used as separator), we first compute240

the embedding HN . We generate face embedding241

HF by passing the face features 3 through a feed-242

forward layer. Then we prepend HF to HN as243

[HF ;HN ], which is linearly transformed to keys244

KN and values VN . Together with the linearly245

transformed queries QN from HN , we compute the246

prefix-augmented self attention (PA self attention)247

as softmax(QNKN
T /

√
dH)VN , with 1/

√
dH as248

the scaling factor. Finally we use a feed-forward249

layer to generate the name features HE of fixed250

length from the attended name embeddings.251

With HF , we can control the utilization of the252

contextual information from the faces. For images253

with no faces, we mask HF , resulting in a conven-254

tional self attention. If faces occur, the chain of255

person names receives contextual information from256

the faces through PA self attention. We detail the257

learning of this module in the Section 3.5.258

3.4 CLIP Retrieval259

Unlike for the names and faces, where a clear con-260

nection between text and image can be found, it261

is difficult to find a direct connection between text262

and image for context that cannot be directly visu-263

ally grounded. For such context, readers tend to264

use image contents to retrieve relevant information265

from the article. In an effort to simulate this cogni-266

tive process, we use CLIP to retrieve sentences that267

are semantically closest to the image representation268

generated by the CLIP image encoder (measured269

by cosine similarity). To make sure we include270

3Face features are provided in the datasets.

enough global information, we also add the first 271

three sentences of each article segment if they are 272

not part of the retrieved sentences, and keep the 273

original sentence ordering. 274

3.5 Learning 275

In this section we detail the learning process of 276

our model. Our full model is trained with a face 277

naming loss, a margin loss (CoLaM) and a caption 278

generation loss. 279

Face naming loss Inspired by Qu et al. (2023), we 280

adopt a symmetric contrastive loss to align faces 281

in images to names in captions during training. 282

Given m− 1 names in a caption, we add an addi- 283

tional ⟨NONAME⟩ token. We denote the name em- 284

bedding of each name as Hj
N,gt, j = 1, 2, . . . ,m. 285

Since we only use the ground truth names during 286

training for learning better face representations, 287

we apply stop gradient to the name embedding 288

layer while computing the loss. We denote the 289

name embeddings with stop gradient as H̃j
N,gt, 290

j = 1, 2, . . . ,m. For the corresponding image 291

with n faces, we extract hidden states of faces HF 292

from the last layer of the face naming module in 293

our model. We denote the representation of each 294

face as H i
F for i = 1, 2, . . . , n. For face set F and 295

name set N , we adopt the face-to-name contrastive 296

loss as: 297

Lf,n = − log
esimd(F,N)∑

Fk∈batch e
simd(Fk,N)

(1) 298

where simd(F,N) = 1
n

∑n
i=1maxj Ai,j , with 299

Ai,j = (H i
F )

T · H̃j
N,gt, for i = 1, 2, . . . , n, j = 300

1, 2, . . . ,m. 301

Similarly, we obtain the name-to-face contrastive 302

loss as: 303

Ln,f = − log
esimd(N,F )∑

Nk∈batch e
simd(Nk,F )

(2) 304

where simd(N,F ) = 1
m

∑m
i=1maxiAj,i, with 305

Aj,i = (H̃j
N,gt)

T · H i
F , for j = 1, 2, . . . ,m, i = 306

1, 2, . . . , n. 307

Combining Equation 1 and 2, we obtain a sym- 308

metric face naming loss as: 309

Lf↔n = Lf,n + Ln,f (3) 310

CoLaM The key idea of our Contrasting with Lan- 311

guage Model (LM) backbone (CoLaM) is to guide 312
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the multimodal LMs to learn to focus more on the313

context from the news articles through a margin314

loss by utilizing the LM backbones.315

Figure 2 (d) shows the simplified modeling pro-316

cess of our CoLaM. Specifically, let hlm be a gen-317

erative LM (e.g. BART (Lewis et al., 2020)) back-318

bone, and hmm be the generative multimodal LM319

built upon it. We extract the last hidden states Clm320

and Cmm for the generated text from the decoders321

of hlm and hmm, respectively. We compute the322

margin loss as:323

Lm = 1
B

∑
imax{0,∆− cos(pool(Ci

lm), pool(Ci
mm))} (4)324

where B is the batch size, ∆ is the margin hy-325

perparameter, cos(·) denotes the cosine similar-326

ity, pool(·) is the average pooling operation which327

takes into account the masking.328

By applying average pooling, we obtain the329

global representations from Clm and Cmm, which330

is used to measure the cosine similarity between the331

two representations. As we freeze the text-only LM332

backbone, optimizing Lm is equivalent to adding a333

constraint to the multimodal LM. This constraint334

ensures the multimodal LM to put more emphasis335

on the news articles. As shown before, news image336

caption often contains more context from the arti-337

cle than from the image. Our CoLaM is a universal338

method for improving context modeling abilities of339

existing models, and can be seamlessly integrated340

into existing models. We further discuss the use of341

CoLaM in Section 4.3 and Appendix G.342

Caption generation loss Given a news image and343

article pair, we minimize the negative log likeli-344

hood for caption generation as:345

Lcap = −
T∑
t=1

log p(yt|y<t; θ) (5)346

where yt denotes target caption token at time347

step t, y<t denotes the current token sequence and348

θ represents the learned parameters of the model.349

Finally, we train our model with the loss as:350

L = Lcap + Lf↔n + αLm (6)351

where α is the hyperparameter.352

4 Experiments353

4.1 Implementation Details354

We conduct experiments on two large-scale355

News Image Captioning datasets, namely Good-356

News(Biten et al., 2019) and NYTimes800k (Tran357

et al., 2020). The details of the datasets are pre- 358

sented in Appendix C. Following the same exper- 359

imental settings as previous works (Tran et al., 360

2020; Yang et al., 2021), we train our full model 361

for 16/9 epochs on GoodNews/NYTimes800k. We 362

set the batch size to 32, the learning rate to 1e-5, 363

and warm up for the first 5% steps. We adopt the 364

AdamW optimizer (Loshchilov and Hutter, 2019) 365

with β1 = 0.9, β2 = 0.999 and ϵ = 1e − 8, and 366

apply weight decay of 0.01 to all weights as regular- 367

ization. We clip the gradient norm at 0.1. Follow- 368

ing Zhang et al. (2022a), a frozen CLIP-ViT-B/16 369

is used as image encoder. We set the length of the 370

visual features and name features to be 20. We add 371

two special tokens ⟨ENT⟩ and ⟨NONAME⟩, for 372

separating names in chain of person names, and 373

acting as a "NONAME" token as suggested by Qu 374

et al. (2023), respectively. During training, we re- 375

strict the number of tokens in articles and captions 376

to be 512 and 100, respectively. We set α = 2.0 377

and ∆ = 1.0 for CoLaM. During inference, we use 378

beam search with beam size of 5. We provide more 379

implementation details in Appendix B. 380

4.2 Evaluation Metrics 381

We follow the same evaluation pipeline as in pre- 382

vious works (Biten et al., 2019; Tran et al., 2020; 383

Yang et al., 2021; Zhao et al., 2021; Zhang et al., 384

2022a). To measure the overall quality of generated 385

captions, we use BLEU-4 (Papineni et al., 2002), 386

ROUGE-L (Lin, 2004), METEOR (Denkowski 387

and Lavie, 2014) and CIDEr scores (Vedantam 388

et al., 2015). For BLEU-4 and ROUGE-L, ev- 389

ery word contributes to the metric equally. ME- 390

TEOR focuses on synonym matching and lemma- 391

tization, which are seldomly found for named en- 392

tities. CIDEr uses TF-IDF weighting to put more 393

emphasis on rare words, e.g. named entities (Biten 394

et al., 2019; Kilickaya et al., 2017; Elliott and 395

Keller, 2014). So following previous works, we 396

also consider CIDEr as the most suitable one for the 397

task. We also use precision and recall to evaluate 398

the quality of generated named entities. 399

4.3 Results 400

We report the overall performance and the main ab- 401

lation studies in this part. We present more results 402

on human evaluation, text summarization, addi- 403

tional ablation studies, in-depth study of CoLaM 404

and qualitative analysis in Appendix D, E, F, G and 405

H, respectively. 406

Overall Performance 407
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Method Extra Data* Caption Generation† Named Entities†

B M R C P R

G
oo

dN
ew

s

Avg+CtxIns (Biten et al., 2019) ✗ 0.89 4.37 12.20 13.10 8.23 6.06
Tell (Tran et al., 2020) ✗ 6.05 10.30 21.40 53.80 22.20 18.70
VisualNews (Liu et al., 2021) ✗ 6.10 8.30 21.60 55.40 22.90 19.30
JoGANIC (Yang et al., 2021) ✓ 6.83 11.25 23.05 61.22 26.87 22.05
Tell + Focus! (Zhou et al., 2022) • 6.30 ⧸ 23.00 60.30 24.20 20.90
DiscExt CapGen (Zhang et al., 2022b) ✓ 7.94 13.97 28.68 64.51 29.69 27.37
Rajakumar Kalarani et al. (2023) ✓ 7.14 11.21 24.30 72.33 24.37 20.09
NewsMEP (Zhang et al., 2022a) ✗ 8.30 12.23 23.17 63.99 23.43 23.24
Oursbase (w/ BARTbase) ✗ 7.20 11.00 21.97 65.42 24.15 22.18
Ourslarge, (w/ BARTlarge) ✗ 8.60 12.39 23.38 71.96 24.30 25.54

N
Y

Ti
m

es
80

0k

Tell (Tran et al., 2020) ✗ 6.30 10.30 21.70 54.40 24.60 22.20
VisualNews (Liu et al., 2021) ✗ 6.40 8.10 21.90 56.10 24.80 22.30
JoGANIC (Yang et al., 2021) ✓ 6.79 10.93 22.80 59.42 28.63 24.49
Tell + Focus!(only CLIP) (Zhou et al., 2022) • 6.40 ⧸ ⧸ 57.50 25.70 22.70
Tell + Focus! (Zhou et al., 2022) • 7.00 ⧸ 22.90 63.60 29.80 25.90
DiscExt CapGen (Zhang et al., 2022b) ✓ 7.57 12.64 25.67 62.31 30.04 25.53
Rajakumar Kalarani et al. (2023) ✓ 7.54 11.27 23.28 66.41 28.21 23.25
NewsMEP (Zhang et al., 2022a) ✗ 9.57 13.02 23.62 65.85 26.61 28.57
Oursbase (w/ BARTbase) ✗ 7.87 11.19 21.95 64.64 26.98 25.33
Ourslarge (w/ BARTlarge) ✗ 9.24 12.57 23.44 71.65 26.88 28.59

Table 1: Performance comparison with state-of-the-art methods. We highlight the best scores and underline the
second best scores of models that do not use (a) extra data, or (b) additional pre-trained models other than the
language model&vision backbones. *: The use of extra data can be found in Appendix B. †: B: BLEU-4; R:
ROUGE-L; M: METEOR; C: CIDEr; P: Precision; R: Recall. We adopt the same abbreviation in all tables.

We present the overall performance of our model408

in Table 1. With a much smaller language model409

(LM) BARTbase
4, we already achieve a compet-410

itive performance on both GoodNews and NY-411

Times800k datasets, when compared to the pre-412

vious state-of-the-art (SOTA) model NewsMEP,413

which uses BARTlarge as backbone. When we in-414

crease the LM size to BARTlarge, we establish a415

new SOTA in terms of CIDEr scores and outper-416

form NewsMEP by a large margin (+6 points).417

Our model also yields new SOTA entity scores418

on both datasets leading to more trustworthy cap-419

tions. Compared to our model, NewsMEP is con-420

structed with the same vision backbone (CLIP-ViT-421

B/16) and LM (BARTlarge). NewsMEP also adopts422

a prefix-augmented attention module to integrate423

visual and entity information into the model. It424

learns to select entities through the interaction be-425

tween image and article representations from the426

encoder in BARTlarge. However, NewsMEP fails427

to utilize the characteristics of different types of428

visual inputs, which should be treated differently as429

in our framework. By considering all visual inputs430

equally, NewsMEP lacks in linking rare words in431

articles or captions to visual inputs, resulting in432

much lower CIDEr scores when compared to our433

method. Unlike generic image captioning, where434

4NewsMEP: BARTlarge; Tell& JoGANIC: RoBERTalarge

the goal is to make a simple descriptive caption 435

to the image, News Image Captioning requires the 436

generated captions to capture the essence of both 437

images and articles. In that case, CIDEr as a eval- 438

uation metric which put more emphasis on rare 439

words should be prioritized. Our method obtains 440

the highest CIDEr scores, showing its efficacy. 441

Focus! (Zhou et al., 2022) is a sentence retrieval 442

method. Combining Focus! with Tell, relatively 443

high CIDEr scores can be attained. Although no 444

extra data sources are used, Focus! uses CLIP and 445

OpenNRE (Han et al., 2019) (a pre-trained domain 446

specific relation extraction model) to perform sen- 447

tence retrieval, on top of the LM&vision backbones 448

from Tell. Without OpenNRE, the CIDEr score of 449

Tell + Focus! on NYTimes800k drops from 63.60 450

to 57.50, indicating the biggest gain of their method 451

comes from the use of OpenNRE. However, we are 452

more interested in the question: Without additional 453

domain specific pre-trained models, how can we 454

explore the connections between images, articles 455

and captions of the given dataset? Experimental 456

results show the merit of our method, which is also 457

demonstrated in the ablation study of the different 458

components of our model (see below). 459

There are also three methods, namely JoGANIC 460

(Yang et al., 2021) DiscExt CapGen (Zhang et al., 461

2022b) and Rajakumar Kalarani et al. (2023), that 462

use extra data sources in their framework. With- 463
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out using extra data, our method significantly464

achieves higher CIDEr scores as compared to the465

former two methods, and yields comparable or466

better performance than Rajakumar Kalarani et al.467

(2023), which uses the extra News Image Caption-468

ing dataset VisualNews (Liu et al., 2021) contain-469

ing more than 1.2 million samples. Our method470

generates better captions by exploring the News471

Image Captioning datasets in a better way.472

Ablation Study on Model Components473

We present results for the ablation study on the474

different components of our model in Table 25.475

Model VF NF RS CoLaM
Caption Generation Named Entities

B M R C P R

G
oo

dN
ew

s

⟨1⟩ 6.14 9.69 19.51 55.24 21.17 18.81
⟨2⟩ ✓ 6.59 10.17 20.33 58.55 22.20 20.46
⟨3⟩ ✓ ✓ 6.81 10.54 21.17 61.73 22.86 21.02
⟨4⟩ ✓ ✓ ✓ 7.00 10.75 21.79 64.07 23.69 21.50
⟨5⟩ ✓ ✓ ✓ ✓ 7.20 11.00 21.97 65.42 24.15 22.18

N
Y

Ti
m

es
80

0k

⟨1⟩ 6.63 9.89 19.14 51.76 22.30 21.63
⟨2⟩ ✓ 6.75 10.12 19.74 54.45 24.04 22.47
⟨3⟩ ✓ ✓ 7.18 10.63 20.81 59.07 25.70 23.78
⟨4⟩ ✓ ✓ ✓ 7.53 10.98 21.63 63.95 26.94 24.72
⟨5⟩ ✓ ✓ ✓ ✓ 7.87 11.19 21.95 64.64 26.98 25.33

Table 2: Effects of different components of our model on
qualities of generated captions. Model ⟨1⟩: BARTbase;
VF: visual features; NF: name features from face nam-
ing; RS: retrieved segments. Model ⟨5⟩: Oursbase.

Visual Features When we discard image inputs,476

the task becomes a purely textual sequence-to-477

sequence problem. BARTbase (Model ⟨1⟩) can478

achieve fairly good results in this scenario on two479

datasets. However, it always generates the same480

caption for different images of an article. The addi-481

tion of the visual features in Model ⟨2⟩ mitigates482

the problem. We observe consistent improvements483

in all evaluation metrics as shown in Table 2.484

Face Naming Module On top of Model ⟨2⟩, when485

we add the name features learned from our face486

naming module (Model ⟨3⟩), we observe signif-487

icant improvement on all the evaluation metrics488

from both datasets, especially regarding the CIDEr489

score (58.55→61.73 on GoodNews, 54.45→59.07490

on NYTimes800k). When both the visual fea-491

tures and name features are added to BARTbase, we492

already achieve CIDEr scores higher than some493

models based on RoBERTalarge (e.g., Tell with494

53.80/54.40 CIDEr on GoodNews/NYTimes800k),495

or comparably to models that use extra external496

data (e.g., JoGANIC with 61.22/59.42 CIDEr on497

GoodNews/NYTimes800k).498

CLIP Retrieval We further improve the quality of499

the generated captions by retrieving sentences from500

5Limited to resources, we conduct the ablation studies
using BARTbase as the backbone LM.

the articles. In this way the model learns to focus on 501

different segments for captioning different images. 502

As shown in Table 2, we improve the CIDEr scores 503

from 61.73 to 64.07 on GoodNews, 59.07 to 63.95 504

on NYTimes800k. Apart from the improvements 505

in caption generation evaluation metrics, we also 506

improve the precision of all entity names generated 507

in the captions on two datasets after adding the 508

retrieval component into our method. 509

CoLaM Finally, with the addition of CoLaM, the 510

base version of our full model (Model ⟨5⟩) further 511

improvements the performance of Model ⟨4⟩ on all 512

metrics. It shows that the imbalanced proportion 513

of context from articles and images in the captions 514

can be a big problem for News Image Captioning 515

models. We present more in-depth analyses of the 516

behavior of CoLaM in Appendix G, together with 517

the results of CoLaM with other model architec- 518

tures to show its potential of being the universal 519

add-on for News Image Captioning models. 520

Ablation Study for Entity Generation 521

The different components of our model also 522

affect the generation of different types of entity 523

names. We present the precision and recall scores 524

of the three most commonly occurring entity types6 525

in Table 3. We have designed the face naming 526

module to force the model to focus on the correct 527

PERSON-type entities (names) which can be visu- 528

ally grounded from the images. As shown in Table 529

3, by adding the name features, we observe a signifi- 530

cant improvement in both precision (28.00 → 29.22 531

on GoodNews, 32.86 → 37.11 on NYTimes800k) 532

and recall (24.13 → 25.91 on GoodNews, 29.41 → 533

33.17 on NYTimes800k) of PERSON-type entity 534

names, which shows the effectiveness of our face 535

naming module. Interestingly, we also observe im- 536

provements in entity scores for other types of enti- 537

ties after adding the name features, for instance the 538

recall of GPE (27.69 → 28.34 on NYTimes800k). 539

We think this is due to the large improvement in pre- 540

dicting PERSON-type entity names, which leads to 541

more accurate context modeling in the articles, and 542

to generating captions of higher quality. We also 543

observe improvements in entity scores after adding 544

the retrieval module, which helps the model learn 545

better context that cannot be directly seen from the 546

images (e.g. in some cases GPE and ORG are not 547

clearly present in the images). And as expected, 548

adding CoLaM to our training pipeline learns bet- 549

6PERSON: people; GPE: countries, cites, states; ORG:
companies, agencies, etc.
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ter article context, which leads to improvements in550

entity scores.551

Model VF NF RS CoLaM
PERSON GPE ORG
P R P R P R

G
oo

dN
ew

s

⟨1⟩ 26.58 21.99 22.80 22.34 17.84 16.42
⟨2⟩ ✓ 28.00 24.13 24.17 24.37 19.97 19.47
⟨3⟩ ✓ ✓ 29.22 25.91 24.62 24.38 21.31 20.24
⟨4⟩ ✓ ✓ ✓ 30.33 26.32 25.33 25.17 22.10 21.11
⟨5⟩ ✓ ✓ ✓ ✓ 31.00 27.42 25.99 25.62 22.21 21.51

N
Y

Ti
m

es
80

0k

⟨1⟩ 29.65 29.47 25.84 25.77 18.38 17.75
⟨2⟩ ✓ 32.86 29.41 27.02 27.69 20.09 18.98
⟨3⟩ ✓ ✓ 37.11 33.17 27.67 28.34 20.98 19.29
⟨4⟩ ✓ ✓ ✓ 38.53 34.22 28.28 29.00 22.66 20.42
⟨5⟩ ✓ ✓ ✓ ✓ 38.59 35.43 28.44 29.03 23.02 20.86

Table 3: Effects of different modules on named entities.
Same abbreviation applies as in Table 2.

Evaluation on Different Subsets of the Test Data552

Because the design of our face naming module553

is guided by the face-name co-occurrence patterns554

found in News Image Captioning dataset, we split555

the dataset into three mutually exclusive subsets7556

to explore the effectiveness of our face naming557

module: 1. F✗,N✗subset with no faces in images558

and no names in the captions; 2. F✗,N✓subset559

with no faces in the images, but has names in the560

captions and 3. F✓,N✓subset with faces in the561

images and names in the captions. We show the562

results of our model, with or without face naming,563

on the NYTimes800k dataset in Table 4.564

Model Subset
PERSON GPE ORG
P R P R P R

⟨2⟩ F✗,N✗ ⧸ ⧸ 28.71 28.75 21.56 19.84
⟨3⟩ F✗,N✗ ⧸ ⧸ 28.66 29.54 23.43 20.78
⟨2⟩ F✗,N✓ 30.11 18.94 22.05 23.17 15.03 16.16
⟨3⟩ F✗,N✓ 35.43 16.65 24.05 23.46 14.30 14.99
⟨2⟩ F✓,N✓ 42.34 31.24 26.36 27.53 19.96 18.78
⟨3⟩ F✓,N✓ 41.77 36.06 27.42 28.11 20.37 18.83

Model Subset
Caption Generation Named Entites

B M R C P R
⟨2⟩ F✗,N✗ 5.44 8.93 17.11 41.16 17.99 20.57
⟨3⟩ F✗,N✗ 5.45 9.04 17.54 43.11 19.91 20.92
⟨2⟩ F✗,N✓ 5.64 8.75 17.74 47.03 20.91 17.11
⟨3⟩ F✗,N✓ 4.84 8.14 16.39 41.04 22.03 16.33
⟨2⟩ F✓,N✓ 7.72 11.18 22.11 64.95 28.44 24.39
⟨3⟩ F✓,N✓ 8.68 12.15 24.16 73.75 29.46 26.55

Table 4: Effects of the face naming module on different
subsets of NYTimes800k (e.g. F✗,N✗: subset with no
faces in images and no names in captions. See text for
details.). Model ⟨2⟩: BARTbase + visual features; Model
⟨3⟩: ⟨2⟩ + face naming.

Because the design of the prefix-augmented self565

attention in our face naming module provides a566

strong signal of face-name co-occurrence, we ex-567

pect that our model with face naming (Model ⟨3⟩)568

7The distribution of samples on the full datasets can be
seen in Appendix C. There are no samples without names in
the caption that have faces in the corresponding image.

would perform much better on PERSON-type en- 569

tities than the model with only the visual features 570

(Model ⟨2⟩) on F✓,N✓subset, and much better 571

overall on both F✗,N✗and F✓,N✓subsets. As 572

shown in Table 4, on F✓,N✓subset, we increase 573

the recall from 31.24 to 36.06, while maintaining 574

the same level of precision after adding the face 575

naming module into Model ⟨2⟩. And the CIDEr 576

scores of the generated captions from Model ⟨3⟩ are 577

significantly higher than the counterpart. On top of 578

that, the correctness of the generated entities over- 579

all improves on both F✗,N✗and F✓,N✓subsets. 580

The F✗,N✓subset contains samples without face- 581

name co-occurrence pattern as we modeled in our 582

face naming module. It covers around 11% data 583

in each dataset, as shown in Table 2 in the ap- 584

pendix. It can be seen from Table 4, the trade-off 585

of significantly increasing the model performance 586

on F✗,N✗and F✓,N✓subsets is that the model 587

would generate worse captions on the F✗,N✓subset. 588

Model ⟨3⟩ performs worse on most of the eval- 589

uation metrics than Model ⟨2⟩. However, one 590

interesting finding is that Model ⟨3⟩ achieves a 591

much higher precision while reaching a lower recall 592

with PERSON-type entity names on F✗,N✓subset. 593

Meanwhile, an opposite trend can be found on 594

F✓,N✓subset. With the face naming module, our 595

model tends to generate less PERSON-type entity 596

names when there is no face, and to generate more 597

PERSON-type entity names otherwise, showing its 598

effectiveness. The same ablation study on Good- 599

News dataset is presented in Appendix F. 600

5 Conclusion 601

In this paper, we introduce a new framework for 602

utilizing visual inputs in News Image Caption- 603

ing. Inspired by human attention mechanisms, 604

we developed a face naming module for aligning 605

names with faces in images, based on face-name co- 606

occurrence patterns. For context that cannot be vi- 607

sually grounded in the images, we utilize CLIP for 608

sentence retrieval from articles, aiding comprehen- 609

sion. To address the imbalance between article and 610

image context in captions, we introduce CoLaM, 611

guiding the model to focus more on article con- 612

tent. Our extensive experiments demonstrate the 613

effectiveness of our method, which achieves more 614

than 6-point improvement in CIDEr scores over the 615

previous state-of-the-art on two commonly-used 616

News Image Captioning datasets. 617
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6 Limitations618

Our face naming module effectively aligns faces619

in images to names in articles/captions, which can620

be directly visually grounded from the images and621

trigger higher human attention priority. However,622

for contexts like time or organizations that typically623

cannot be directly visually grounded, we depend on624

CLIP retrieval to infer links between articles and625

images. A potential improvement involves design-626

ing specific modules for these types of contexts.627

Additionally, our CoLaM approach currently treats628

all image-caption-article triplets equally, applying629

the same constraints during training. A valuable630

area for future research would be to investigate a631

weighting mechanism that selectively adjusts the632

margin loss computation for these triplets.633
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A Overview of the Appendix856

In the appendix, we first provide more implementa-857

tion details and dataset statistics in Appendix B and858

C, respectively. This is followed by human evalu-859

ation of the generated captions form our method860

in Appendix D. Following that, to showcase the861

connection and difference between News Image862

Captioning and Text Summarization, we conduct863

additional experiments on text summarization as864

presented in Appendix E. Further, we provide more865

ablation studies on different subsets of the Good-866

News test data in Apendix F. Then we provide a867

in-depth study of our CoLaM in Appendix G. We868

conclude the appendix with a qualitative analysis869

on the generated captions in Appendix H.870

B More Implementation Details871

Extra Data regard the external data and include:872

JoGANIC (Yang et al., 2021): Wikipedia database;873

DiscExt CapGen (Zhang et al., 2022b): 2.755 mil-874

lion caption-style pairs. Rajakumar Kalarani et al.875

(2023): 1.2 million paired News Image Caption-876

ing data from VisualNews (Liu et al., 2021). •:877

Apart from the language model&vision backbones,878

Focus! (Zhou et al., 2022) uses CLIP and domain879

specific relation extraction model OpenNRE (Han880

et al., 2019) for context retrieval.881

The MLP network in visual feature generation882

module consists of two linear layers with hyper-883

bolic tangent activation in between. The two linear884

layers are of shape Linear(dimmodel, dimmodel ×885

10) and Linear(dimmodel × 10, dimmodel × 20),886

where dimmodel is the model dimension of the887

BART backbone. We reshape the mapped vi- 888

sual feature from (batchsize, dimmodel × 20) to 889

(batchsize, 20, dimmodel). 890

To obtain the name embedding in our face nam- 891

ing module, the same embedding layer structure as 892

in BART is adopted. Given a chain like ”name1 893

⟨ENT⟩ name2 . . .”, with ⟨ENT⟩ being the added to- 894

ken in vocabulary,we compute the word embedding 895

HN of the chain. 896

We use the transformers package to build 897

our models. For BARTbase, we adopt the 898

"facebook/bart-base" checkpoint; while for 899

BARTlarge, we adopt the "patrickvonplaten/bart- 900

large-fp32" checkpoint. The default vocabulary 901

size is 50265. The training of Oursbase and 902

Ourslarge takes roughly 1 and 2 days on 1×A100, 903

respectively. For the GoodNews dataset, the full 904

articles are used. While for NYTimes800k, we 905

follow the standard protocol (Tran et al., 2020) to 906

use the 512 tokens surrounding the images. For 907

our full model, we apply length penalty of 2 during 908

decoding. Following Tran et al. (2020), we adopt 909

pycocoevalcap package and spacy package (ver. 910

2.1.9) for evaluating generated captions and entity 911

scores, respectively. 912

C Dataset Statistics 913

In this section, we provide dataset statistics 914

of GoodNews (Biten et al., 2019) and NY- 915

Times800k (Tran et al., 2020). The overall statistics 916

of two datasets are provided in Table 5. 917

GoodNews NYTimes800k
Number of images 462642 792971

Average article length 451 974
Average caption length 18 18

% of captions with named entities 97% 96%
% of captions with person names 68% 68%

% of images with faces 56% 57%

Table 5: Dataset statistics for GoodNews and NY-
Times800k

Table 6 presents the statistics of face-name co- 918

occurrence patterns in two datasets. 919

Dataset F ✓, N ✓ F ✗, N ✗ F ✓, N ✗ F ✗, N ✓

GoodNews 56.30% 31.91% 0% 11.79%
NYTimes800k 56.91% 32.05% 0% 11.04%

Table 6: Statistics of face-name co-occurrence patterns
in two News Image Captioning datasets.8"F ✓, N ✗"
refers to samples with faces in images, but no names in
captions.
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D Human Evaluation920

We present human evaluation in Table 7. We hire921

three graduate students with domain knowledge to922

rank 50 randomly sampled captions on correctness923

and fluency from 1 to 5, and pick their preferred924

caption. Captions generated by our method better925

align with human judgement (C=3.83), and are926

preferred by humans in 67% of the cases.927

Model Correctness(C) Fluency(F) Preferred by
Baseline 3.15±0.13 4.67±0.25 16%±4%

Ours 3.83±0.19 4.86±0.10 67%±5%

Table 7: Human evaluation for generated captions.

E Additional Experiments on Text928

Summarization929

Since our work is also closely related to text sum-930

marization, in this section, we present more experi-931

ments on text summarization with BART.932

E.1 Experiments with frozen BART933

By keeping the BART backbone frozen during934

training, we can have a better idea of whether the935

modules we designed can guide the caption gener-936

ation effectively. We present the results in Table 8.937

The frozen BARTbase works poorly by only achiev-938

ing 6.56 CIDEr score. While after adding our mod-939

ules, even without training the BART backbone, we940

achieve fairly good results with CIDEr=56.66. This941

significant improvement in performance shows that942

our added modules can effectively guide the gener-943

ation process of BART.944

Model BLEU-4 METEOR ROUGE-L CIDEr
Frozen BARTbase (pure text) 1.68 8.33 11.43 6.56
Ours + frozen BARTbase 5.85 9.93 20.86 56.66

Table 8: Performance comparison with frozen BART on
GoodNews dataset

E.2 Experiments with summarization with945

retrieval946

Our retrieval method aims to locate the sentences947

that are semantically closer to the images. Without948

adding any visual information into the model, we949

perform text summarization on the retrieved seg-950

ments only as shown in Table 9. The large improve-951

ments in performance (CIDEr=55.24 → 59.21) by952

changing the inputs from the full articles to the953

8Calculation based on face features provided in the
datasets.

retrieved segments prove that our retrieval compo- 954

nent can locate more accurate semantic information 955

from the articles. 956

Model BLEU-4 METEOR ROUGE-L CIDEr
BARTbase 6.14 9.69 19.51 55.24
BARTbase + our retrieval 6.43 10.03 20.50 59.21

Table 9: Text summarization with BARTbase on Good-
News with our retrieved article segments.

F Additional Ablation Studies 957

Ablation Study on Number of Retrieved Sen- 958

tences 959

We evaluate the impact of the number of re- 960

trieved sentences, as outlined in Table 10. Here 961

we do not apply CoLaM to show a clear image of 962

how the number of retrieved sentences can affect 963

the performance of our model. Our results indicate 964

consistent performance across the range of 7-10 965

retrieved sentences on both GoodNews and NY- 966

Times800k datasets. It’s worth noting that while 967

the top CIDEr score doesn’t consistently align with 968

the highest achievements in other evaluation met- 969

rics, such as BLEU-4 (7.02) and METEOR (10.77) 970

which are attained with retrieving 9 sentences in the 971

case of GoodNews, models with the highest CIDEr 972

score generally maintain strong performance in 973

other metrics. 974

# of sent
Caption Generation Named Entites

B M R C P R

G
oo

dN
ew

s 7 6.92 10.74 21.68 62.62 23.39 21.27
8 7.00 10.75 21.79 64.07 23.69 21.50
9 7.02 10.77 21.61 62.64 23.19 21.30

10 6.83 10.66 21.64 63.43 23.49 21.21

N
Y

Ti
m

es
80

0k 7 7.38 10.90 21.61 63.13 26.62 24.39
8 7.43 10.92 21.52 62.55 26.85 24.28
9 7.50 10.98 21.53 62.84 26.58 24.60

10 7.53 10.98 21.63 63.95 26.94 24.72

Table 10: Influence of the number of retrieved sentences

Ablation on Different Subsets of the Test Data 975

(GoodNews) 976

We present the ablation study on different sub- 977

sets of the GoodNews test data in Table 11. 978

For F✗,N✗and F✓,N✓subsets, we observe similar 979

trend in performance improvements when adding 980

entity prefix into the model as the case for the sub- 981

sets of GoodNews test data. The biggest improve- 982

ments in entity scores can be seen in recall for PER- 983

SON type entities on F✓,N✓subset when we add 984

entity prefix into the model (25.15→27.77). And 985
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the quality of the generated captions is drastically986

enhanced on F✓,N✓subset, as demonstrated by an987

approximate 7.5-percentage-point improvements988

(from 68.11 to 73.24).989

Interestingly, on F✗,N✓subset of GoodNews990

test data, we observe uniformly decreasing in all991

metrics when adding name features to the model.992

While on on F✗,N✓subset of NYTimes800k test993

data, we observe a small improvement in entity994

precision. Moreover, a slightly different pattern in995

entity scores can be observed on the F✗,N✓subset996

from two datasets. It shows that for subsets with-997

out the face-name co-occurrence pattern we mod-998

eled, the performance of our model is somewhat999

dependent to the data distribution. Notably, the1000

F✗,N✓subset constitutes approximately 11% of the1001

entire dataset. Consequently, the substantial per-1002

formance improvements observed in the remaining1003

89% of the data contribute to generating superior1004

captions in the aggregate.1005

Model Subset
PERSON GPE ORG
P R P R P R

(2) F✗,N✗ ⧸ ⧸ 25.85 26.67 20.58 18.91
(3) F✗,N✗ ⧸ ⧸ 26.43 27.51 21.95 19.39
(2) F✗,N✓ 26.90 18.03 18.18 18.99 14.11 14.93
(3) F✗,N✓ 29.83 14.88 18.52 18.22 16.02 16.28
(2) F✓,N✓ 33.54 25.15 24.03 23.60 20.71 20.63
(3) F✓,N✓ 31.50 27.77 24.31 23.10 21.91 21.48

Model Subset
Caption Generation Named Entites

B M R C P R
⟨2⟩ F✗,N✗ 5.48 9.10 17.70 44.30 17.96 19.92
⟨3⟩ F✗,N✗ 5.58 9.34 18.42 46.66 19.69 20.05
⟨2⟩ F✗,N✓ 5.48 9.00 18.18 48.02 19.08 15.89
⟨3⟩ F✗,N✓ 4.81 8.48 17.47 44.28 18.96 14.61
⟨2⟩ F✓,N✓ 7.35 10.96 22.26 68.11 24.79 21.54
⟨3⟩ F✓,N✓ 7.82 11.58 23.49 73.24 24.82 22.62

Table 11: Effectiveness of face naming module with
Oursbase on different subsets of GoodNews. Model ⟨2⟩:
BARTbase + visual features; Model ⟨3⟩: ⟨2⟩ + name
features from face naming module. F✗,N✗: subset with
no faces in images and no names in captions.

Ablation on Lead3 Sentences and Varying Fea-1006

ture Length1007

We present the ablation study on Lead3 sen-1008

tences in CLIP retrieval and varying feature length1009

in Table 12. As expected, removing Lead3 sen-1010

tences from the retrieved segments harms the per-1011

formance of our method, due to lack of global con-1012

text from the articles. And different feature lengths1013

yield similar performance, while feature length=201014

achieves the best CIDEr score.1015

Additional Ablation on Face Naming Module1016

Table 13 shows results on replacing the face nam-1017

ing module with feature concatenation (w/ retrieved1018

Lead3 Length BLEU-4 METEOR ROUGE-L CIDEr

G
oo

dN
ew

s ✗ 20 6.80 10.67 21.43 61.37
✓(Ours) 20 7.00 10.75 21.79 64.07
✓ 16 6.90 10.70 21.50 62.04
✓ 20(Ours) 7.00 10.75 21.79 64.07
✓ 24 6.88 10.65 21.45 61.86

Table 12: Performance comparison w/ or w/o Lead3 &
w/ varying feature length using Oursbase w/o CoLaM

segments (RS)). As expected, by replacing our face 1019

naming module with simple concatenation features, 1020

we observe significant degradation in performance. 1021

Dataset RS Feature Integration BLEU-4 METEOR ROUGE-L CIDEr
GoodNews ✓ concatenation 6.76 10.46 21.02 60.87
GoodNews ✓ face naming module 7.00 10.75 21.79 64.07

Table 13: Ablation study on face naming module and
feature concatenation (Oursbase w/o CoLaM).

G In-depth Study of CoLaM 1022

We conduct ablation studies of CoLaM using 1023

BARTbase as the LM backbone. Limited to re- 1024

sources, the batch size is set to 24 for all ablation 1025

studies in this section. 1026

Impact of the Margin Values ∆ 1027

We present the results with varying values for 1028

the margin parameter ∆ in Table 14. Since the 1029

range of cosine similarity is within [−1, 1], with 1030

∆ = 1.0, the optimization of CoLaM affects all 1031

samples in the datasets. Our model mainly promote 1032

the visual inputs during generation, which makes 1033

the consistently added constraint from our CoLaM 1034

more favorable. As expected, the model reaches 1035

the best performance when we set ∆ = 1.0. 1036

∆ α
Caption Generation Named Entities

B M R C P R

G
oo

dN
ew

s ✗ ✗ 6.93 10.75 21.69 62.94 23.41 21.46
0.4 1.0 6.95 10.75 21.74 63.87 23.38 21.45
0.6 1.0 7.00 10.81 21.73 63.48 23.25 21.39
0.8 1.0 7.14 10.90 21.75 63.65 23.19 21.75
1.0 1.0 7.19 10.94 21.96 65.06 23.78 21.81

N
Y

Ti
m

es
80

0k ✗ ✗ 7.63 11.00 21.40 62.03 25.44 23.74
0.4 1.0 7.59 11.00 21.35 62.76 26.14 24.48
0.6 1.0 7.66 11.02 21.52 63.09 26.46 24.57
0.8 1.0 7.52 10.96 21.48 62.90 26.55 24.62
1.0 1.0 7.73 11.14 21.66 63.44 26.40 24.84

Table 14: Impact of the choice of the margin (∆) on the
performance. ✗: model trained without CoLaM.

Impact of the Loss Weights α 1037

Table 15 shows the impact of the weight α for 1038

Lm in CoLaM. We obtain similar results with dif- 1039

ferent values of α, showing that CoLaM is less 1040

sensitive to the weights. Setting α to 1.0 or 2.0 1041

yields similar performance. In practice, we suggest 1042

13



to select α = 1.0 to avoid unnecessary hyperpa-1043

rameter tuning.1044

α ∆
Caption Generation Named Entities

B M R C P R

G
oo

dN
ew

s ✗ ✗ 6.93 10.75 21.69 62.94 23.41 21.46
0.5 1.0 7.15 10.90 21.87 64.54 23.51 21.79
1.0 1.0 7.19 10.94 21.96 65.06 23.78 21.81
2.0 1.0 7.27 11.02 21.97 64.53 23.60 22.13

N
Y

Ti
m

es
80

0k ✗ ✗ 7.63 11.00 21.40 62.03 26.26 24.46
0.5 1.0 7.79 11.15 21.65 63.15 26.56 24.86
1.0 1.0 7.73 11.14 21.66 63.44 26.40 24.84
2.0 1.0 7.73 11.14 21.72 63.78 26.61 24.96

Table 15: Impact of weights α for our Lm. ✗: model
trained without CoLaM.

Using Encoder or Decoder Hidden States1045

Since we learn the multimodal interaction only1046

in the encoder, comparing the performance using1047

the last encoder hidden states and the last decoder1048

hidden states provides insights into whether the1049

additional information from the caption influences1050

CoLaM. As shown in Table 16, we obtain similar1051

results with two types of hidden states, indicating1052

the extra information from the caption does not1053

have a significant impact on the functioning of Co-1054

LaM in the training pipeline.1055

Dataset Hidden States α ∆
Caption Generation Named Entities

B M R C P R
GoodNews Encoder 1.0 1.0 7.16 10.93 22.05 65.24 23.78 21.81
GoodNews Decoder 1.0 1.0 7.19 10.94 21.96 65.06 23.78 21.81
NYTimes800k Encoder 1.0 1.0 7.65 11.04 21.44 62.81 26.43 24.58
NYTimes800k Decoder 1.0 1.0 7.73 11.14 21.66 63.44 26.40 24.84

Table 16: Impact of using the last hidden states from the
encoder or the decoder.

Generalization Ability of CoLaM1056

CoLaM presents extraordinary generalization1057

ability to other model architectures. We imple-1058

mented the prefix-based method as proposed by1059

Zhang et al. (2022a), which is the baseline ver-1060

sion of the previous SOTA NewsMEP. NewsMEP1061

utilizes visual and entity prefixes to guide the learn-1062

ing of the multimodal language model. Following1063

Zhang et al. (2022a), we use the visual prefix to1064

guide the language model, and term this model as1065

NewsMEP’base for clarity.1066

Method Dataset
Caption Generation Named Entities

B M R C P R
NewsMEP’base GoodNews 6.45 9.99 20.15 57.78 22.45 20.47
NewsMEP’base + CoLaM GoodNews 6.73 10.42 20.86 60.63 22.89 21.05
NewsMEP’base NYTimes800k 6.56 9.95 19.50 53.36 23.79 22.09
NewsMEP’base + CoLaM NYTimes800k 7.20 10.48 20.54 57.31 24.86 23.72

Table 17: Results for integrating CoLaM into the train-
ing pipeline of NewsMEP’base

Just as the experiments with our model, without1067

changing any training or architectural designs of1068

NewsMEP’base and by simply adding our CoLaM 1069

to its training pipeline, we obtain significant per- 1070

formance gain over the original NewsMEP’base. It 1071

shows that our CoLaM can be a valuable addition 1072

to the field, and possibly the standard method in 1073

any other News Image Captioning model’s training 1074

pipeline in the future. 1075

H Qualitative Analysis 1076

H.1 Qualitative examples without CoLaM 1077

Table 18 shows two examples of generated captions. 1078

In the first one, our proposed model generates a cap- 1079

tion that matches the ground truth with the excep- 1080

tion of a missing quote. In the second one, models 1081

with face naming module manage to capture im- 1082

portant context from the news article, while after 1083

adding the sentence retrieval component, more pre- 1084

cise context is generated (e.g. Mayor Nan Whaley 1085

of Dayton), showing the merit of our method. 1086

We also provide the example generic image cap- 1087

tions for news images in Table 18, Figures 3 and 1088

4. 1089

News Image Caption:
Peggy Johnson of Microsoft said biases needed to be exposed to be 
addressed. ”The way to turn anything around is to shine a light on it.

Generic Image Caption: 
a woman sitting at a table talking to another woman

Figure 3: Comparison between two types of image cap-
tions for image in Table 18 (1)

News Image Caption:
Mayor Nan Whaley of Dayton said that she was ”disappointed” with Mr. Trump’s 
remarks about the two massacres but would welcome him to the city.

Generic Image Caption: 
a woman is surrounded by reporters in front of a building

Figure 4: Comparison between two types of image cap-
tions for image in Table 18 (2)

H.2 Qualitative examples with the addition of 1090

CoLaM 1091

We present multiple examples of captions gener- 1092

ated using Oursbase with or without CoLaM in Fig- 1093

ure 5. With the addition of CoLaM, our model is 1094

able to capture the correct context from the article, 1095

which leads to improved captioning performance. 1096
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Image Article Caption

Exposing the Bias Embedded in
Tech... ...said Peggy Johnson, ex-
ecutive vice president of business
development at Microsoft... Ms.
Johnson told an audience at the
New Rules Summit, ...
Meredith Whittaker, a founder and
a director of the AI Now Insti-
tute at New York University...said
Ms. Whittaker, who also works
at Google. “It’s almost never
white men... historical marginal-
ization.”...
(Johnson occurs 4 times, Whittaker
occurs 7 times in total.)

I GT: Peggy Johnson of Microsoft said biases needed to be
exposed to be addressed. "The way to turn anything around is to
shine a light on it."
II (1) BARTbase: "It’s almost never white men who are dis-
criminated against by these systems," said Meredith Whittaker,
a founder and a director of the AI Now Institute at New York
University.
III (2): (1) + visual features: "It’s almost never white men
who are discriminated against by these systems," said Meredith
Whittaker, a founder and a director of the AI Now Institute at
New York University.
IV (3): (2) + face naming: Peggy Johnson, executive vice
president of business development at Microsoft, spoke at the
New Rules Summit.
V (4): (3) + retrieval: Peggy Johnson, executive vice president
of business development at Microsoft.

President Plans Visits to Places...
Dayton, Ohio, and El Paso on
Wednesday... The Democratic
mayor of Dayton, Nan Whaley,
said on Tuesday that she had been
“disappointed” with Mr. Trump’s
remarks the day before about the
two massacres, which left a com-
bined 31 people dead... Represen-
tative Veronica Escobar, and her
predecessor,... But like Ms. Wha-
ley in Dayton, El Paso’s mayor,
Dee Margo, a Republican ...

I GT: Mayor Nan Whaley of Dayton said that she was "disap-
pointed" with Mr. Trump’s remarks about the two massacres but
would welcome him to the city.
II (1) BARTbase: President Trump spoke at the National Rifle
Association convention in Louisville, Ky., on Monday.
III (2): (1) + visual features: Representative Veronica Escobar,
Democrat of El Paso, has urged President Trump not to visit the
city. "He should not come here while we’re in mourning," she
said.
IV (3): (2) + face naming: Nan Whaley, the mayor of Dayton,
Ohio, said on Tuesday that she was "disappointed" with President
Trump’s remarks the day before about the two massacres.
V (4): (3) + retrieval: Mayor Nan Whaley of Dayton, Ohio,
said on Tuesday that she had been "disappointed" with President
Trump’s remarks the day before about the two massacres.

Table 18: Generated captions with the models discussed in the ablation. We mark the correct/wrong content in
green/red. Here we adopt model w/o CoLaM for illustration. Qualitative examples for model w/ CoLaM can be
found in Figure 5.
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Ground Truth Caption:
MORE SPACE The Oakes Center, Dreamcatcher's destination.
w/o CoLaM:
MORE SPACE The Oakes Center in Summit will host spring's play 
readings.
w/ CoLaM:
MORE SPACE The Oakes Center in Summit is Dreamcatcher's new home.

Ground Truth Caption:
Rupert Murdoch, the chief of News Corporation, and his son James, in 2010. 
Both have testified before a parliamentary panel.
w/o CoLaM:
Rupert Murdoch, left, and his son James have been largely unscathed because 
much of News Corporation's business and most of its profits lie in London.
w/ CoLaM: 
Rupert Murdoch, left, the chairman of News Corporation, and his son James 
waited for law enforcement officials to take out employees of the company's 
British newspaper division accused of engaging in criminal conduct.

Ground Truth Caption:
Richard Blumenthal issued a civil investigative demand.
w/o CoLaM: 
Richard Blumenthal asked Google to provide more information about its 
data collection.
w/ CoLaM:
Richard Blumenthal issued a civil investigative demand.

Ground Truth Caption:
New York Philharmonic, back from California, was led by Alan Gilbert on 
Saturday at Avery Fisher Hall.
w/o CoLaM: 
New York Philharmonic, with Glenn Dicterow as soloist, at Avery Fisher 
Hall on Saturday.
w/ CoLaM: 
New York Philharmonic, with Alan Gilbert conducting, at Avery Fisher 
Hall on Saturday.

Figure 5: Qualitative comparison w/ or w/o CoLaM. We
mark the context from the news articles that is captured
by our method in blue. Here we use the models with
BARTbase as backbone LM for comparison.
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